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Abstract
The aim of the study is to evaluate and compare the quality and readability of responses generated by five different artificial 
intelligence (AI) chatbots—ChatGPT, Bard, Bing, Ernie, and Copilot—to the top searched queries of erectile dysfunction 
(ED). Google Trends was used to identify ED-related relevant phrases. Each AI chatbot received a specific sequence of 25 
frequently searched terms as input. Responses were evaluated using DISCERN, Ensuring Quality Information for Patients 
(EQIP), and Flesch-Kincaid Grade Level (FKGL) and Reading Ease (FKRE) metrics. The top three most frequently searched 
phrases were “erectile dysfunction cause”, “how to erectile dysfunction,” and “erectile dysfunction treatment.” Zimbabwe, 
Zambia, and Ghana exhibited the highest level of interest in ED. None of the AI chatbots achieved the necessary degree of 
readability. However, Bard exhibited significantly higher FKRE and FKGL ratings (p = 0.001), and Copilot achieved better 
EQIP and DISCERN ratings than the other chatbots (p = 0.001). Bard exhibited the simplest linguistic framework and posed 
the least challenge in terms of readability and comprehension, and Copilot’s text quality on ED was superior to the other chat-
bots. As new chatbots are introduced, their understandability and text quality increase, providing better guidance to patients.
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Introduction

Erectile dysfunction (ED) is a prevalent urologic disorder 
worldwide, resulting in more than 2.9 million outpatient 
visits annually in the United States alone [1]. Despite its 
prevalence, ED is often neglected or improperly managed, 
and men experience significant barriers in openly addressing 
the condition with their doctors. Reportedly, only 32.4% of 
men feel comfortable initiating a conversation about ED, 
and only a mere 10.5% can confidently state that their doc-
tor has raised the topic [2]. Although sexual education is 
widely accessible, sexual health issues remain a difficult 
subject to talk about and a significant obstacle in oppres-
sive countries [3]. Digital advancements such as chatbots 
can provide patients with access to information and therapy 
without the need for direct human involvement; hence, they 
have the potential to significantly impact the diagnosis and 
treatment of ED [4]. However, online health information 
lacks substantial regulation, resulting in a highly variable 
quality of information.
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Artificial intelligence (AI) chatbots are software pro-
grams that act as virtual assistants and provide services to 
users via natural language interactions on social media plat-
forms or web-based apps [5]. Studies revealed a rising use of 
AI chatbots, which are transforming the way people engage 
with technology by embracing a more sociable and conver-
sational method, leading to enhanced user experience [6]. AI 
chatbots can be used in several domains of healthcare such 
as customer support and symptom detection to help users 
assess the need to contact a healthcare expert. Patients with 
andrological diseases, such as ED, need reliable and accurate 
health information that is both generic and specialized for 
their treatment. Due to embarrassment, patients with ED 
turn to AI chatbots to seek solutions for their condition. AI 
chatbots can assist these patients by monitoring their sta-
tus, providing personalized information, and encouraging 
medication adherence [7]. Nevertheless, there are obstacles, 
and apprehensions, in obtaining health-related information 
online due to their lack of precision and dependability. In 
addition, those with limited proficiency in medical language 
may have difficulties in evaluating the trustworthiness and 
validity of the information obtained.

While previous studies have evaluated ED content on 
ChatGPT, studies comparing the readability and quality of 
responses produced by various chatbots on the same topic 
are scarce [8]. This study aimed to evaluate and compare 
the quality and readability of information generated by five 
different AI chatbots on the most popular keywords of ED.

Materials and Method

This study was conducted on January 20, 2024, at the Urol-
ogy Department of Tekirdag Namik Kemal University. As 
the study did not include any procedures on living organ-
isms or human data, obtaining ethical committee approval 
was not required. Before conducting the searches, all per-
sonal browser data were erased as a precautionary measure 
to avoid bias. Google Trends (https:// trends. google. com/) 
was used to ascertain the frequently searched ED-related 
phrases [9]. The search queries were collected from global 
searches conducted between 2004 and January 20, 2024. 
A comprehensive list of the top 25 most often searched 
phrases was compiled, including a diverse array of subjects 
in Google’s online search queries. Five terms were omit-
ted from the study due to their irrelevance to the issue or 
their brevity and lack of completeness: “Ed,” “Viagra,” 
“Testosterone,” “Prostate,” and “Diabetes.” Subregions 
were used to classify and record the geographical areas of 
significance.

The provided search terms were methodically entered 
into ChatGPT January 24 Version (https:// chat. openai. 

com/), Bard Version 2.0.0 (https:// bard. google. com/), Bing 
Chat (https:// www. bing. com/ chat), Copilot (https:// copil 
ot. micro soft. com/), and Ernie Bot 4.0 (https:// yiyan. baidu. 
com/) while preserving the precise sequence of the origi-
nal searches. As mentioned previously, all browser data 
was completely erased before starting the searches, and 
separate accounts were created for interacting with each 
AI chatbot to guarantee a significant distinction. Every 
inquiry was processed on a separate chat page to ensure 
separation and optimize the analytic procedure. The result-
ing responses were stored for further assessments of read-
ability and quality.

The assessment of the quality of the acquired texts was 
performed using the Ensuring Quality Information for 
Patients (EQIP) tool, which evaluates the different aspects 
of content, such as the coherence and quality of writing. 
The questionnaire consists of 20 inquiries, with response 
options including “yes,” “partly,” “no,” or “does not apply.” 
The scoring approach entails the multiplication of the quan-
tity of “yes” responses by 1, “partly” responses by 0.5, and 
“no” responses by zero. The resultant values are aggregated, 
divided by the total quantity of items [20], and adjusted by 
removing the count of responses labeled as “does not apply.” 
The EQIP score, expressed as a percentage, is obtained 
by multiplying the final value by 100. The final averaged 
EQIP score was used to classify each resource. The clas-
sification criteria were determined using score ranges that 
were as per the guidelines specified in the original EQIP 
development paper [10]. Resources with scores ranging from 
76%–100% were categorized as “well written,” indicating 
exceptional quality; 51%–75% as “good quality with minor 
issues”; 26%–50% as “serious quality issues”; and 0%–25% 
as “severe quality issues” [11].

The evaluation of the accuracy of the data in each 
passage was conducted using the DISCERN question-
naire, a validated instrument developed to assist both 
information providers and patients in assessing the qual-
ity of written content on treatment possibilities. In addi-
tion, the questionnaire aims to promote the creation of 
reliable and scientifically supported health information 
for consumers by establishing criteria and acting as a 
guide for writers. The instrument consists of 15 ques-
tions and allows for assessment on a scale ranging from 
1–5 [12]. For EQIP and DISCERN, M.F.Ş., H.A., and 
A.K. conducted the evaluation procedures; ÇD was con-
sulted in situations where inconsistencies arose. Kappa 
statistics were employed to assess the degree of inter-
rater reliability.

The readability of the information produced by the AI 
chatbots was assessed using the Flesch-Kincaid Grade 
Level (FKGL) and Reading Ease (FKRE) criteria. FKGL 
calculation involves many steps: dividing the total word 
count by the total sentence count, multiplying the result 

https://trends.google.com/
https://chat.openai.com/
https://chat.openai.com/
https://bard.google.com/
https://www.bing.com/chat
https://copilot.microsoft.com/
https://copilot.microsoft.com/
https://yiyan.baidu.com/
https://yiyan.baidu.com/
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by 0.39, dividing the total syllable count by the total 
word count, and finally multiplying the result by 11.8. 
The acquired values are added together, and 15.59 is sub-
tracted from the total value to approximate understanding, 
taking into account parameters such as phrase length and 
syllable count. A lower score signifies enhanced under-
standing, and a higher score implies complex linguistic 
intricacy. Conversely, the FKRE formula measures the 
readability of a text by multiplying the average sentence 
length (total words/total sentences) by 1.015 and the aver-
age number of syllables per word (total syllables/total 
words) by 84.6. The resulting difference is then sub-
tracted from 206.835. While a higher Reading Ease score 
signifies more readability, a lower level implies increased 
complexity [13].

Statistical analysis was conducted using SPSS version 
25 (IBM, New York, USA). The data’s normality was 
assessed using the Shapiro–Wilk test. The mean value and 
standard deviation were used to examine continuous data, 
whereas frequency was used to express categorical data. The 
Kruskal–Wallis test was used to evaluate group differences 
and means. The p-value was established at 0.05, resulting in 
a confidence interval of 95%.

Results

The top three keywords were “erectile dysfunction cause,” 
“how to erectile dysfunction,” and “erectile dysfunction treat-
ment.” A total of five keywords were eliminated (Table 1).

The search interest in ED varies by country (Fig. 1). 
Zimbabwe, Zambia, and Ghana, with a Search Interest 

Table 1  Google Trends data 
of the 25 most significant 
keywords queried globally for 
ED between 2004–2023 and 
their classification according 
to EQIP

Rank Keyword Relevance Classification of the Topic According to EQIP

1 Erectile Dysfunction Cause 100 Condition or Illness
2 How to Erectile Dysfunction 78 Condition or Illness
3 Erectile Dysfunction Treatment 65 Test, Operation, Investigation or Procedure
4 Erectile Dysfunction Causes 60 Condition or Illness
5 Ed 56
6 What is Erectile Dysfunction 52 Condition or Illness
7 Viagra 45
8 Erectile Dysfunction Help 40 Condition or Illness
9 Cure Erectile Dysfunction 35 Condition or Illness
10 Erectile Dysfunction Medicine 35 Test, Operation, Investigation or Procedure
11 Erectile Dysfunction Symptoms 32 Condition of Illness
12 Erectile Dysfunction Pills 31 Test, Operation, Investigation or Procedure
13 Erectile Dysfunction Meaning 28 Condition of Illness
14 Male Erectile Dysfunction 26 Miscellaneous
15 Testosterone 23
16 Erectile Dysfunction Drugs 23 Test, Operation, Investigation or Procedure
17 Medicine for Erectile Dysfunction 22 Test, Operation, Investigation or Procedure
18 Causes of Erectile Dysfunction 21 Condition or Illness
19 Porn Induced Erectile Dysfunction 20 Miscellaneous
20 Treatment for Erectile Dysfunction 20 Test, Operation, Investigation or Procedure
21 Cause of Erectile Dysfunction 19 Condition or Illness
22 Erectile Dysfunction Medication 19 Test, Operation, Investigation or Procedure
23 Prostate 19
24 Diabetes Erectile Dysfunction 18 Miscellaneous
25 Diabetes 18

Fig. 1  Global search interest in ED by region from 2004 to 2023 as 
determined by Google Trends data (regions with modest search vol-
umes are not included)
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Score of 100, 93, and 89, respectively, ranked as the top 
three nations with the most search interest in ED.

When evaluated according to time in Google Trends anal-
ysis, it was determined that the popularity of ED has been 
increasing since 2009 (Fig. 2).

There was a significant difference (p = 0.001) in the 
FKRE scores among the chatbots. Applying the Bonferroni 
correction, a pairwise analysis revealed a significant dif-
ference in FKRE scores between ChatGPT and the other 
chatbots, with ChatGPT exhibiting considerably lower val-
ues and Bard with the highest score (p = 0.001). No other 
differences were noted among the remaining chatbots.

The FKGL scores between the chatbots also demon-
strated significant differences (p = 0.001). After applying the 
Bonferroni correction for pairwise comparisons of FKGL 
scores, it was found that Bard had markedly lower FKGL 
scores than other bots (p = 0.001). No other distinctions were 
observed among the remaining chatbots.

The EQIP scores among the chatbots differed signifi-
cantly (p = 0.001). Pairwise comparisons of EQIP scores 
using the Bonferroni correction revealed that ChatGPT 
had a significantly lower score compared to Ernie and 
Copilot (p = 0.001 and p = 0.001, respectively). In addi-
tion, there were significant differences between Bing and 
Ernie (p = 0.001), Bing and Copilot (p = 0.001), and Bard 

and Copilot (p = 0.001). No other differences were observed 
among the other chatbots.

The DISCERN scores among the chatbots also dem-
onstrated significant differences (p = 0.001). After apply-
ing the Bonferroni correction for pairwise comparisons of 
DISCERN scores, Copilot had markedly higher DISCERN 
scores than the other bots (p = 0.001). No other differences 
were observed among the remaining chatbots (Table 2).

Discussion

The results of this study indicated that the AI chatbots’ 
responses to questions concerning ED did not match the 
requirements for readability. While Copilot demonstrated 
satisfactory quality with minor flaws, Bard and Ernie Bot 
displayed notable quality issues Furthermore, while Chat-
GPT’s legibility was comparatively worse, Bard was the 
easiest to understand. To our knowledge, this is the first 
study to assess, analyze, and compare ED data obtained from 
different AI chatbots.

Over the years, there has been an increasing trend of 
interest in ED worldwide. This may be attributed to the 
increasing incidence of diseases causing ED. The incidence 
of ED is expected to increase in the future, which will lead 
to even greater interest in the condition. In this study, the 
three most frequently searched keywords were “erectile dys-
function cause,” “how to erectile dysfunction,” and “erectile 
dysfunction treatment.” Many people searched for the causes 
of ED, and finding the safest and most effective treatment 
options was the top priority for many men.

Fig. 2  Global search interest over time, from 2004 to 2023, as deter-
mined by Google Trends data

Table 2  Comparison of the 
FKRE, FKGL, EQIP, and 
DISCERN scores of the five 
different AI chatbots

a Difference between ChatGPT and others
b Difference between Bard and others
c Differences between ChatGPT and Ernie, ChatGPT and Copilot, Bing and Ernie, Bing and Copilot, and 
Bard and Copilot
d Differences between Copilot and others

ChatGPT Bing Bard Ernie Bot Copilot p value

Flesch Kincaid Reading Ease
  Minimum
  Maximum
  Mean ± SD

10.1
40.5
23.1 ± 7.8

25.1
61.9
39.1 ± 9.3

14.6
103
53.9 ± 21.5

25.7
55.2
37.5 ± 9.0

25.2
52.5
41.1 ± 10.1

0.001a

Flesch Kincaid Grade Level
  Minimum
  Maximum
  Mean ± SD

11.6
18.2
14.3 ± 1.7

7.9
16
12.5 ± 1.8

1.9
15.2
9.6 ± 3.3

9.8
15.8
12.9 ± 1.7

10.4
15.3
12.5 ± 1.9

0.001b

EQIP Score
  Minimum
  Maximum
  Mean ± SD

30.0
45.0
40 ± 4.2

35.0
45.0
39.5 ± 3.1

0
69.0
32.1 ± 30.4

0
72.2
53.1 ± 20.6

41.7
80.0
63.5 ± 12.7

0.001c

DISCERN
  Minimum
  Maximum
  Mean ± SD

28.0
42.0
33.5 ± 4.8

28.0
42.0
33.3 ± 4.0

16.0
55.0
33.7 ± 16.7

16.0
44.0
32.7 ± 7.7

40.0
73.0
55.0 ± 10.6

0.001d
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Africa showed the highest search interest for ED. Zimba-
bwe, Zambia, and Ghana ranked as the top three nations with 
the highest search interest for ED. This suggests that many 
people from these countries are actively seeking informa-
tion, including potential solutions, for ED and that there is 
a need for awareness, education, and accessible treatments 
for the condition in these nations. Furthermore, Africa is 
expected to witness the most significant percentage of ED 
growth, with a predicted rise of 169% between 1995 and 
2025 [14]. In a study conducted in Zimbabwe, the preva-
lence of ED in patients with diabetes was 73.9% [15]. In 
Zambia, this rate was 56%–68% [16]. Therefore, healthcare 
professionals in these countries should be knowledgeable 
regarding the prevalence and risk factors of ED and its treat-
ment options [17].

The quality of health information is pivotal in augment-
ing the efficacy, cost-effectiveness, and security of healthcare 
provision. It also enhances patient involvement and content-
ment [18]. The present study revealed that while ChatGPT, 
Bing Chat, and Copilot demonstrated acceptable quality with 
minor flaws, Ernie Bot and Bard exhibited substantial quality 
issues. Contrary to these findings, Cocci et al. [19] observed 
that ChatGPT produced low-quality information on urology 
patients. However, the continuous improvements in AI chatbot 
systems are certainly accountable for the enhanced quality 
observed in this study [20]. Nevertheless, it is important to 
exercise caution when relying on health-related information 
obtained from Ernie Bot as Copilot has emerged as a vital 
source for obtaining such information. This study also empha-
sizes the importance of improving the material produced 
by AI chatbots. To achieve this, many processes could be 
adopted, such as facilitating the availability of medical litera-
ture and research to enhance the knowledge repository of AI 
chatbots. This extension could potentially enhance their abil-
ity to provide more dependable information on health-related 
subjects. In addition, including certain parameters tailored to 
healthcare data during AI model training could significantly 
improve their capacity to provide contextually relevant and 
medically accurate responses.

Online health information that is difficult to understand 
can lead to the dissemination of false information, possi-
bly endangering individual health [21]. The present study 
revealed that the AI chatbots’ data on ED surpassed the read-
ing level recommended by the National Institute of Health, 
which is typically appropriate for sixth-grade students. 
Temel et al. [9] found that the texts produced by ChatGPT on 
spinal cord injury are challenging to read. In a similar vein, 
Momenaei et al. [22] observed that the content produced 
by ChatGPT-4 on surgical treatment of retinal illnesses had 
elevated levels of readability. According to Önder et al. [23], 
the information produced by ChatGPT-4 on hypothyroid-
ism during pregnancy would need a minimum of 9 years of 

education. Our study revealed that ChatGPT requires a high 
level of education to understand. Although Bard is com-
paratively easier to understand, it also needs a high educa-
tion level. These results emphasize the need to ensure that 
AI chatbots provide precise and readily comprehensible 
information, particularly concerning andrological health 
subjects such as ED. AI chatbots with human interventions 
have the capacity to enhance their own readability levels. 
Using algorithms combined with human supervision, the 
produced material can be restructured to conform to speci-
fied readability standards.

The popularity of accessing online health information, 
particularly using technologies such as AI chatbots, is 
increasing. However, we maintain that in its present form, 
it is insufficient to substitute the need for a comprehensive 
medical assessment and consultation with a healthcare 
professional. Although internet sources can give valuable 
insights, they lack the individualized and comprehensive 
evaluation necessary for accurate diagnosis and treatment 
[24]. Maintaining confidentiality between a doctor and 
a patient with sexual health issues such as ED is impor-
tant, and forming this bond is crucial for tailored therapy, 
which takes into account distinctive aspects that cannot be 
completely captured by digital contacts alone. In addition, 
it is essential to consider patients’ social background and 
their families when providing medical advice. Therefore, 
although AI chatbots can provide valuable insights regarding 
ED, including other health subjects, they should be consid-
ered only as an additional source of information and not a 
replacement for expert medical guidance and treatment.

This study has certain limitations. First, the search was 
restricted to the first 25 terms, thereby compromising the 
comprehensiveness of the results. By integrating new key-
words, a more complete methodology might result in more 
precise conclusions. Furthermore, broadening the use of 
non-English keywords might augment the extent of the 
assessment, resulting in more universally relevant conclu-
sions. Second, this study evaluated the reactions of only five 
AI chatbots. Given the dynamic nature of this sector and the 
increasing creation of novel models, future studies including 
a wider range of AI chatbots that may enhance the precision 
of the results are warranted.

Conclusion

Of the five chatbots, Bard has the simplest language struc-
ture and is the easiest to read and understand, and Copilot 
has the highest text quality on ED. With the introduction of 
new chatbots, their comprehensibility and textual excellence 
improve, thus enabling them to provide enhanced counseling 
to patients.
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