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#### Abstract

The aim of this work is to apply a semi-implicit (SI) strategy in an implicit-explicit (IMEX) Runge-Kutta (RK) setting introduced in Boscarino et al. (J Sci Comput 68:975-1001, 2016) to a sequence of 1D time-dependent partial differential equations (PDEs) with high order spatial derivatives. This strategy gives a great flexibility to treat these equations, and allows the construction of simple linearly implicit schemes without any Newton's iteration. Furthermore, the SI IMEX-RK schemes so designed does not need any severe time step restriction that usually one has using explicit methods for the stability, i.e. $\Delta t=\mathcal{O}\left(\Delta t^{k}\right)$ for the $k$ th $(k \geq 2)$ order PDEs. For the space discretization, this strategy is combined with finite difference schemes. We illustrate the effectiveness of the schemes with many applications to dissipative, dispersive and biharmonic-type equations. Numerical experiments show that the proposed schemes are stable and can achieve optimal orders of accuracy.
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## 1 Introduction

Many time-dependent PDEs which arise in physics or engineering involve the computation of high order spatial derivatives. In this paper, we are interested in proposing a semi-implicit (SI) approach with an IMEX RK setting for solving several types of PDEs with high order spatial derivatives.

We consider a sequence of such PDEs with increasingly higher order derivatives. To simplify the presentation, the PDEs examples below are only one-dimensional equations.

- The second order diffusion problem

$$
\begin{equation*}
u_{t}-\left(a(u) u_{x}\right)_{x}=0, \tag{1}
\end{equation*}
$$

[^0]where $a(u) \geq 0$ is smooth and bounded and it is a PDE with second order derivatives. Many PDE of the form (1) which arise in physics or engineering, usually involve the computation of nonlinear diffusion terms, such as: the miscible displacement in porous media [1] which is widely used in the exploration of underground water, oil, and gas, the carburizing model [2] which is derived in the chemical heat treatment in mechanical industry, the high-field model in semiconductor device simulations [3, 4], and so on.
In this paper we also consider one-dimensional version of the convection-diffusion equation
\[

$$
\begin{equation*}
u_{t}+f(u)_{x}-\left(a(u) u_{x}\right)_{x}=0 . \tag{2}
\end{equation*}
$$

\]

- The dispersive equation [5, 6] with third derivatives

$$
\begin{equation*}
u_{t}+f(u)_{x}+\left(r^{\prime}(u) g\left(r(u)_{x}\right)_{x}\right)_{x}=0, \tag{3}
\end{equation*}
$$

where $f(u), r(u)$ and $g(u)$ are arbitrary (smooth) functions. The Korteweg-de Vries $(\mathrm{KdV})$ equation [7] which is widely studied in fluid dynamics and plasma physics, is a special case of Eq. (3) for the choice of the functions $f(u)=u^{2}, g(u)=u$ and $r(u)=u$. The KdV-type equations play an important role in the long-term evolution of initial data [8], are often used to model the propagation of waves in a variety of nonlinear and dispersive media [9].
Another choice of the functions $f(u)=u^{3}, r(u)=u^{2}$ and $g(u)=u / 2$, gives the so called general KdV equation [6]

$$
\begin{equation*}
u_{t}+\left(u^{3}\right)_{x}+\left(u\left(u_{x x}^{2}\right)\right)_{x}=0 . \tag{4}
\end{equation*}
$$

Equation (4) is known to have compacton solutions of the form:

$$
u(x, t)=\left\{\begin{array}{l}
\sqrt{2 \lambda} \cos \left(\frac{x-\lambda t}{2}\right), \quad|x-\lambda t| \leq \pi  \tag{5}\\
0, \quad \text { otherwise }
\end{array}\right.
$$

Furthermore, Eq. (4) is a particular case of the nonlinear dispersive equation [10]

$$
\begin{equation*}
u_{t}+\left(u^{m}\right)_{x}+\left(u\left(u_{x x}^{n}\right)\right)_{x}=0, \quad m>1, \quad m=n+1, \tag{6}
\end{equation*}
$$

with $m=3$ and $n=2$. In the numerical tests section we will consider Eq. (6) with $m=3, n=2$ and $m=2, n=1$.
Note that in general, the prototype of nonlinear dispersive equations is the $K(m ; n)$ Eq. (6), introduced by Rosenau and Hyman in [11]. For certain values of $m$ and $n$, the $K(m ; n)$ equation has solitary waves which are compactly supported. These structures, the so-called compactons, have several things in common with soliton solutions of the Korteweg-de Vries (KdV) equation where a nonlinear dispersion term replaces the linear dispersion term in the KdV equation.

- The fourth order diffusion equation

$$
\begin{equation*}
u_{t}+\left(a\left(u_{x}\right) u_{x x}\right)_{x x}=0, \tag{7}
\end{equation*}
$$

is a special biharmonic-type equation, where the nonlinearity could be more general but we just present (7) as an example. In this paper we will also concentrate on the one dimensional case biharmonic type equation

$$
\begin{equation*}
u_{t}+f(u)_{x}+\left(a\left(u_{x}\right) u_{x x}\right)_{x x}=0 . \tag{8}
\end{equation*}
$$

The fourth order diffusion problem has wide applications in the modeling of thin beams and plates, strain gradient elasticity, and phase separation in binary mixtures [12].

For all these equations suitable initial conditions and boundary conditions will be set.
It is well known that the time discretization is a very important issue for time dependent PDEs. For the $k$-th $(k \geq 2)$ order PDEs, explicit methods always suffer from stringent and severe time step restriction, i.e., $\Delta t=\mathcal{O}\left(\Delta x^{k}\right)$, for the stability where $\Delta t$ is the time step and $\Delta x$ is the mesh size. This time step is too small, resulting in excessive computational cost and rendering the explicit schemes impractical. On the other hand, implicit methods can overcome the drastic time step size restriction imposed by the stability condition for explicit schemes. However, nonlinear algebraic system must be solved (e.g. by Newton iteration) at each time step.

To cope with both the shortcomings of the explicit and implicit methods, one possible approach is to use implicit-explicit (IMEX) methods. These methods have been proposed and studied by many authors, for example [13-16]. IMEX schemes have been successfully applied to various problems, such as convection-diffusion-reaction systems [13, 16, 17], hyperbolic systems with relaxation [15, 18], and collisional kinetic equations [19].

In the case of evolutionary partial differential equations with higher-order derivatives, IMEX methods can be used to treat the different derivative terms differently. Specifically, the higher-order derivative terms are treated implicitly, while the rest of the terms are treated explicitly. Using IMEX methods can help to alleviate the stringent time step restriction and reduce the difficulty of solving algebraic equations when the higher-order derivative terms are linear. However, for equations with nonlinear high derivative terms, IMEX methods may be much more expensive than explicit methods because nonlinear algebraic system must be solved (e.g. by Newton iteration) at each time step. In order to overcome this constraint in [20] the authors introduced the explicit-implicit-null (EIN) time-marching method. This method consists to add and subtract a sufficiently large linear highest derivative term on one side of the considered equation. After that, the linear highest derivative term is treated implicitly, while the remaining term is treated explicitly using an IMEX R-K setting.

We point out that the technique by adding and subtracting the same quantity on one side of the considered equation has been used in several papers for treating hyperbolic system with a stiff source term. For example in the paper [21], the authors for solving numerically the Bolzmann kinetic equation, due to the nonlinear stiff collision (source) term, a penalization technique have been proposed. This technique consists to penalize the Bolzmann collision operator by adding and subtracting the BGK operator and to discretize in time by an implicit-explicit approach so that the general Boltzmann operator can be handled as easily as the much simpler BGK operator. Another example has been introduced in the context of hyperbolic systems with stiff relaxation in the so-called diffusion limit. Here, standard IMEX-RK schemes are useless because such schemes become consistent discretization of the limit diffusive relaxed system, but suffer from the parabolic CFL restriction. In [22-24] this drawback was overcame by a penalization method, which was based on the addition of two opposite diffusive terms in the limit of large stiffness so that the limit scheme becomes an implicit scheme, unconditionally stable, for the limit diffusive relaxed system.

Generally if the leading high order spatial derivative term in (2), (3) and (8) is linear, e.g. for the Eq. (2):

$$
\begin{equation*}
u_{t}+f(u)_{x}=d u_{x x}, \tag{9}
\end{equation*}
$$

Eq. (3):

$$
\begin{equation*}
u_{t}+f(u)_{x}=-d u_{x x x}, \tag{10}
\end{equation*}
$$

and Eq. (8):

$$
\begin{equation*}
u_{t}+f(u)_{x}=-d u_{x x x x}, \tag{11}
\end{equation*}
$$

with $d>0$, a classical IMEX-RK method can be used, where the convection term is treat explicitly and the leading high order term implicitly. From a stability point of view we know that for the convection-diffusion and convection-biharmonic type equations (9), (11) if $d$ is large enough the IMEX scheme is unconditionally stable, i.e., there exist a positive constant $\tau_{0}$ independent of the spatial mesh size $\Delta x$, such that if $\Delta t \leq \tau_{0}$, then the solution is strongly $L^{2}$ stable, $[17,25,26]$. If $d$ is very small and the mesh size $\Delta x$ is not too small, then the scheme is stable under the usual CFL condition for the explicit time stepping of the convection equation, i.e. $\Delta t \leq C \Delta x$, where $C$ is the Courant number, [13, 16, 17, 25, 26]. Basically, in practice we can use the stability condition $\Delta t \leq \max \left(C \Delta x, \tau_{0}\right)$.

For the convection-dispersion type equation (10), the IMEX scheme is strongly stable under the classical CFL condition $\Delta t \leq C \Delta x$, for hyperbolic conservation laws, see [20, 27]. Although this analysis is only performed on the linear equations (9)-(10)-(11) containing the highest derivatives, numerical experiments show that the stability criterions appear to be also valid for nonlinear equations (2), (3), and (8) as shown by the numerical experiments in Sect. 3 .

In this paper we discuss an alternative approach to [20] for solving time dependent PDEs with high order spatial derivatives by using high order IMEX-RK methods in a much more general context than usually found in the literature, obtaining very effective schemes. The basic idea is to propose a new strategy, called semi-implicit (SI), based on IMEX Runge-Kutta methods (SI-IMEX-RK), for the construction of a class of schemes for the solution of Eqs. (1), (2), (6) (7) and (8). Furthermore, in the literature, IMEX-RK schemes have been already used in a SI-IMEX-RK strategy for solving: relaxation problems containing degenerate and/or fully nonlinear diffusion terms [28], a class of degenerate convection-diffusion problems [29, 30], fourth order nonlinear degenerate diffusion equation and surface diffusion of graph, [23].

The above strategy is really convenient and useful in the case in which we have a linearly implicit evaluation for the unknown variable in the term involving high order spatial derivatives, as in Eqs. (1), (2), (6), (7) and (8). The linearly implicit evaluation is the key to the methods working for our problems. However, in other cases for time-dependent PDEs with fully nonlinear high order spatial derivatives, as for example Eq. (3), the approach proposed in [20] is more suitable.

In order to apply the SI-IMEX-RK idea, we take the nonlinear diffusion equation (1) as an example to introduce the approach in detail. Assume that the semi-discrete formulation of (1) can be written as

$$
\begin{equation*}
\frac{d U(t)}{d t}=\frac{1}{\Delta x^{2}} \mathcal{B}(U(t)) U(t), \tag{12}
\end{equation*}
$$

where $U(t)=\left(U_{1}(t), U_{2}(t), \ldots, U_{M}(t)\right)^{T}$, with $U_{i}(t)$ is the approximate solution at spatial position $x_{i}$ for $i=1, \ldots, M$, i.e., $U_{i}(t) \approx\left(u\left(x_{i}, t\right)\right.$, for $i=1, \ldots, M$, and uniform grid spacing $\Delta x_{i}=x_{i+1}-x_{i} \cdot \mathcal{B} \in R^{M \times M}$ is a tridiagonal matrix arising from the discretization of $\left(a(u) u_{x}\right)_{x}$. Here we emphasize that the matrix $\mathcal{B}$ inherits its discontinuous dependence on $U$ from that of $a(u)$ on $u$. The SI-IMEX-RK approach is based in choosing the time discretization by an implicit and explicit RK scheme, respectively, of an IMEX pair of schemes accordingly. Roughly speaking, in the product $\mathcal{B}(U) U$ the implicit treatment is applied only to that second factor $U$, while the nonlinear term $\mathcal{B}(U)$ is treated explicitly. This approach does not require solutions for nonlinear systems since the new methods require only solving a discretized diffusion equation with a linear diffusion term in which the matrix $\mathcal{B}(U)$ is given.

An advantage of this approach with respect to [20] is that we can use different types of IMEX-RK schemes already exiting in the literature. In [20] the drawback in the technique of adding and subtracting the same term on one side of the considered equation is that the constant that stabilizes the scheme depends on the specific type of IMEX RK method selected. We will show several examples of equations of the form (1), (2), (6), (7) and (8) that can be efficiently solved with the SI-IMEX-RK approach, choosing different IMEX RK tableaux.

In this paper, we coupled high order finite difference schemes with high-order SI-IMEXRK time discretization for solving diffusion (1), (2), dispersive (6) and fourth order diffusion equations (7), (8), respectively. We choose the finite difference schemes to discretize the space because of its simplicity in design and coding. However, other type of space discretization can be considered as local discontinuous Galerkin schemes [31] with application to various high order PDEs, [5, 6, 26, 32-35].

The organization of the paper is as follows. In Sect. 2 we present the numerical scheme by the combination of a high order semi-implicit time discretization with a suitable spatial discretization. Section 3 shows a series of numerical experiments to evaluate the performance of the proposed SI-IMEX-RK approach. Finally concluding remarks are given.

## 2 The Numerical Scheme

In this section, the strategy of numerical discretization is different from the traditional method-of-lines approach, since we first perform time discretization, after which we apply a suitable space discretization. The feature of the scheme is the following: we design a SI-IMEX-RK time discretization strategy, so that the scheme is stable with no stringent time stepping constraint and can be implemented in a semi-implicit manner [23, 28, 29] to enable effective and efficient numerical implementations; meanwhile we adopt high order spatial discretization strategy, so that the scheme can successfully solve the Eqs. (2), (6), (7) and (8), respectively. Next we will present a first order semi-implicit temporal discretization applied to Eq. (12), and then discuss high order extensions afterwards.

### 2.1 First Order Semi-implicit Temporal Discretization

It is known that in the one-dimensional case, discretizing Eq. (1) by coupling the classical explicit first order in time and second order in space method, the numerical scheme is conditionally stable, with the size of the time step: $\Delta t=\Delta x^{2} /\left(2 \max _{U_{j}^{n}}\left(\mathcal{B}\left(U_{j}^{n}\right)\right)\right)$.

Now, we couple the simplest first order semi-implicit scheme (forward-backward Euler method) with centered scheme and show that the scheme is unconditionally stable. First we approximate in space (1) at points halfway between the grid points $x_{j}$,

$$
\left[\left(a(u) u_{x}\right)\right]_{x_{j+1 / 2}} \approx a_{j+1 / 2} \frac{U_{j+1}(t)-U_{j}(t)}{\Delta x}
$$

with

$$
a_{j+1 / 2}=\frac{a\left(U_{j+1}(t)\right)+a\left(U_{j}(t)\right)}{2},
$$

and the analogous approximation at $x_{j-1 / 2}$. Differencing these then we get a centered approximation to (1) at the grid point $x_{j}$

$$
\begin{aligned}
x_{j} \approx & \frac{1}{\Delta x}\left(a_{j+1 / 2} \frac{U_{j+1}(t)-U_{j}(t)}{\Delta x}-a_{j-1 / 2} \frac{U_{j}(t)-U_{j-1}(t)}{\Delta x}\right)= \\
& \frac{1}{\Delta x^{2}}\left(a_{j+1 / 2} U_{j+1}(t)-\left(a_{j+1 / 2}+a_{j-1 / 2}\right) U_{i}(t)+a_{j-1 / 2} U_{j-1}(t)\right) .
\end{aligned}
$$

Then equation (1) can be written in the form (12), where the matrix $\mathcal{B}(U(t))$ has the form

$$
\left[\begin{array}{ccccc}
-\left(a_{1 / 2}+a_{3 / 2}\right) & a_{3 / 2} & & &  \tag{13}\\
a_{3 / 2} & -\left(a_{3 / 2}+a_{5 / 2}\right) & a_{5 / 2} & \ddots & \\
& \ddots & \ddots & a_{M-3 / 2} & -\left(a_{M-3 / 2}+a_{M-1 / 2}\right) \\
& & a_{M-1 / 2} & -\left(a_{M-1 / 2}+a_{M+1 / 2}\right)
\end{array}\right]
$$

Now applying the first order SI scheme to (12) we get

$$
\begin{equation*}
U^{n+1}=U^{n}+\frac{\Delta t}{\Delta x^{2}} \mathcal{B}\left(U^{n}\right) U^{n+1} \tag{14}
\end{equation*}
$$

where the numerical solution is given by

$$
U^{n+1}=\left(I-\frac{\Delta t}{\Delta x^{2}} \mathcal{B}\left(U^{n}\right)\right)^{-1} U^{n}
$$

Then we state that this scheme is unconditionally stable, in the sense that $\left\|U^{n}\right\| \leq\left\|U^{0}\right\|$ for all $n$ and for any positive time-step $\Delta t>0$, which is guaranteed provided that the spectral radius

$$
\begin{equation*}
\rho\left(\left(I-\frac{\Delta t}{\Delta x^{2}} \mathcal{B}\left(U^{n}\right)\right)^{-1}\right)<1 . \tag{15}
\end{equation*}
$$

In order to guarantee inequality (15) we have to prove that the matrix $\mathcal{B}\left(U^{n}\right)$ is nonsingular and negative definite. The matrix (13) has the advantage of being symmetric, diagonally dominant. Moreover, since $a_{j+1 / 2}, a_{j-1 / 2}>0$ for $j=1, \ldots, M$ (as $a>0$ ), the matrix (13) is irreducible ${ }^{1}$ and then it can be shown that the matrix $-\mathcal{B}\left(U^{n}\right)$ is nonsingular, ${ }^{2}$ and positive definite ${ }^{3}$, [36-38]. This means that $\mathcal{B}\left(U^{n}\right)$ is nonsingular and negative definite, i.e., all the eigenvalues are negative, and then $\lambda\left(I-\frac{\Delta t}{\Delta x^{2}} \mathcal{B}\left(U^{n}\right)\right)>1$. This confirms the statement.

Although this analysis is only performed on first order SI scheme, numerical experiments in Sect. 3 demonstrate its validity for higher-order SI-IMEX-RK schemes as well.

### 2.2 High Order Semi-implicit Temporal Discretization

We introduce our proposed semi-implicit strategy for the time discretization in the framework of high order IMEX-RK methods. We emphasize that the following strategy avoid of solving nonlinear equations required by a fully implicit scheme and avoid stringent time stepping constraint required by an explicit one.

[^1]In the following section, we will generalize the basic idea presented in the introduction to Eq. (12). This will be achieved through the use of the approach outlined in [23] which is somehow inspired by partitioned Runge-Kutta methods, [39].

We start to consider the general class of autonomous problems of the form

$$
\begin{equation*}
u^{\prime}=F(u, u), \quad u\left(t_{0}\right)=u_{0} . \tag{16}
\end{equation*}
$$

where $F: \mathbb{R}^{n} \times \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ is a sufficiently regular mapping.
We observe that we can rewrite system (16) as a partitioned one

$$
\left\{\begin{array}{l}
\frac{d u^{*}}{d t}=F\left(u^{*}, u\right)  \tag{17}\\
\frac{d u}{d t}=F\left(u^{*}, u\right)
\end{array}\right.
$$

with initial conditions $u^{*}(t)=u(t)=u_{0}$. In such case the solution of system (17) satisfies $u(t)=u^{*}(t)$ for any $t \geq t_{0}$ and is also a solution of Eq. (16). System (17) is a particular case of partitioned system [39], with an additional computational cost since we double the number of variables. Let us remark that the duplication of the unknowns in (17) does not take place if appropriate choices of the IMEX-RK scheme are considered, [23].

Now we are ready to introduce the semi-implicit strategy for solving autonomous problems of the form (17). This strategy involves treating the first variable $u^{*}$ explicitly and the second variable $u$ implicitly. From now on we shall adopt IMEX R-K schemes and the coefficients of the method are usually represented in a double Butcher tableau as

where $\tilde{A}=\left(\tilde{a}_{i j}\right)$, is a $s \times s$ matrix for the explicit scheme, with $\tilde{a}_{i j}=0$ for $j \geq i$ and $A=\left(\tilde{a}_{i j}\right)$ is a $s \times s$ matrix for the implicit one. The vectors $\tilde{c}=\left(\tilde{c}_{1}, \ldots, \tilde{c}_{s}\right)^{T}, \tilde{b}=\left(\tilde{b}_{1}, \ldots, \tilde{b}_{s}\right)^{T}$, and $c=\left(c_{1}, \ldots, c_{s}\right)^{T}, b=\left(b_{1}, \ldots, b_{s}\right)^{T}$ complete the characterization of the scheme. The coefficients $\tilde{c}$ and $c$ are given by the usual relation

$$
\begin{equation*}
\tilde{c}_{i}=\sum_{j=1}^{i-1} \tilde{a}_{i j}, \quad c_{i}=\sum_{j=1}^{i} a_{i j} . \tag{18}
\end{equation*}
$$

For the implicit part, diagonally implicit R-K (DIRK) schemes are often employed. This approach is simpler to implement and guarantees that the terms involving the first argument of $F$ are explicitly computed.

Then the SI-IMEX-RK method applied to (17) is implemented as follows. First we set $u_{n}^{*}=u_{n}$ and compute the stage values for $i=1, \ldots, s$,

$$
\begin{equation*}
U_{i}^{*}=u_{n}+\Delta t \sum_{j=1}^{i-1} \tilde{a}_{i j} K_{j}, \quad U_{i}=u_{n}+\Delta t \sum_{j=1}^{i} a_{i j} K_{j} \tag{19}
\end{equation*}
$$

with the numerical solution

$$
\begin{equation*}
u_{n+1}^{*}=u_{n}+\Delta t \sum_{i=1}^{s} \tilde{b}_{i} K_{i}, \quad u_{n+1}=u_{n}+\Delta t \sum_{i=1}^{s} b_{i} K_{i}, \tag{20}
\end{equation*}
$$

where $K_{i}=F\left(U_{i}^{*}, U_{i}\right)$, are the RK fluxes.

From now on we shall adopt IMEX R-K schemes with $\tilde{b}_{i}=b_{i}$, for $i=1, \ldots, s$. We observe that because $\tilde{b}_{i}=b_{i}$, for $i=1, \ldots, s$ then the numerical solutions are the same, i.e. if $u_{0}^{*}=u_{0}$ then $u_{n}^{*}=u_{n}$, for all $n \geq 0$, therefore the duplication of the system is only apparent and not necessary if we adopt the RK fluxes $K_{i}=F\left(U_{i}^{*}, U_{i}\right)$ as basic unknowns, so that one can rewrite the scheme in the following form

$$
\begin{equation*}
K_{i}=F\left(U_{i}^{*}, u_{n}+\Delta t \sum_{j=1}^{i-1} a_{i j} K_{j}+\Delta t a_{i i} K_{i}\right) \tag{21}
\end{equation*}
$$

for $i=1, \ldots, s$, with the numerical solution

$$
\begin{equation*}
u_{n+1}=u_{n}+\Delta t \sum_{i=1}^{s} b_{i} K_{i} \tag{22}
\end{equation*}
$$

In light of the previous discussion, the main advantage of using the SI approach to compute numerical solutions is to solve a linear system. In the case of a high-order SI-IMEX-RK scheme, the system (21) is linear in $K_{i}$. For instance, the system (12) can be expressed as linear equations in terms of $K_{i}$ :

$$
K_{i}=\mathcal{B}\left(U_{i}^{*}\right)\left(\bar{U}_{i}+\Delta t a_{i i} K_{i}\right),
$$

where $\bar{U}_{i}=u_{n}+\Delta t \sum_{j=1}^{i-1} a_{i j} K_{j}$ and the matrix $\mathcal{B}\left(U_{i}^{*}\right)$ are computed explicitly.
Now, we provide the expression for the function $F\left(u^{*}, u\right)$ that applies to Eqs. (1), (2), (6), (7) and (8). Then, we have

$$
\begin{equation*}
F\left(u^{*}, u\right)=\left(a\left(u^{*}\right) u_{x}\right)_{x}, \quad F\left(u^{*}, u\right)=-f\left(u^{*}\right)_{x}+\left(a\left(u^{*}\right) u_{x}\right)_{x}, \tag{23}
\end{equation*}
$$

for the diffusion equations, whereas for the dispersion equation (6), rewriting the nonlinear term $\left(u\left(u_{x x}^{n}\right)\right)_{x}$, as $\left(u\left(a(u) u_{x}\right)_{x}\right)_{x}$ with $a(u)=n u^{n-1}$, we get

$$
\begin{equation*}
F\left(u^{*}, u\right)=-\left(\left(u^{*}\right)^{m}\right)_{x}+\left(u^{*}\left(a\left(u^{*}\right) u_{x}\right)_{x}\right)_{x} . \tag{24}
\end{equation*}
$$

Finally, for the nonlinear term in the fourth order diffusion equations (7) and (8) we have

$$
\begin{equation*}
F\left(u^{*}, u\right)=-\left(a\left(u_{x}^{*}\right) u_{x x}\right)_{x x}, \quad F\left(u^{*}, u\right)=-f\left(u^{*}\right)_{x}+\left(a\left(u_{x}^{*}\right) u_{x x}\right)_{x x} . \tag{25}
\end{equation*}
$$

So in practice, after discretizing the spatial operators of Eqs. (23), (24), and (25) on a chosen space grid with $U(t)=\left(U_{1}(t), U_{2}(t), \ldots, U_{s}(t)\right)^{\top}$ and $U_{i}(t) \approx u\left(x_{i}, t\right)$, for $i=1, \ldots, M$, they are converted into a semi-discrete form. Specifically, for Eqs. (1)-(7), we have

$$
F\left(U^{*}(t), U(t)\right)=\mathcal{B}\left(U^{*}(t)\right) U(t),
$$

while for Eqs. (2)-(6)-(8), we have

$$
F\left(U^{*}(t), U(t)\right)=\mathcal{F}\left(U^{*}(t)\right)+\mathcal{B}\left(U^{*}(t)\right) U(t),
$$

where $\mathcal{F}: \mathbb{R}^{M} \rightarrow \mathbb{R}^{M}$ and $\mathcal{B}\left(U^{*}(t)\right)$ a $M \times M$ matrix. Then the resulting SI-IMEX-RK scheme can be applied.

We conclude this section by noting that it will be useful from now on to characterize different IMEX schemes according to the structure of the DIRK method. Following [40] we say an IMEX-RK method is of type I if the matrix $A \in \mathbb{R}^{s \times s}$ is invertible, and we say an IMEX-RK method is of type II [14] if the matrix A can be written as

$$
A=\left(\begin{array}{ll}
0 & 0  \tag{26}\\
a & \hat{A}
\end{array}\right),
$$

with $a=\left(a_{21}, \ldots, a_{s 1}\right)^{T} \in \mathbb{R}^{(s-1)}$ and the submatrix $\hat{A} \in \mathbb{R}^{(s-1) \times(s-1)}$ is invertible, or equivalently $a_{i i} \neq 0, i=2, \ldots, s$ and the DIRK method is reducible to a method using $s-1$ stages. In the special case $a=0, b_{1}=0$ the scheme is said to be of type ARS [13].

Finally, we list below the third order IMEX-RK schemes that we shall use in the paper. The triplet $(s, \sigma, p)$ characterizes the number of stages of the implicit scheme $s$, the number of stages of the explicit scheme $\sigma$ and the order of the scheme $p$.

- The $\operatorname{ARS}(3,4,3)$ scheme. The third order $\operatorname{ARS}(3,4,3)$ scheme has been introduced in [13] with $\tilde{b}_{i}=b_{i}$ and $\tilde{c}_{i}=c_{i}$ for $i=1, \ldots, s$ and with the following double Butcher tableau:

| 0 | 0 | 0 | 0 | 0 |
| :---: | :---: | :---: | :---: | :---: |
| 0.4358665215 | 0.4358665215 | 0 | 0 | 0 |
| 0.7179332608 | 0.3212788860 | 0.3966543747 | 0 | 0 |
| 1 | -0.105858296 | 0.5529291479 | 0.5529291479 | 0 |
|  | 0 | 1.208496649 | -0.644363171 | 0.4358665215 |


| 0 | 0 | 0 | 0 | 0 |
| :---: | :---: | :---: | :---: | :---: |
| 0.4358665215 | 0 | 0.4358665215 | 0 | 0 |
| 0.7179332608 | 0 | 0.2820667392 | 0.4358665215 | 0 |


| 1 | 0 | 1.208496649 | -0.644363171 | 0.4358665215 |
| :--- | :--- | :--- | :--- | :--- | :--- |
|  | 0 | 1.208496649 | -0.644363171 | 0.4358665215 |

This scheme is of type ARS.

- The $\operatorname{ARS}(4,4,3)$ scheme. The third order $\operatorname{ARS}(4,4,3)$ scheme has been introduced in [13], with $\tilde{b}_{i} \neq b_{i}, \tilde{c}_{i}=c_{i}$ for $i=1, \ldots, s$ and with the following double Butcher tableau

$$
\begin{array}{c|cccccc|ccccc}
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 / 2 & 1 / 2 & 0 & 0 & 0 & 0 & 1 / 2 & 0 & 1 / 2 & 0 & 0 & 0 \\
2 / 3 & 11 / 18 & 1 / 18 & 0 & 0 & 0 & 2 / 3 & 0 & 1 / 6 & 1 / 2 & 0 & 0 \\
1 / 2 & 5 / 6 & -5 / 6 & 1 / 2 & 0 & 0 & 1 / 2 & 0 & -1 / 2 & 1 / 2 & 1 / 2 & 0  \tag{28}\\
1 & 1 / 4 & 7 / 4 & 3 / 4 & -7 / 4 & 0 & 1 & 0 & 3 / 2 & -3 / 2 & 1 / 2 & 1 / 2 \\
\hline & 1 / 4 & 7 / 4 & 3 / 4 & -7 / 4 & 0 & & 0 & 3 / 2 & -3 / 2 & 1 / 2 & 1 / 2
\end{array}
$$

This scheme is of type ARS.

- The SSP-DIRK3(4,3,3) scheme. The third IMEX-SSP3 $(4,3,3)$ scheme has been introduced in [15] with $\tilde{b}_{i}=b_{i}, \tilde{c}_{i} \neq c_{i}$ for $i=1, \ldots, s$ and with the following double Butcher tableau

$$
\begin{array}{c|ccccc|ccccc}
0 & 0 & 0 & 0 & 0 & & \alpha & 0 & 0 & 0  \tag{29}\\
0 & 0 & 0 & 0 & 0 & & 0 & -\alpha & \alpha & 0 & 0 \\
1 & 0 & 1 & 0 & 0 & 1 & 0 & 1-\alpha & \alpha & 0 \\
1 / 2 & 0 & 1 / 4 & 1 / 4 & 0 & & 1 / 2 & \beta & \eta & 1 / 2-\beta-\eta-\alpha & \alpha \\
\hline & 0 & 1 / 6 & 1 / 6 & 2 / 3 & & 0 & 1 / 6 & 1 / 6 & 2 / 3
\end{array}
$$

where $\alpha=0.24169426078821, \beta=\alpha / 4$ and $\eta=0.12915286960590$. We call this scheme $\operatorname{SSP}-\operatorname{DIRK} 3(4,3,3)$. This scheme is of type I.

- The I-IMEX $(\mathbf{3}, 4,3)$ scheme. In this paper we propose a new IMEX-RK scheme of type I designed starting from the scheme (27). We call this scheme I-IMEX $(3,4,3)$ and the
double Butcher tableau reads

| 0 | 0 | 0 | 0 | 0 |
| :---: | :---: | :---: | :---: | :---: |
| 0.4358665215 | 0.4358665215 | 0 | 0 | 0 |
| 0.7179332608 | 1.243893189 | -0.5259599287 | 0 | 0 |
| 1 | 0.6304125582 | 0.7865807402 | -0.4169932983 | 0 |
|  | 0 | 1.208496649 | -0.644363171 | 0.4358665215 |


| 0.4358665215 | 0.4358665215 | 0 | 0 | 0 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0.4358665215 | 0 | 0.4358665215 | 0 | 0 |
| 0.7179332608 | 0 | 0.2820667392 | 0.4358665215 | 0 |
| 1 | 0 | 1.208496649 | -0.644363171 | 0.4358665215 |
|  | 0 | 1.208496649 | -0.644363171 | 0.4358665215 |

Some coefficients of the explicit part are computed by assuming that the corresponding stability region is the same of a classical fourth stage, fourth-order explicit RK schemes, i.e.,

$$
\begin{equation*}
R(z)=1+\sum_{i} b_{i} z+\sum_{i} b_{i} \tilde{a}_{i j} z^{2}+\sum_{i} b_{i} \tilde{a}_{i j} \tilde{a}_{j k} z^{3}+\sum_{i} b_{i} \tilde{a}_{i j} \tilde{a}_{j k} \tilde{a}_{k m} z^{4}, \tag{31}
\end{equation*}
$$

with $\sum_{i} b_{i}=1, \sum_{i} b_{i} \tilde{a}_{i j}=1 / 2, b_{i} \tilde{a}_{i j} \tilde{a}_{j k}=1 / 6, \sum_{i} b_{i} \tilde{a}_{i j} \tilde{a}_{j k} \tilde{a}_{k m}=1 / 24$.
The stability functions (31) guarantees to have a larger stability region for the explicit part of the scheme than the one of SSP-DIRK3(4,3,3) scheme (29).

Remark 2.1 Considering system (17) in the non-autonomous system, i.e.

$$
\left\{\begin{array}{l}
\frac{d u^{*}}{d t}=F\left(t, u^{*}, u\right)  \tag{32}\\
\frac{d u}{d t}=F\left(t, u^{*}, u\right)
\end{array}\right.
$$

with initial conditions $u^{*}(t)=u(t)=u_{0}$, and applying a SI-IMEX-RK scheme we have

$$
\begin{equation*}
U_{i}^{*}=u_{n}+\Delta t \sum_{j=1}^{i-1} \tilde{a}_{i j} K_{j}, \quad U_{i}=u_{n}+\Delta t \sum_{j=1}^{i} a_{i j} L_{j}, \tag{33}
\end{equation*}
$$

with the numerical solution

$$
u_{n+1}^{*}=u_{n}+\Delta t \sum_{i=1}^{s} \tilde{b}_{i} K_{i}, \quad u_{n+1}=u_{n}+\Delta t \sum_{i=1}^{s} b_{i} L_{i},
$$

and

$$
\left\{\begin{array}{l}
K_{i}=\mathcal{F}\left(t_{n}+\hat{c}_{i} \Delta t, U^{*}, U\right)  \tag{34}\\
L_{i}=\mathcal{F}\left(t_{n}+c_{i} \Delta t, U^{*}, U\right) .
\end{array}\right.
$$

Generally, $K_{i}$ and $L_{i}$ given by Eq. (34) for $1 \leq i \leq s$ are different. However, there are two cases where $K_{i}=L_{i}$ for $i=1, \ldots, s$. The first case is when the system is autonomous, which means that $F$ does not explicitly depend on time, i.e., Eq. (17). The second case is when $\tilde{c}_{i}=c_{i}$ for $i=1, \ldots, s$. In these two cases, only one evaluation of $F$ is needed in Eq. (34) and only one set of stage fluxes is computed, i.e., (21).

Note that this restriction can be removed even in the general case of a non-autonomous system, and $\tilde{c}_{i} \neq c_{i}$, for $i=1, \ldots, s$, it is still possible to derive a scheme that does not require two sets of stage fluxes (34). The details are reported in the "Appendix" of the paper [23].

Now we observe that selecting a different vector of weights for the $U^{*}$, say $\tilde{b}_{i} \neq b_{i}$, for $i=1, \ldots, s$, such a vector will provide a lower/higher order approximation of the solution for $U^{*}$. This would allow for automatic time step control. This procedure is commonly used in numerical methods for ODEs [39]. In practice, we use vector $\tilde{b}$ for evaluating the $U^{*}$ variable, and by setting $u_{n}^{*}=u_{n}$ at the beginning of each time step, one advances the numerical solution with the more accurate one $U$, and uses the other variable $U^{*}$ to estimate the error. However, in this paper, we do not implement any time step control.

Finally looking at the list of third-order IMEX-RK schemes presented previously, we observe that schemes $\operatorname{ARS}(3,4,3)$ and $\operatorname{ARS}(4,4,3)$ have $\tilde{c}_{i}=c_{i}$, and therefore require only one evaluation of $F$, i.e., (21). On the other hand, schemes $\operatorname{SSP}-\operatorname{DIRK} 3(4,3,3)$ and I-IMEX $(3,4,3)$ have $c_{1} \neq 0$, and $\tilde{c}_{i}=c_{i}$, for all $i=2, \ldots, s$. Consequently, $K_{1} \neq L_{1}$ for the first evaluation of $F$ whereas $K_{i}=L_{i}$ for $i=2, \ldots, s$. Nonetheless, these two schemes have $\tilde{b}_{i}=b_{i}$ for all $i=2, \ldots s$ and $\tilde{b}_{1}=b_{1}=0$, which implies that the numerical solutions for both variables $U^{*}$ and $U$ are identical because we do not need to use the stage fluxes $K_{1}$ and $L_{1}$ in the evaluation of the numerical solution. Additionally, scheme $\operatorname{ARS}(4,4,3)$ has $b_{i} \neq \tilde{b}_{i}$ for all $i$. To handle this case, we use the variable $U$ to compute the numerical solution. Specifically, at the beginning of each time step $n$, we set $u_{n}^{*}=u_{n}$, and then solve using (21), since $c_{i}=\tilde{c_{i}}$ for all $i$, and then (22) for the numerical solution.

Therefore, in the numerical results section, we implement schemes $\operatorname{SSP}$-DIRK3 $(4,3,3)$, $\operatorname{I-IMEX}(3,4,3), \operatorname{ARS}(3,4,3)$ and $\operatorname{ARS}(4,4,3)$ by using SI framework: (21) and (22).

### 2.3 The Spatial Discretization

Some preliminary notations are given. We consider one dimensional problems and assume that the computational domain $[a, b]$ is uniformly partitioned into $M$ cells, with spatial mesh size $\Delta x=(b-a) / M$. We use the lowercase letter $u_{i}$ to denote the numerical solution to the equation at the the spatial position $x_{i}$ for $i=1, \ldots, M$.

### 2.3.1 The Spatial Discretization for the Diffusion Equation

For the spatial discretization of the nonlinear diffusion equation we take the following formula that provides a fourth order approximation to $\left(a(u) u_{x}\right)_{x}$, with a five-point stencil [41, 42]

$$
\begin{align*}
\left.\left(a(u) u_{x}\right)_{x}\right|_{x_{j}} & =\frac{1}{\Delta x^{2}}\left(a_{j-2}, a_{j-1}, a_{j}, a_{j+1}, a_{j+2}\right) \\
& \left(\begin{array}{lll}
-25 / 144 & 1 / 3-1 / 4 & 1 / 9-1 / 48 \\
1 / 6 & 5 / 9-1 & 1 / 3-1 / 18 \\
0 & 0 & 0 \\
0 & 0 \\
-1 / 18 & 1 / 3-1 & 5 / 9 \\
-1 / 48 & 1 / 9-1 / 4 & 1 / 3-25 / 144
\end{array}\right)\left(\begin{array}{l}
u_{j-2} \\
u_{j-1} \\
u_{j} \\
u_{j+1} \\
u_{j+2}
\end{array}\right)+\mathcal{O}\left(\Delta x^{4}\right) \tag{35}
\end{align*}
$$

Note that in the case $a(u)=1$ the formula (35) becomes the classical fourth order central finite difference scheme, i.e.,

$$
\begin{equation*}
\mathcal{D}_{x}^{2} u_{j}=\frac{1}{12 \Delta x^{2}}\left(-u_{j-2}+16 u_{j-1}-30 u_{j}+16 u_{j+1}-u_{j+2}\right) . \tag{36}
\end{equation*}
$$

### 2.3.2 The Spatial Discretization for the Dispersive Equation

To discuss about high order space discretization for Eq. (6), and in particular, for the nonlinear term $\left(u\left(u_{x x}^{n}\right)\right)_{x}$, we consider again the equivalent nonlinear term:

$$
\begin{equation*}
\left(u\left(a(u) u_{x}\right)_{x}\right)_{x}, \tag{37}
\end{equation*}
$$

with $a(u)=n u^{n-1}$. Then, to approximate the term (37) we use the following fourth order finite difference spacial approximation,

$$
\mathcal{D}_{x}\left(u_{j}^{*} \mathcal{D}_{x}\left(a\left(u_{j}^{*}\right) \mathcal{D}_{x}\left(u_{j}\right)\right)\right),
$$

where

$$
\begin{equation*}
\mathcal{D}_{x} u_{j}=\frac{-\left(u_{j+2}-u_{j-2}\right)+8\left(u_{j+1}-u_{j-1}\right)}{12 \Delta x}, \tag{38}
\end{equation*}
$$

is a fourth order central approximation for $u_{x}\left(x_{j}\right)$.

### 2.3.3 The Spatial Discretization for the Biharmonic-type Equation

The fourth order finite difference scheme for the fourth order spatial derivative in the biharmonic-type equation (7) can be written as

$$
\begin{equation*}
\mathcal{D}_{x}^{2}\left(a\left(\mathcal{D}_{x} u_{j}^{*}\right) \mathcal{D}_{x}^{2} u_{j}\right), \tag{39}
\end{equation*}
$$

where $\mathcal{D}_{x}^{2} u_{j}$ is a fourth order centered difference approximation to $u_{x x}\left(x_{j}\right)$ defined as (36). Note that in (7) when $a\left(u_{x}\right)=1$ we get from (39), $\mathcal{D}_{x}^{2} \mathcal{D}_{x}^{2} u_{j}$, i.e., the central difference approximation for the fourth order derivative $u_{x x x x}$ :

$$
\frac{\left(\left(u_{j-4}+u_{j+4}\right)-32\left(u_{j-3}+u_{j+3}\right)+316\left(u_{j-2}+u_{j+2}\right)-992\left(u_{j-1}+u_{j+1}\right)+1414 u_{j}\right.}{144 \Delta x^{4}} .
$$

## 3 Numerical Results

In this section, we will numerically verify the orders of accuracy and performance of SI-IMEX-RK schemes for the solution of time dependent PDEs with high order derivatives, as Eqs. (1), (2), (6), (7) and (8). For simplicity we used in all of our examples periodic boundary conditions, although most of our discussions can be adapted for other types of boundary conditions.

In each of the numerical tests presented below, we consider the third order IMEX-RK schemes introduced in Sect. 2.2 for the time discretization and we provide the time step $\Delta t$ that will produce stable solutions across the entire solution domain. For the space discretization we use high-order finite difference schemes introduced in Sect. 2.3, and we discretize the convection term by means of standard third order finite difference WENO schemes with local Lax-Friedrichs flux, [43-45]. All the tests presented in this paper are performed in one-dimension since the main issue of this paper is to design an appropriate high order time discretization for time-dependent PDEs. Finite difference schemes have been extensively applied for solving higher dimensional equations because of its simplicity in design and coding [46-48], then it is straightforward to extend to higher-dimensional equations this type of space discretization.

It is important to note here that, as mentioned in Remark 2.1, although some equations in the test examples below are presented in non-autonomous form due to the time-dependence of the source term, the errors tables reported below are computed solely based on the numerical solution obtained through (22) using the SI framework (21)-(22), where the coefficients are given by the IMEX-RK tables in Sect. 2.2.

### 3.1 The Second Order Diffusion Equations

Test 1. First we consider the diffusion equation

$$
\begin{equation*}
u_{t}=\left(a(u) u_{x}\right)_{x}+f(x, t), \quad x \in(-\pi, \pi), \tag{40}
\end{equation*}
$$

Here we consider the case $a(u)=u^{2}+1$ with initial condition $u(x, 0)=\sin (x)$ and the source term $f(x, t)$ is chosen such that the exact solution is $u(x, t)=\sin (x-t)$. For this example, we take: the time step $\Delta t=C \Delta x$, with $C=1$ and $\Delta x=2 \pi / N$, periodic boundary conditions and final time $T=10$. In Table 1 we display the numerical results of the third order IMEX-RK schemes given in Sect. 2.2 coupled with the finite difference type spatial discretization (35). In the table we list the $L^{2}$, $L^{1}$ and $L^{\infty}$ errors and the orders of accuracy of each scheme and we can see that the schemes are stable and achieve the third order of accuracy.
Now we use a larger value of C to show that the schemes remain stable even for values of $C>1$. In the Table 2 special attention has been paid to large $C=10$, where the numerical results can be compared to those of $C=1$. As example, we report the results for the schemes: $\operatorname{I-IMEX}(3,4,3)(30)$ and $\operatorname{ARS}(3,4,3)(27)$, the other schemes produce similar results. We see that the schemes are stable in both cases and achieve optimal orders of accuracy. Note that larger $C$, as in the case $C=10$, causes larger errors.
Test 2. Next we consider the convection-diffusion equation

$$
\begin{equation*}
u_{t}+\left(u^{2} / 2\right)_{x}=\left(a(u) u_{x}\right)_{x}+f(x, t), \quad x \in(-\pi, \pi) \tag{41}
\end{equation*}
$$

where the diffusion coefficient is $a(u)=u^{2}+2$, initial conditon $u(x, 0)=\sin (x)$ and the source term
$f(x, t)=\frac{1}{4}(4 \cos (x+t)+9 \sin (x, t)+2 \sin (2(x+t))-3 \sin (3(x+t)))$.
The problem has the exact solution: $u(x, t)=\sin (x+t)$.
The standard third order WENO $(3,2)$, $[45]$ scheme with linear weights is used for the discretization of the convection term $\left(u^{2} / 2\right)_{x}$. We compute to $T=1$ with the time step $\Delta t=\Delta x$.
The numerical results with different IMEX-RK schemes are listed in Table 3. From the experiment we can see that SI strategy based on IMEX-RK schemes coupled with finite difference schemes are stable and achieve optimal orders of accuracy.
Test 3. Now we consider the porous media equation (PME)

$$
\begin{equation*}
u_{t}=\left(u^{m}\right)_{x x}, \tag{42}
\end{equation*}
$$

in which $m$ is a constant greater than one. This equation describes a lot of diffusion processes, such as in nonlinear problems of heat and mass transfer, combustion theory, and flow in porous media. where $u$ is either a concentration or a temperature
Table 1 The $L^{2}, L^{1}, L^{\infty}$ errors and orders of accuracy for Eq. (40), and $C=1$

| Scheme | N | $L^{2}$-error | Order | $L^{1}$-error | Order | $L^{\infty}$-error | Order |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\operatorname{ARS}(3,4,3)(27)$ | 80 | $1.4115 \mathrm{e}-05$ | - | $1.3084 \mathrm{e}-05$ | - | $1.8073 \mathrm{e}-05$ | - |
|  | 160 | $1.7174 \mathrm{e}-06$ | 3.03 | $1.5352 \mathrm{e}-06$ | 3.09 | $2.2652 \mathrm{e}-06$ | 3.00 |
|  | 320 | $2.2800 \mathrm{e}-07$ | 2.91 | $2.0045 \mathrm{e}-07$ | 2.94 | $3.0734 \mathrm{e}-07$ | 2.88 |
|  | 640 | 2.8506e-08 | 3.00 | $2.4834 \mathrm{e}-08$ | 3.01 | $3.8601 \mathrm{e}-08$ | 2.99 |
|  | 1280 | $3.5450 \mathrm{e}-09$ | 3.00 | $3.0949 \mathrm{e}-09$ | 3.00 | $4.8778 \mathrm{e}-09$ | 2.98 |
| ARS ( $4,4,3$ ( 28 ) | 80 | $9.1092 \mathrm{e}-06$ | - | $7.8450 \mathrm{e}-06$ | - | $1.1315 \mathrm{e}-05$ | - |
|  | 160 | $1.1875 \mathrm{e}-06$ | 2.93 | $1.1106 \mathrm{e}-06$ | 2.82 | $1.3913 \mathrm{e}-06$ | 3.02 |
|  | 320 | $1.6670 \mathrm{e}-07$ | 2.83 | $1.5803 \mathrm{e}-07$ | 2.81 | $2.0969 \mathrm{e}-07$ | 2.73 |
|  | 640 | $2.2076 \mathrm{e}-08$ | 2.91 | $2.0831 \mathrm{e}-08$ | 2.92 | $2.8563 \mathrm{e}-08$ | 2.88 |
|  | 1280 | 2.8841e-09 | 2.93 | $2.6930 \mathrm{e}-09$ | 2.95 | $3.8139 \mathrm{e}-09$ | 2.90 |
| SSP-DIRK3(4,3,3) (29) | 80 | $4.6382 \mathrm{e}-05$ | - | 6.4241e-05 | - | $7.6849 \mathrm{e}-05$ | - |
|  | 160 | $9.1835 \mathrm{e}-06$ | 2.34 | $1.0143 \mathrm{e}-05$ | 2.66 | $1.2152 \mathrm{e}-05$ | 2.66 |
|  | 320 | $1.2390 \mathrm{e}-06$ | 2.89 | $1.6282 \mathrm{e}-06$ | 2.64 | $2.0006 \mathrm{e}-06$ | 2.60 |
|  | 640 | $1.6372 \mathrm{e}-07$ | 2.92 | $2.1761 \mathrm{e}-07$ | 2.90 | $2.6973 \mathrm{e}-07$ | 2.89 |
|  | 1280 | $2.1516 \mathrm{e}-08$ | 2.93 | $2.9577 \mathrm{e}-08$ | 2.87 | $3.7484 \mathrm{e}-08$ | 2.85 |
| I-IMEX ( $3,4,3$ ) (30) | 80 | $7.911 \mathrm{e}-05$ | - | $7.5889 \mathrm{e}-05$ | - | $8.8279 \mathrm{e}-05$ | - |
|  | 160 | $1.1497 \mathrm{e}-05$ | 2.78 | $1.0928 \mathrm{e}-05$ | 2.80 | 1.5516e-05 | 2.50 |
|  | 320 | $1.8343 \mathrm{e}-06$ | 2.65 | $1.7342 \mathrm{e}-06$ | 2.66 | $2.6851 \mathrm{e}-06$ | 2.53 |
|  | 640 | $2.4884 \mathrm{e}-07$ | 2.89 | $2.3356 \mathrm{e}-07$ | 2.89 | $3.6901 \mathrm{e}-07$ | 2.86 |
|  | 1280 | $3.4581 \mathrm{e}-08$ | 2.85 | $3.2183 \mathrm{e}-08$ | 2.86 | $5.2026 \mathrm{e}-08$ | 2.83 |

Table 2 The $L^{2}, L^{1}, L^{\infty}$ errors and orders of accuracy for Eq. (40) and $C=10$

| Scheme | N | $L^{2}$-error | Order | $L^{1}$-error | Order | $L^{\infty}$-error | Order |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| I-IMEX (3,4,3) (30) | 80 | $5.0659 \mathrm{e}-02$ | - | 5.3755e-02 | - | $4.9010 \mathrm{e}-02$ | - |
|  | 160 | 7.4379e-03 | 2.76 | $7.5014 \mathrm{e}-03$ | 2.84 | $8.4932 \mathrm{e}-03$ | 2.52 |
|  | 320 | $1.3316 \mathrm{e}-03$ | 2.48 | $1.3237 \mathrm{e}-03$ | 2.50 | $1.5276 \mathrm{e}-03$ | 2.48 |
|  | 640 | $1.6673 \mathrm{e}-04$ | 3.00 | $1.6038 \mathrm{e}-04$ | 3.04 | $2.1040 \mathrm{e}-03$ | 2.86 |
|  | 1280 | $2.1751 \mathrm{e}-05$ | 2.93 | $2.0595 \mathrm{e}-05$ | 2.96 | $2.8863 \mathrm{e}-05$ | 2.87 |
| $\operatorname{ARS}(3,4,3)(27)$ | 80 | $3.5769 \mathrm{e}-03$ | - | $3.4828 \mathrm{e}-03$ | - | $4.6953 \mathrm{e}-03$ | - |
|  | 160 | $4.2474 \mathrm{e}-04$ | 3.07 | $4.3510 \mathrm{e}-04$ | 3.00 | $4.0581 \mathrm{e}-04$ | 2.50 |
|  | 320 | $1.2740 \mathrm{e}-04$ | 1.73 | $1.1228 \mathrm{e}-04$ | 1.95 | $1.7068 \mathrm{e}-04$ | 1.25 |
|  | 640 | $1.9314 \mathrm{e}-05$ | 2.72 | $1.6766 \mathrm{e}-05$ | 2.74 | $2.5721 \mathrm{e}-05$ | 2.73 |
|  | 1280 | $2.7838 \mathrm{e}-06$ | 2.79 | $2.4141 \mathrm{e}-06$ | 2.80 | $1.1315 \mathrm{e}-05$ | 2.81 |

Table 3 The $L^{2} L^{1}, L^{\infty}$ errors and orders of accuracy for Eq. (41)

| Scheme | N | $L^{2}$-error | Order | $L^{1}$-error | Order | $L^{\infty}$-error | Order |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\operatorname{ARS}(3,4,3)(27)$ | 80 | $2.5508 \mathrm{e}-05$ | - | $2.2615 \mathrm{e}-05$ | - | $4.0123 \mathrm{e}-05$ |  |
|  | 160 | $3.3299 \mathrm{e}-06$ | 2.93 | 2.9026e-06 | 2.96 | 5.5779e-06 | 2.85 |
|  | 320 | $4.1110 \mathrm{e}-07$ | 3.01 | $3.4435 \mathrm{e}-07$ | 3.07 | $7.3638 \mathrm{e}-07$ | 2.92 |
|  | 640 | $5.1583 \mathrm{e}-08$ | 2.99 | $4.2798 \mathrm{e}-08$ | 3.00 | $9.4178 \mathrm{e}-08$ | 2.97 |
|  | 1280 | $6.3669 \mathrm{e}-09$ | 3.01 | $5.165 \mathrm{e}-09$ | 3.05 | $1.2144 \mathrm{e}-08$ | 2.96 |
| $\operatorname{ARS}(4,4,3)(28)$ | 80 | 2.9301e-05 | - | $2.6499 \mathrm{e}-05$ |  | $4.6745 \mathrm{e}-05$ | - |
|  | 160 | $4.0408 \mathrm{e}-06$ | 2.85 | $3.7130 \mathrm{e}-06$ | 2.83 | 6.3036e-06 | 2.89 |
|  | 320 | $5.3754 \mathrm{e}-07$ | 2.91 | $4.9600 \mathrm{e}-07$ | 2.90 | $8.2237 \mathrm{e}-07$ | 2.93 |
|  | 640 | 6.909e-08 | 2.95 | 6.4161e-08 | 2.95 | $1.0369 \mathrm{e}-07$ | 2.97 |
|  | 1280 | $8.8091 \mathrm{e}-09$ | 2.97 | 8.2061e-09 | 2.97 | $1.3067 \mathrm{e}-08$ | 2.98 |
| $\operatorname{SSP-DIRK}(3,4,3)(29)$ | 80 | $8.8413 \mathrm{e}-05$ | - | $8.2835 \mathrm{e}-05$ | - | $1.5094 \mathrm{e}-04$ | - |
|  | 160 | $1.5216 \mathrm{e}-05$ | 2.53 | $1.4308 \mathrm{e}-05$ | 2.53 | $2.4974 \mathrm{e}-05$ | 2.60 |
|  | 320 | $2.6292 \mathrm{e}-06$ | 2.53 | $2.5172 \mathrm{e}-06$ | 2.50 | $3.7342 \mathrm{e}-06$ | 2.74 |
|  | 640 | $3.6153 \mathrm{e}-07$ | 2.86 | $3.4745 \mathrm{e}-07$ | 2.86 | $5.0299 \mathrm{e}-07$ | 2.89 |
|  | 1280 | 5.0745e-08 | 2.83 | $4.8993 \mathrm{e}-08$ | 2.83 | $6.5023 \mathrm{e}-08$ | 2.95 |
| I-IMEX ( $3,4,3$ ) (30) | 80 | $1.3550 \mathrm{e}-04$ | - | $1.1228 \mathrm{e}-04$ | - | $2.2906 \mathrm{e}-04$ | - |
|  | 160 | $2.0238 \mathrm{e}-05$ | 2.74 | $1.7623 \mathrm{e}-05$ | 2.67 | $3.0855 \mathrm{e}-05$ | 2.89 |
|  | 320 | $3.2446 \mathrm{e}-06$ | 2.64 | $2.9210 \mathrm{e}-06$ | 2.59 | $4.9868 \mathrm{e}-06$ | 2.63 |
|  | 640 | $4.3862 \mathrm{e}-07$ | 2.88 | $3.9830 \mathrm{e}-07$ | 2.87 | $6.7745 \mathrm{e}-07$ | 2.88 |
|  | 1280 | 6.116e-08 | 2.84 | $5.5663 \mathrm{e}-08$ | 2.84 | $9.5967 \mathrm{e}-08$ | 2.82 |

required to be non negative. The initial condition $u_{0}(x)$ is assumed to be bounded non negative continuous function. Equation (42) can be written as

$$
\begin{equation*}
u_{t}=\left(a(u) u_{x}\right)_{x}, \tag{43}
\end{equation*}
$$

with $a(u)=m u^{m-1}$, [26]. It's a degenerate parabolic equation and it degenerates at points where $u=0$, resulting in the phenomenon of finite speed of propagation and sharp fronts.
The classical solutions to PME may not exist in general, even if the initial condition is smooth. One of the famous solution for Eq. (42) is the weak Barenblatt solution [49] (see also Barenblatt [50]) which is given explicitly by

$$
\begin{equation*}
B_{m}(x, t)=t^{-k}\left[\left(1-\frac{k(m-1)}{2 m} \frac{|x|^{2}}{t^{2 k}}\right)_{+}\right]^{1 /(m-1)}, \tag{44}
\end{equation*}
$$

where $u_{+}=\max \{u, 0\}$ and $k=1 /(m+1)$. This solution for any $t>0$ has a compact support $\left[-\alpha_{m}(t),-\alpha_{m}(t)\right]$ where

$$
\alpha_{m}(t)=\sqrt{\frac{2 m}{k(m-1)}} t^{k},
$$

with the interface $|x|=\alpha_{m}(t)$ moving outward at a finte speed. Various schemes for approximating (42) have been developed in the literature, [24, 28, 51-58] and references therein.
Here, we consider PME (43) with the Barenblatt solution (44). As initial condition we take the (44) at time $t=1$ and we begin the computation from $t=1$ in order to avoid the singularity near $t=0$. The boundary condition is $u( \pm 6, t)=0$ for $t>1$ and we use uniform mesh with $N=160$ points and time step $\Delta t=\Delta x$. We adopt for the spatial discretization the fourth order approximation (35), and for the time discretization the third-order I-IMEX $(3,4,3)$ scheme (30). In Fig. 1 we plot the numerical results for $m=2,3,5$ at $t=2$ and we see that the numerical solution simulates the Barenblatt solution (44) accurately and sharply. However, there is a slight undershoot for the numerical solution for $m=3,5$ near the discontinuity. We verify that this undershoot is reduced when we take more mesh points, for example $N=320$ (see Fig. 1d).
We point out that in this simulation we adopted a not suitable space discretization for the PME equation (42), in the literature several optimal discretization are introduced for PME equation, for instance, in [58] an adaptation of the WENO technique has been proposed in oder to maintain conservation, accuracy and non-oscillatory performance. Similarly in [26] the authors used local discontinuous Galerkin methods coupled with two specific explicit-implicit-null time discretization for solving onedimensional nonlinear diffusion problems (43). However, the I-IMEX $(3,4,3)$ scheme (30) produces numerical solutions accurately without noticeable oscillations for the PME equation (42).
From the above test, we can conclude that the SI-IMEX-RK approach essentially: (1) removes the strict parabolic time step restriction, i.e. $\Delta t \approx \Delta x^{2}$, that usually one has using explicit time discretization methods for nonlinear diffusion problems (43) and (2) avoids nonlinear solvers required using implicit time discretization methods.


Fig. 1 Numerical results of the Barenblatt solution for the PME (43), T $=2$

Test 4. We conclude with an example of a strongly degenerate parabolic convectiondiffusion equation presented in [59]:

$$
\begin{equation*}
u_{t}+f(u)_{x}=\epsilon\left(a(u) u_{x}\right)_{x}, \quad \epsilon a(u) \geq 0 . \tag{45}
\end{equation*}
$$

We take $\epsilon=0.1, f(u)=u^{2}$ and

$$
a(u)= \begin{cases}0, & |u| \leq 0.25,  \tag{46}\\ 1, & |u|>0.25 .\end{cases}
$$

The equation is therefore of hyperbolic nature when $u \in[-0.25,0.25]$ and parabolic elsewhere. We solve this problem considering the following initial data

$$
u(x, 0)=\left\{\begin{array}{l}
1, \quad-\frac{1}{\sqrt{2}}-0.4<x<-\frac{1}{\sqrt{2}}+0.4  \tag{47}\\
-1, \quad \frac{1}{\sqrt{2}}-0.4<x<\frac{1}{\sqrt{2}}+0.4 \\
0, \quad \text { otherwise }
\end{array}\right.
$$

Here we used the I-IMEX $(3,4,3)$ scheme (30) for the integration in time and we consider the classical hyperbolic CFL condition

$$
\begin{equation*}
\max _{u}\left|f^{\prime}(u)\right| \frac{\Delta t}{\Delta x}=1.0 \tag{48}
\end{equation*}
$$

to set $\Delta t$. In Fig. 2, the numerical simulations for different numbers of grid points $N=$

Fig. 2 Riemann problem (45), (46), and (47). $T=0.7$

$60,200,800$. The scheme provides the high resolution of discontinuities and the accurate transition between the hyperbolic and parabolic regions, comparable with the numerical resolutions reported in [59].

### 3.2 Third Order Dispersive Equation

Test 5. In this test, we check the accuracy of the SI-IMEX-RK approach applied to Eq. (4). We consider the general KdV equation [20],

$$
\begin{equation*}
u_{t}+\left(u^{3}\right)_{x}+\left(u\left(u^{2}\right)_{x x}\right)_{x}=0, \quad x \in\left(-\frac{3}{2} \pi, \frac{5}{2} \pi\right), \tag{49}
\end{equation*}
$$

with initial condition $u(x, 0)=\sqrt{2 \lambda} \cos (x / 2)$ and exact solution

$$
u(x, t)=\sqrt{2 \lambda} \cos ((x-\lambda t) / 2) .
$$

We compute to $T=\pi$, with $\lambda=0.1$. We choose $\Delta t=\Delta x$ for the $\operatorname{I-IMEX}(3,4,3)$ (30) and $\operatorname{SSP}-\operatorname{DIRK} 3(4,3,3)(29)$ whereas, as mentioned in the introduction about the stability, for the scheme $\operatorname{ARS}(3,4,3)(27)$ in order to avoid that the numerical solution blows up we reduced the time step to $\Delta t=0.5 \Delta x$. In Table 4 we show the convergence rate for these schemes. We omit the convergence results of the ARS $(4,4,3)$ scheme (28) in this table because they are comparable to those of the ARS $(3,4,3)$ scheme. As expected, the SI-IMEX-RK finite difference schemes are stable and achieve the correct order of accuracy.
Note that, since $\lambda$ represents the velocity of the traveling wave, selecting a larger value of $\lambda$ requires a careful choice of the time step to ensure the stability of the method. In such cases, we set the time step as

$$
\Delta t=C F L \frac{\Delta x}{\max _{u}\left|f^{\prime}(u)\right|}
$$

with a fixed CFL.
As an example, we provide Table 5 below that shows the convergence rates of the schemes I-IMEX $(3,4,3)$ and $\operatorname{ARS}(3,4,3)$ with $\lambda=10$ and $C F L=0.5$. We see that the schemes are stable and achieve the expected order of accuracy. Note that larger $\lambda$ causes larger errors. We do not include the convergence results of the other schemes
Table 4 The $L^{2}, L^{1}, L^{\infty}$ errors and orders of accuracy for Eq. (49), Example 1

| Scheme | N | $L^{2}$-error | Order | $L^{1}$-error | Order | $L^{\infty}$-error | Order |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\operatorname{ARS}(3,4,3)(27)$ | 80 | $8.3725 \mathrm{e}-04$ | - | $7.4281 \mathrm{e}-04$ | - | $1.3917 \mathrm{e}-03$ | - |
|  | 160 | 1.0635e-04 | 2.98 | $9.2883 \mathrm{e}-05$ | 3.00 | $2.6707 \mathrm{e}-04$ | 2.38 |
|  | 320 | $1.3409 \mathrm{e}-05$ | 2.99 | $1.1537 \mathrm{e}-05$ | 3.00 | $4.4911 \mathrm{e}-05$ | 2.57 |
|  | 640 | $1.6916 \mathrm{e}-06$ | 2.99 | $1.4396 \mathrm{e}-06$ | 3.00 | $7.3264 \mathrm{e}-06$ | 2.64 |
|  | 1280 | $2.1616 \mathrm{e}-07$ | 2.97 | $1.8187 \mathrm{e}-07$ | 2.98 | $1.1467 \mathrm{e}-06$ | 2.68 |
| SSP-DIRK3(4,3,3) (29) | 80 | $8.3727 \mathrm{e}-04$ | - | $7.4283 \mathrm{e}-04$ | - | $1.3918 \mathrm{e}-03$ | - |
|  | 160 | $1.0635 \mathrm{e}-04$ | 2.97 | $9.2883 \mathrm{e}-05$ | 3.00 | $2.6706 \mathrm{e}-04$ | 2.38 |
|  | 320 | $1.3409 \mathrm{e}-05$ | 2.98 | $1.1537 \mathrm{e}-05$ | 3.00 | $4.4912 \mathrm{e}-05$ | 2.57 |
|  | 640 | $1.6916 \mathrm{e}-06$ | 2.98 | $1.4397 \mathrm{e}-06$ | 3.00 | 7.3266e-06 | 2.62 |
|  | 1280 | $2.1307 \mathrm{e}-07$ | 2.99 | $1.7959 \mathrm{e}-07$ | 3.00 | $1.1467 \mathrm{e}-06$ | 2.68 |
| I-IMEX ( $3,4,3$ ) (30) | 80 | 8.3745e-04 | - | $7.4297 \mathrm{e}-04$ | - | $1.3924 \mathrm{e}-03$ |  |
|  | 160 | $1.0637 \mathrm{e}-04$ | 2.98 | $9.2901 \mathrm{e}-05$ | 3.00 | $2.6718 \mathrm{e}-04$ | 2.38 |
|  | 320 | $1.3412 \mathrm{e}-05$ | 2.99 | $1.1539 \mathrm{e}-05$ | 3.00 | $4.4927 \mathrm{e}-05$ | 2.57 |
|  | 640 | 1.6919e-06 | 2.99 | $1.4399 \mathrm{e}-06$ | 3.00 | $7.3288 \mathrm{e}-06$ | 2.62 |
|  | 1280 | $2.1311 \mathrm{e}-07$ | 2.99 | $1.7963 \mathrm{e}-07$ | 3.00 | $1.1470 \mathrm{e}-06$ | 2.68 |

Table 5 The $L^{2}, L^{1}$ and $L^{\infty}$ errors and orders of accuracy for Eq. (49) with $\lambda=10$, at time $T=\pi / 4$ and $C F L=0.5$

| Scheme | N | $L^{2}$-error | Order | $L^{1}$-error | Order | $L^{\infty}$-error | Order |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\operatorname{ARS}(3,4,3)(27)$ | 80 | $1.0829 \mathrm{e}-01$ | - | $1.0793 \mathrm{e}-01$ | - | $1.1449 \mathrm{e}-01$ | - |
|  | 160 | $1.7007 \mathrm{e}-02$ | 2.67 | $1.6973 \mathrm{e}-02$ | 2.66 | $1.8247 \mathrm{e}-02$ | 2.64 |
|  | 320 | $2.3665 \mathrm{e}-03$ | 2.84 | $2.3598 \mathrm{e}-03$ | 2.84 | $2.4543 \mathrm{e}-03$ | 2.89 |
|  | 640 | 3.1044e-04 | 2.93 | $3.1027 \mathrm{e}-04$ | 2.92 | $3.1433 \mathrm{e}-04$ | 2.96 |
| I-IMEX (3,4,3) (30) | 80 | $1.0829 \mathrm{e}-01$ | - | $1.0793 \mathrm{e}-01$ | - | $1.1449 \mathrm{e}-01$ | - |
|  | 160 | $1.7009 \mathrm{e}-02$ | 2.67 | $1.6974 \mathrm{e}-02$ | 2.66 | $1.8246 \mathrm{e}-02$ | 2.64 |
|  | 320 | $2.3667 \mathrm{e}-03$ | 2.84 | $2.3600 \mathrm{e}-03$ | 2.84 | $2.4550 \mathrm{e}-03$ | 2.89 |
|  | 640 | 3.1046e-04 | 2.93 | $3.1029 \mathrm{e}-04$ | 2.92 | $3.1437 \mathrm{e}-04$ | 2.96 |

since they are comparable to those presented in Table 5. In all of the following tests: 6., 7 ., and 8 ., the boundary conditions are taken to be periodic in an interval much larger than the compact support of the initial conditions.
Test 6. Now, we consider the nonlinear dispersive equation (6) with $m=2$, and $n=1$. In this example we consider the following compacton initial data [10]

$$
u(x, 0)=\left\{\begin{array}{cc}
2 \cos ^{2}(x / 2) & |x| \leq \pi, \\
0, & |x|>\pi
\end{array}\right.
$$

In this case the numerical solution is a traveling wave given by

$$
u(x, t)=2 \lambda\left[\cos \left(\frac{x-\lambda t}{2}\right)\right]^{2}, \quad|x-\lambda t| \leq \pi
$$

with $\lambda=1$. Here, in order to ensure the stability of the schemes, we consider (48) with

$$
\max _{u}\left|f^{\prime}(u)\right| \frac{\Delta t}{\Delta x}=0.5
$$

to set $\Delta t$. In Table 6 we show the convergence rate of the schemes: $\operatorname{ARS}(3,4,3)$, $\operatorname{SSP}-\operatorname{DIRK}(4,3,3)$ and $\operatorname{I-IMEX}(3,4,3)$ and is approximately three for $L^{1}, L^{2}$, and $L^{\infty}$-norm. Again, we omit the convergence results of the $\operatorname{ARS}(4,4,3)$ scheme in this table because they are comparable to those of the $\operatorname{ARS}(3,4,3)$ scheme.
Test 7. In this example we approximate solutions of Eq. (49) by showing a collision for three compactons, [6]. The initial data are taken as

$$
u(x, 0)=\left\{\begin{align*}
4 \cos ((x+\pi) / 2) & x \in[-2 \pi, 0]  \tag{50}\\
2 \cos ((x-2 \pi) / 2) & x \in[\pi, 3 \pi] \\
2 \cos ((x-5 \pi) / 2) & x \in[4 \pi, 6 \pi] \\
0, & \text { otherwise }
\end{align*}\right.
$$

The computational domain is $[-4 \pi, 22 \pi]$ and $N=300$ mesh points. Here we choose the third order I-IMEX $(3,4,3)$ scheme (30) in time.
The results are shown in Fig. 3. As one can see rapid oscillations develop behind the moving compactons and we would like to get a scheme that is at least stable with respect to small perturbations of the solution. The SI approach coupled with WENO space discretization does not solve correctly the oscillations in the tails but it is able with a large time step $\Delta t(48)$ to control the oscillations and ensure that the solution does not blow up for a long time. Note that suitable space discretization $[6,10]$ are capable of capturing simultaneously the oscillations and the non-smooth fronts. For example, in [6] the authors presented an approach for the construction of the numerical fluxes in which the scheme is stable with respect to small perturbations of the solution and then to avoid oscillations in the tails. This latter case is beyond the goal of this paper.
Test 8 . We conclude this section with the following test, [10]. We consider Eq. (6) with $m=2$ and $n=1$. We use arbitrary initial data

$$
u(x, 0)=\left\{\begin{array}{r}
3 \cos ^{2}(x / 4)|x| \leq 2 \pi  \tag{51}\\
0,|x|>2 \pi
\end{array}\right.
$$

In this case we take $N=200$ and $\Delta t$ given by (48). In time, we use the third order I-IMEX $(3,4,3)$ scheme (30). In Fig. 4we plot the solution at time $T=0,1,2,4,6,8$.
Table 6 Errors and orders of accuracy for Eq. (6) at final time $T=2$

| Scheme | N | $L^{2}$-error | Order | $L^{1}$-error | Order | $L^{\infty}$-error | Order |
| :--- | :---: | :--- | :--- | :--- | :--- | :--- | :--- |
| ARS $(3,4,3)(27)$ | 40 | $1.2782 \mathrm{e}-02$ | - | $1.3889 \mathrm{e}-02$ | - | $1.2846 \mathrm{e}-02$ |  |
|  | 80 | $1.8640 \mathrm{e}-03$ | 2.77 | $2.0328 \mathrm{e}-03$ | 2.77 | $2.0180 \mathrm{e}-03$ |  |
|  | 160 | $2.3222 \mathrm{e}-04$ | 3.00 | $2.5158 \mathrm{e}-04$ | 3.01 | $2.5653 \mathrm{e}-04$ |  |
|  | $2.7745 \mathrm{e}-05$ | 3.06 | $2.9827 \mathrm{e}-05$ | 3.07 | $3.1750 \mathrm{e}-05$ | 2.67 |  |
|  | 320 | $3.1731 \mathrm{e}-06$ | 3.12 | $3.3368 \mathrm{e}-06$ | 3.16 | $3.8059 \mathrm{e}-06$ | 3.01 |
| SSP-DIRK3(4,3,3) (29) | 640 | $1.2778 \mathrm{e}-02$ | - | $1.38884 \mathrm{e}-02$ | - | $1.2847 \mathrm{e}-02$ | - |
|  | 40 | $1.8638 \mathrm{e}-03$ | 2.77 | $2.0328 \mathrm{e}-03$ | 2.77 | $2.0180 \mathrm{e}-03$ | 2.67 |
|  | 80 | $2.3220 \mathrm{e}-04$ | 3.00 | $2.5160 \mathrm{e}-04$ | 3.01 | $2.5689 \mathrm{e}-04$ | 2.97 |
|  | 160 | $2.7743 \mathrm{e}-05$ | 3.06 | $2.9829 \mathrm{e}-05$ | 3.07 | $3.1770 \mathrm{e}-05$ | 3.01 |
|  | 320 | $3.1726 \mathrm{e}-06$ | 3.12 | $3.3365 \mathrm{e}-06$ | 3.16 | $3.8068 \mathrm{e}-06$ | 3.06 |
| I-IMEX $(3,4,3)(30)$ | $1.2783 \mathrm{e}-02$ | - | $1.3888 \mathrm{e}-02$ | - | $1.2849 \mathrm{e}-02$ | - |  |
|  | $1.8641 \mathrm{e}-03$ | 2.77 | $2.0329 \mathrm{e}-03$ | 2.77 | $2.0185 \mathrm{e}-03$ | 2.76 |  |
|  | 40 | $2.3236 \mathrm{e}-04$ | 3.00 | $2.5160 \mathrm{e}-04$ | 3.01 | $2.5643 \mathrm{e}-04$ | 2.97 |
|  | 80 | $2.7769 \mathrm{e}-05$ | 3.06 | $2.9830 \mathrm{e}-05$ | 3.07 | $3.1761 \mathrm{e}-05$ | 3.01 |
|  | 160 | $3.1769 \mathrm{e}-06$ | 3.12 | $3.3371 \mathrm{e}-06$ | 3.16 | $3.8069 \mathrm{e}-06$ | 3.06 |



Fig. 3 Interaction among three compactons for Eq. (49). Initial data are given by (50). Time $T=0,2,4,6$


Fig. 4 Solution to (6) with $m=2$ and $n=1$ and initial data (51), $N=200$ and time $T=0,1,2,4,6,8$

As we can see in the figures the behaviour is similar to the results reported in [10]. Clearly, the results of the SI approach coupled with WENO discretization suffer from spurious oscillations in the tail for $T=4,6,8$. Even in this case, our approach does not solve correctly the oscillations in the tail but it is able with a large time step $\Delta t(48)$ to control the oscillations and ensure that the solution does not blow up for a long time. In order to avoid the numerical oscillations in the tail, suitable space discretization can be used as in [10] where a particle method has been developed.

Table 7 The $L^{2}, L^{1}, L^{\infty}$ errors and orders of accuracy for Eq. (52), Example 1 with $C=1$

| Scheme | N | $L^{2}$-error | Order | $L^{1}$-error | Order | $L^{\infty}$-error | Order |
| :--- | ---: | :--- | :--- | :--- | :--- | :--- | :--- |
| SSP-DIRK $(4,3,3)$ | 40 | $3.8414 \mathrm{e}-04$ | - | $3.9754 \mathrm{e}-04$ | - | $3.3289 \mathrm{e}-04$ | - |
|  | 80 | $7.1678 \mathrm{e}-05$ | 2.42 | $7.3051 \mathrm{e}-05$ | 2.44 | $7.2741 \mathrm{e}-05$ | 2.19 |
|  | 160 | $9.4164 \mathrm{e}-06$ | 2.92 | $9.8358 \mathrm{e}-06$ | 2.89 | $9.0333 \mathrm{e}-06$ | 3.00 |
|  | 320 | $3.5341 \mathrm{e}-06$ | 1.41 | $3.4795 \mathrm{e}-06$ | 1.50 | $3.8796 \mathrm{e}-06$ | 1.21 |
| I-IMEX $(3,4,3)$ | 640 | $5.5033 \mathrm{e}-07$ | 2.68 | $5.4879 \mathrm{e}-07$ | 2.66 | $5.8255 \mathrm{e}-07$ | 2.74 |
|  | 40 | $5.5891 \mathrm{e}-04$ | - | $5.6159 \mathrm{e}-04$ | - | $5.5176 \mathrm{e}-04$ | - |
|  | 80 | $7.5979 \mathrm{e}-05$ | 2.87 | $7.4796 \mathrm{e}-05$ | 2.90 | $8.0671 \mathrm{e}-05$ | 2.77 |
|  | 160 | $9.5144 \mathrm{e}-06$ | 3.00 | $9.4546 \mathrm{e}-06$ | 2.98 | $9.7414 \mathrm{e}-06$ | 3.04 |
|  | 320 | $1.1487 \mathrm{e}-06$ | 3.05 | $1.0286 \mathrm{e}-06$ | 3.20 | $1.4602 \mathrm{e}-06$ | 2.73 |
|  | 640 | $1.3027 \mathrm{e}-07$ | 3.14 | $1.1141 \mathrm{e}-07$ | 3.20 | $1.7669 \mathrm{e}-07$ | 3.04 |

### 3.3 Fourth Order Diffusion Equation

Test 9. First we consider the following nonlinear biharmonic-type equation [20]

$$
\begin{equation*}
u_{t}+\left(\left(u^{2}+2\right) u_{x x}\right)_{x x}=f(x, t), \quad x \in(-\pi, \pi), \tag{52}
\end{equation*}
$$

with initial condition $u(x, 0)=\sin (x)$, source term

$$
f(x, t)=e^{-3 t}\left(e^{2 t}-6 \cos ^{2}(x)+3 \sin ^{2}(x)\right) \sin (x)
$$

and exact solution $u(x, t)=e^{-t} \sin (x)$. We compute the solution to $T=1$ with the time step $\Delta t=C \Delta x$ setting $C=1$ and $C=6.5$. The numerical errors and orders of accuracy are listed in Tables 7and 8. In each table, we display the numerical results for the schemes $\operatorname{SSP}-D I R K(4,3,3)(29)$ and I-IMEX $(3,4,3)(30)$. From the experiment we can see that the schemes are stable and achieve optimal orders of accuracy. However, in the two tables the I-IMEX $(3,4,3)$ scheme gives a better orders of accuracy than $\operatorname{SSP}-\operatorname{DIRK}(4,3,3)$ scheme. This verifies that the better condition on the stability (see Sect. 2.2) for the scheme I-IMEX $(3,4,3)$ guarantees a good behaviour with mesh refinements.
We also note that in the Table 8 even if larger $C$ causes larger error than $C=1$, the order of accuracy of the schemes achieves the correct order of convergence.
Test 10. Next, we have the biharmonic-type equation with a flux term:

$$
\begin{equation*}
u_{t}+\left(u^{3}\right)_{x}+\left(u^{2} u_{x x}\right)_{x x}=f(x, t), \quad x \in(-\pi, \pi) \tag{53}
\end{equation*}
$$

We take initial condition $u(x, 0)=\sin (x)$ and the source term $f(x, t)$ is chosen such that the exact solution is

$$
u(x, t)=e^{-2 t} \sin (x) .
$$

We compute the solution to $T=1$ with the time step $\Delta t=\Delta x$. The numerical errors and orders of accuracy are listed in Table 9. In each table, we display the numerical results of the two schemes $\operatorname{SSP}-\operatorname{DIRK}(4,3,3)(29)$ and $\operatorname{I-IMEX}(3,4,3)(30)$.

Remark 3.1 We should point out that the schemes of type ARS, i.e. $\operatorname{ARS}(3,4,3)(27)$ and $\operatorname{ARS}(4,4,3)(28)$, assembled in the SI strategy for solving 4-th order diffusion equation, are not stable under the step size condition $\Delta t=\mathcal{O}(\Delta x)$. However, choosing $\Delta t=\Delta x^{2}$, we
Table 8 The $L^{2}, L^{1}, L^{\infty}$ errors and orders of accuracy for Eq. (52), Example 1 with $C=6.5$

| Scheme | N | $L^{2}$-error | Order | $L^{1}$-error | Order | $L^{\infty}$-error | Order |
| :--- | ---: | :--- | :--- | :--- | :--- | :--- | :--- |
| SSP-DIRK $(4,3,3)$ | 80 | $1.1880 \mathrm{e}-02$ | - | $1.1995 \mathrm{e}-02$ | - | $1.1541 \mathrm{e}-02$ | - |
|  | 160 | $1.5703 \mathrm{e}-03$ | 2.91 | $1.6355 \mathrm{e}-03$ | 2.87 | $1.3352 \mathrm{e}-03$ | 3.11 |
|  | 320 | $2.4738 \mathrm{e}-04$ | 2.66 | $2.5999 \mathrm{e}-04$ | 2.65 | $2.3175 \mathrm{e}-04$ | 2.53 |
|  | 640 | $4.1273 \mathrm{e}-05$ | 2.58 | $4.2026 \mathrm{e}-05$ | 2.63 | $4.2037 \mathrm{e}-05$ | 2.46 |
|  | 1280 | $5.2999 \mathrm{e}-06$ | 2.96 | $5.4490 \mathrm{e}-06$ | 2.94 | $5.4050 \mathrm{e}-06$ | 2.95 |
| I-IMEX $(3,4,3)$ | 40 | $1.7559 \mathrm{e}-02$ | - | $1.7152 \mathrm{e}-02$ | - | $1.9124 \mathrm{e}-02$ | - |
|  | $2.2953 \mathrm{e}-03$ | 2.93 | $2.2451 \mathrm{e}-03$ | 2.93 | $2.4737 \mathrm{e}-03$ | 2.95 |  |
|  | 80 | $3.1855 \mathrm{e}-04$ | 2.84 | $3.1207 \mathrm{e}-04$ | 2.84 | $3.4209 \mathrm{e}-04$ | 2.85 |
|  | 160 | $4.1429 \mathrm{e}-05$ | 2.94 | $4.0928 \mathrm{e}-05$ | 2.93 | $4.3544 \mathrm{e}-05$ | 2.97 |
|  | 320 | $5.0684 \mathrm{e}-06$ | 3.03 | $4.9937 \mathrm{e}-06$ | 3.03 | $5.3338 \mathrm{e}-06$ | 3.02 |

Table 9 The $L^{2}, L^{1}, L^{\infty}$ errors and orders of accuracy for Eq. (53), Example 2 with $C=1$

| Scheme | N | $L^{2}$-error | Order | $L^{1}$-error | Order | $L^{\infty}$-error | Order |
| :--- | ---: | :--- | :--- | :--- | :--- | :--- | :--- |
| SSP-DIRK $(4,3,3)$ | 80 | $8.9164 \mathrm{e}-04$ | - | $8.351 \mathrm{e}-04$ | - | $1.3096 \mathrm{e}-03$ | - |
|  | 160 | $1.1018 \mathrm{e}-04$ | 3.01 | $1.0114 \mathrm{e}-04$ | 3.04 | $1.6713 \mathrm{e}-04$ | 2.97 |
|  | 320 | $1.3285 \mathrm{e}-05$ | 3.05 | $1.2028 \mathrm{e}-05$ | 3.07 | $2.0485 \mathrm{e}-05$ | 3.02 |
|  | 640 | $1.5942 \mathrm{e}-06$ | 3.05 | $1.4288 \mathrm{e}-06$ | 3.07 | $2.4813 \mathrm{e}-06$ | 3.04 |
|  | 1280 | $1.9294 \mathrm{e}-07$ | 3.04 | $1.6872 \mathrm{e}-07$ | 3.08 | $3.2165 \mathrm{e}-07$ | 2.95 |
| I-IMEX $(3,4,3)$ | 80 | $4.8321 \mathrm{e}-04$ | - | $4.7076 \mathrm{e}-04$ | - | $5.5627 \mathrm{e}-04$ | - |
|  | 160 | $5.9002 \mathrm{e}-05$ | 3.03 | $5.4596 \mathrm{e}-05$ | 3.10 | $8.298 \mathrm{e}-05$ | 2.74 |
|  | 320 | $7.4111 \mathrm{e}-06$ | 2.99 | $6.5299 \mathrm{e}-06$ | 3.06 | $1.2265 \mathrm{e}-05$ | 2.76 |
|  | 940 | $9.0655 \mathrm{e}-07$ | 3.03 | $7.7402 \mathrm{e}-07$ | 3.07 | $1.6229 \mathrm{e}-06$ | 2.92 |
|  | $1.1112 \mathrm{e}-07$ | 3.02 | $9.6049 \mathrm{e}-08$ | 3.01 | $2.0855 \mathrm{e}-07$ | 2.96 |  |

capture correctly the order of accuracy. We omitted these results here to save space. We remember that generally for the 4-th order PDEs, an explicit RK method requires severe time step restriction, i.e., $\Delta t=\mathcal{O}\left(\Delta x^{4}\right)$ for stability. In the future, we aim to conduct a more detailed stability analysis of these ARS schemes, which would require additional details. It is worth noting that an interesting aspect of this analysis could be the structure of the matrix in the the implicit part of the ARS scheme, i.e., $a_{11}=0$ in (26), which could potentially result in instability in the subsequent internal stages of the explicit part after the first stage. However, this is currently only a tentative conjecture, and we will postpone its investigation to a future work.

## 4 Concluding Remarks

In this paper, following the idea of the work [23] we have developed a SI strategy based on IMEX-RK methods coupled with high order finite difference schemes for solving high order dissipative, dispersive and special biharmonic-type equations in one dimension. The SI IMEX-RK schemes so designed for high order time-dependent PDEs does not need any nonlinear iterative solver, and not require any time step restriction that usually one has using explicit methods. Numerical experiments show that the schemes are stable and achieve the aspected orders of accuracy for large time step.

Since the main issue of this paper is to design an appropriate high-order time discretization for time-dependent PDEs, the numerical experiments are only performed for one-dimensional equations. For the space discretization, we considered only classical finite difference spatial discretization because of its simplicity in design and coding and it is straightforward to extend to higher-dimensional equations. However, other types of space discretization can be used.

Author Contributions Formal analysis, Methodology, Software
Funding Open access funding provided by Università degli Studi di Catania within the CRUI-CARE Agreement. Sebastiano Boscarino is partially supported by the Italian Ministry of Instruction, University and Research (MIUR), with funds coming from PRIN Project 2017 (2017KKJP4X, entitled "Innovative numerical methods for evolutionary partial differential equations and applications"). The authors is a member of the INdAM Research group GNCS. Furthermore, Sebastiano Boscarino is supported for this work by the Spoke 1 "FutureHPC \& BigData" of the Italian Research Center on High-Performance Computing, Big Data and Quantum Computing (ICSC) funded by MUR Missione 4 Componente 2 Investimento 1.4: Potenziamento strutture di ricerca e creazione di "campioni nazionali di R\&S (M4C2-19 )".

Data Availability The datasets generated during and/or analysed during the current study are available from the corresponding author on reasonable request.

## Declarations

Conflict of interest The author declares that he has no known competing financial interests that could have appeared to influence the work reported in this paper.

Open Access This article is licensed under a Creative Commons Attribution 4.0 International License, which permits use, sharing, adaptation, distribution and reproduction in any medium or format, as long as you give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons licence, and indicate if changes were made. The images or other third party material in this article are included in the article's Creative Commons licence, unless indicated otherwise in a credit line to the material. If material is not included in the article's Creative Commons licence and your intended use is not permitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from the copyright holder. To view a copy of this licence, visit http://creativecommons.org/licenses/by/4.0/.

## References

1. Ewing, R.E., Wheeler, M.F.: Galerkin methods for miscible displacement problems in porous media. SIAM J. Numer. Anal. 17, 351-365 (1980)
2. Cavaliere, P., Zavarise, G., Perillo, M.: Modeling of the carburizing and nitriding processes. Comput. Mater. Sci. 46, 26-35 (2009)
3. Cercignani, C., Gamba, I.M., Jerome, J.W., Shu, C.-W.: Device benchmark comparisons via kinetic, hydrodynamic, and high-field models. Comput. Methods Appl. Mech. Eng. 181, 381-392 (2000)
4. Cercignani, C., Gamba, I.M., Levermore, C.D.: High field approximations to Boltzmann-Poisson system boundary conditions in a semiconductor. Appl. Math. Lett. 10, 111-117 (1997)
5. Yan, J., Shu, C.-W.: A local discontinuous Galerkin method for KdV type equations. SIAM J. Numer. Anal. 40(2), 769-791 (2002)
6. Levy, D., Shu, C.-W., Yan, J.: Local discontinuous Galerkin methods for nonlinear dispersive equations. J. Comput. Phys. 196, 751-772 (2004)
7. Korteweg, D.J., De Vries, G.: On the change of form of long waves advancing in a rectangular canal, and on a new type of long stationary waves. Philos. Mag. 91, 1007-1028 (2011)
8. Bona, J.L., Promislow, K.S., Wayne, C.E.: Higher-order asymptotics of decaying solutions of some nonlinear, dispersive, dissipative wave equations. Non-linearity 8, 1179-1206 (1995)
9. Benjamin, T.B., Bona, J.L., Mahony, J.J.: Model equations for long waves in nonlinear dispersive systems. Philos. Trans. R. Soc. Lond. Ser. A Math. Phys. Sci. 272, 47-78 (1972)
10. Chertock, Alina, Levy, Doron: Particle methods for dispersive equations. J. Comput. Phys. 171(2), 708730 (2001)
11. Rosenau, P., Hyman, J.M.: Compactons: solitons with finite wavelength. Phys. Rev. Lett. 70(5), 564-567 (1993)
12. Han, S.M., Benaroya, H., Wei, T.: Dynamics of transversely vibrating beams using four engineering theories. J. Sound Vib. 225, 935-988 (1999)
13. Ascher, U.M., Ruuth, S.J., Spiteri, R.J.: Implicit-explicit Runge-Kutta methods for time-dependent partial differential equations. Appl. Numer. Math. 25, 151-167 (1997)
14. Kennedy, C.A., Carpenter, M.H.: Additive Runge-Kutta schemes for convection-diffusion-reaction equations. Appl. Numer. Math. 44(1-2), 139-181 (2003)
15. Pareschi, L., Russo, G.: Implicit-explicit Runge-Kutta schemes and applications to hyperbolic systems with relaxations. J. Sci. Comput. 25, 129-155 (2005)
16. Calvo, M.P., Frutos, J.D., Novo, J.: Linearly implicit Runge-Kutta methods for advection-reactiondiffusion equations. Appl. Numer. Math. 37, 535-549 (2001)
17. Hundsdorfer, W., Verwer, J.: Numerical Solution of Time-Dependent Advection-Diffusion-Reaction Equations, vol. 33. Springer, Berlin (2003)
18. Boscarino, S., Russo, G.: On a class of uniformly accurate IMEX Runge-Kutta schemes and applications to hyperbolic systems with relaxation. SIAM J. Sci. Comput. 31(3), 1926-1945 (2009)
19. Dimarco, G., Pareschi, L.: Asymptotic preserving implicit-explicit Runge-Kutta methods for nonlinear kinetic equations. SIAM J. Numer. Anal. 51(2), 1064-1087 (2013)
20. Tan, M., Cheng, J., Shu, C.-W.: Stability of high order finite difference and local discontinuous Galerkin schemes with explicit-implicit-null time-marching for high order dissipative and dispersive equations. J. Comput. Phys. 464, 111314 (2022)
21. Filbet, F., Jin, S.: A class of asymptotic-preserving schemes for kinetic equations and related problems with stiff sources. J. Comput. Phys. 229(20), 7625-7648 (2010)
22. Boscarino, S., Pareschi, L., Russo, G.: Implicit-explicit Runge-Kutta schemes for hyperbolic systems and kinetic equations in the diffusion limit. SIAM J. Sci. Comput. 35(1), A22-A51 (2013)
23. Boscarino, S., Filbet, F., Russo, G.: High order semi-implicit schemes for time dependnet partial differential equations. J. Sci. Comput. 68, 975-1001 (2016)
24. Boscarino, S., Russo, G.: Flux-explicit IMEX Runge-Kutta schemes for hyperbolic to parabolic relaxation problems. SIAM J. Numer. Anal 51(1), 163-190 (2013)
25. Zhang, M.P., Shu, C.-W.: An analysis of three different formulations of the discontinuous Galerkin method for diffusion equations. Math. Models Methods Appl. Sci. 13, 395-413 (2003)
26. Wang, H., Zhang, Q., Wang, S., Shu, C.-W.: Local discontinuous Galerkin methods with explicit-implicitnull time discretizations for solving nonlinear diffusion problems. SCI. CHINA Math. 63, 187-208 (2020)
27. Tan, M., Cheng, J., Shu, C.-W.: Stability of high order finite difference schemes with explicit-implicitnull time-marching for convection-diffusion and convection-dispersion Equations. Int. J. Numer. Anal. Mod. 18, 362-383 (2021)
28. Boscarino, S., LeFloch, F.G., Russo, G.: High-order asymptotic-preserving methods for fully nonlinear relaxation problems. SIAM J. Sci. Comput. 36(2), A377-A395 (2014)
29. Boscarino, S., Bürger, R., Mulet, P., Russo, G., Villada, L.M.: Linearly implicit IMEX Runge-Kutta methods for a class of degenerate convection-diffusion problems. SIAM J. Sci. Comput. 37, B305-B331 (2015)
30. Boscarino, S., Bürger, R., Mulet, P., Russo, G., Villada, L.M.: On linearly implicit IMEX Runge-Kutta methods for degenerate convection-diffusion problems modeling polydisperse sedimentation. Bull. Braz. Math. Soc. New Ser. 47(1), 171-185 (2016)
31. Cockburn, B., Shu, C.-W.: The local discontinuous Galerkin method for time-dependent convectiondiffusion systems. SIAM J. Numer. Anal. 35, 2440-2463 (1998)
32. Shi, H., Li, Y.: Local discontinuous Galerkin methods with implicit-explicit multistep time-marching for solving the nonlinear Cahn-Hilliard equation. J. Comput. Phys. 394, 719-731 (2019)
33. Tao, Q., Xu, Y., Shu, C.-W.: An ultraweak-local discontinuous Galerkin method for PDEs with high order spatial derivatives. Math. Comput. 89, 2753-2783 (2020)
34. Xu, Y., Shu, C.-W.: Local discontinuous Galerkin methods for the Kuramoto-Sivashinsky equations and the Ito-type coupled KdV equations. Comput. Methods Appl. Mech. Eng. 195, 3430-3437 (2006)
35. Yan, J., Shu, C.-W.: Local discontinuous Galerkin methods for partial differential equations with higher order derivatives. J. Sci. Comput. 17, 1-4 (2002)
36. Golub, G.H., van Loan, C.F.: Matrix Computations. JHU Press, Baltimore (2013)
37. Shaked-Monderer, N., Berman, A.: Copositive and Completely Positive Matrices. World Scientific, Singapore (2021)
38. LeVeque, R.J.: Finite Difference Methods for Ordinary and Partial Differential Equations: Steady-State and Time-Dependent Problems. Society for Industrial and Applied Mathematics, Philadelphia (2007)
39. Hairer, E., Wanner, G.: Solving ordinary differential equation II. Stiff and differential algebraic problems. Springer Series in Computational Mathematics, 14. Springer (second revised edition 1996), corrected second printing (2002)
40. Boscarino, S.: Error analysis of IMEX Runge-Kutta methods derived from differential algebraic systems. SIAM J. Numer. Anal. 45, 1600-1621 (2007)
41. Boscarino, S., Qiu, J.M., Russo, G., Xiong, T.: A high order semi-implicit IMEX WENO scheme for the all-Mach isentropic Euler system. J. Comput. Phys. 392, 594-618 (2019)
42. Boscarino, S., Qiu, J.M., Russo, G., Xiong, T.: High order semi-implicit WENO schemes for all-Mach full Euler system of gas dynamics. SIAM J. Sci. Comput. 44(2), B368-B394 (2022)
43. Jiang, G.S., Shu, C.-W.: Efficient implementation of weighted ENO schemes. J. Comput. Phys. 126, 202-228 (1996)
44. Liu, X.D., Osher, S., Chan, T.: Weighted essentially non-oscillatory scheme. J. Comput. Phys. 115, 200-212 (1994)
45. Shu, C.W.: Essentially non-oscillatory and weighted essentially non-oscillatory schemes for hyperbolic conservation laws. In: Advanced Numerical Approximation of Nonlinear Hyperbolic Equations. Lecture Notes in Mathematics, vol. 1697. Springer, Berlin (1998)
46. Cheng, K.L., Feng, W.Q., Wang, C., Wise, S.M.: An energy stable fourth order finite difference scheme for the Cahn-Hilliard equation. J. Comput. Appl. Math. 362, 574-595 (2019)
47. Samelson, R., Temam, R., Wang, C., Wang, S.H.: A fourth-order numerical method for the planetary geostrophic equations with inviscid geostrophic balance. Numer. Math. 107, 669-705 (2007)
48. Gustafsson, B., Kreiss, H.-O., Oliger, J.: Time-Dependent Problems and Difference Methods. Wiley, New York (1995)
49. Zel'dovich, Y.B., Kompaneetz, A.S.: Towards a theory of heat conduction with thermal conductivity depending on the temperature. In: Collection of Papers Dedicated to the 70th Anniversary of A. F. Ioffe, Izd. Akad. Nauk SSSR, Moscow, pp. 61-72 (1950)
50. Barenblatt, G.I.: On self-similar motions of compressible fluid in a porous medium. Prikl. Mat. Mekh. 16, 679-698 (1952)
51. Nochetto, R.H., Verdi, C.: Approximation of degenerate parabolic problems using numerical integration. SIAM J. Numer. Anal. 25, 784-814 (1988)
52. Kačur, J., Handlovičová, A., Kačurová, M.: Solution of nonlinear diffusion problems by linear approximation schemes. SIAM J. Numer. Anal. 30, 1703-1722 (1993)
53. Aregba-Driollet, D., Natalini, R., Tang, S.: Explicit diffusive kinetic schemes for non-linear degenerate parabolic systems. Math. Comput. 73, 63-94 (2004)
54. Evje, S., Karlsen, K.H.: Viscous splitting approximation of mixed hyperbolic-parabolic convectiondiffusion equations. Numer. Math. 83, 107-137 (1999)
55. Pop, I.S., Yong, W.: A numerical approach to degenerate parabolic equations. Numer. Math. 92, 357-381 (2002)
56. Cavalli, F., Naldi, G., Puppo, G., Semplice, M.: High-order relaxation schemes for non-linear degenerate diffusion problems. SIAM J. Numer. Anal. 45, 2098-2119 (2007)
57. Zhang, Q., Wu, Z.: Numerical simulation for porous medium equation by local discontinuous Galerkin finite element method. J. Sci. Comput. 38, 127-148 (2009)
58. Liu, Y., Shu, C.-W., Zhang, M.: High order finite difference WENO schemes for nonlinear degenerate parabolic equations. SIAM J. Sci. Comput. 33(2), 939-965 (2011)
59. Kurganov, Alexander, Tadmor, Eitan: New high-resolution central schemes for nonlinear conservation laws and convection-diffusion equations. J. Comput. Phys. 160(1), 241-282 (2000)

Publisher's Note Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.


[^0]:    Boscarino Sebastiano
    sebastiano.boscarino@unict.it
    1 Department of Mathematics and Computer Science, University of Catania, Catania, Italy

[^1]:    ${ }^{1}$ A tridiagonal matrix $\operatorname{tridiag}\left(a_{i}, d_{i}, c_{i}\right)$ is irreducible iff all the $a_{i}, c_{i}$ are nonzero. A matrix which is not irreducible is called reducible, $[36,37]$.
    ${ }^{2}$ A diagonally dominant symmetric matrix $A$ with nonnegative diagonal entries is positive semidefinite. Moreover, if $A$ is irreducible, and $\left|a_{i i}\right|>\sum_{j=1, j \neq i}^{n}\left|a_{i j}\right|$ for at least one $i$, then $A$ is nonsingular, [37].
    ${ }^{3}$ A $n \times n$ matrix $A$ is positive define iff it is a nonsingular positive semidefinite matrix, [37].

