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Abstract
Weaddress a three-tier data-driven approach for the numerical solution of the inverse problem
in Partial Differential Equations (PDEs) and for their numerical bifurcation analysis from
spatio-temporal data produced by Lattice Boltzmannmodel simulations usingmachine learn-
ing. In the first step, we exploit manifold learning and in particular parsimonious Diffusion
Maps using leave-one-out cross-validation (LOOCV) to both identify the intrinsic dimension
of themanifoldwhere the emergent dynamics evolve and for feature selection over the param-
eter space. In the second step, based on the selected features, we learn the right-hand-side
of the effective PDEs using two machine learning schemes, namely shallow Feedforward
Neural Networks (FNNs) with two hidden layers and single-layer Random Projection Net-
works (RPNNs),which basis functions are constructed using an appropriate random sampling
approach. Finally, based on the learned black-box PDE model, we construct the corre-
sponding bifurcation diagram, thus exploiting the numerical bifurcation analysis toolkit.
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For our illustrations, we implemented the proposed method to perform numerical bifurcation
analysis of the 1D FitzHugh-Nagumo PDEs from data generated by D1Q3 Lattice Boltz-
mann simulations. The proposed method was quite effective in terms of numerical accuracy
regarding the construction of the coarse-scale bifurcation diagram. Furthermore, the pro-
posed RPNN scheme was ∼ 20 to 30 times less costly regarding the training phase than the
traditional shallow FNNs, thus arising as a promising alternative to deep learning for the
data-driven numerical solution of the inverse problem for high-dimensional PDEs.

Keywords Machine learning · Lattice Boltzmann modelling · Diffusion maps · Partial
differential equations · Inverse problem · Random projection Neural networks · Numerical
bifurcation analysis

1 Introduction

The discovery of physical laws and the numerical solution of the inverse problem in complex
systems modelling, i.e. the construction of Partial Differential Equations (PDEs) for the
emergent dynamics from data and consequently the systematic analysis of their dynamics
with established numerical analysis techniques is a holy grail in the study of complex systems
and has been the focus of intense research efforts over the the last years [1–4]. From the early
’90s, exploiting both theoretical and technological advances, researchers employed machine
learning algorithms for system identification using macroscopic observations, i.e. assuming
that we already know the set of coarse variables to model the underlying dynamics and
the derivation of normal forms ([5–15]). More recently, Bongard and Lipson [16] proposed
a method for generating symbolic equations for nonlinear dynamical systems that can be
described by ordinary differential equations (ODEs) from time series. Brunton et al. [17]
addressed the so-called sparse identification of nonlinear dynamics (SINDy)method to obtain
explicit data-driven PDEs when the variables are known, and construct normal forms for
bifurcation analysis. Wang et al. [3] addressed a physics-informed machine learning scheme
based on deep learning to learn the solution operator of arbitrary PDEs. Kovachki et al.
[4] addressed the concept of Neural Operators, mesh-free, infinite dimensional operators
with neural networks, to learn surrogate functional maps for the solution operators of PDEs.
Recently, Vlachas et al. [18] used ANNs and autoencoders to learn the dynamics of complex
systems, thus exploiting the concept of lifting and restriction operators as addressed in the
Equation-free framework.

However, for complex systems, such “good” macroscopic observables that can be used
effectively for modelling the dynamics of the emergent patterns are not always directly avail-
able. Thus, such an appropriate set of “hidden” macroscopic variables have to be identified
from data. Such data can be available either directly from experiments and/or from detailed
simulations using for example molecular dynamics, agent-based models, Monte-Carlo and
kinetic-based model simulations. Hence, all in all, we are confronted with two major prob-
lems: (a) the identification of a set of appropriate variables that define (parametrize) the
emerging (coarse-gained) dynamics, (b) the construction of models based on these variables.
In the early 2000’s, the Equation-Free and Variable-Free multiscale framework [19–23] pro-
vided a systematic framework for the numerical analysis (numerical bifurcation analysis,
design of controllers, optimization, rare-events analysis) of the emergent dynamics as well
as for the acceleration of microscopic/mesoscale/large-scale simulations, by bridging the
micro/mesoscale where the physical laws may be known and the macroscopic scale where

123



Journal of Scientific Computing (2022) 92 :34 Page 3 of 30 34

the emergent dynamics evolve. This bridging is achieved via the concept of the “coarse time
steppers”, i.e. the construction of a black-box map on the macroscopic scale. By doing so,
one can performmultiscale numerical analysis, even for microscopically large-scale systems
tasks by exploiting the algorithms (toolkit) of matrix-free methods in the Krylov subspace
[19, 23–27], thus bypassing the need to construct explicitly models in the form of PDEs.
In the case when the macroscopic variables are not known a-priori, one can resort to non-
linear manifold learning algorithms such as Diffusion maps [28–31] to identify the intrinsic
dimension of the slow manifold where the emergent dynamics evolve.

Over the last fewyears, efforts havebeen focusedondevelopingphysics-informedmachine
learning methods for solving both the forward and inverse problems, i.e. the numerical
solution of high-dimensionalmultiscale problems described by PDEs, and that of discovering
the hidden physics [1, 32–35], thus both identifying the set to coarse observables and based
on them to learn the effective PDEs. Lee et al. [35] presented a methodology to find the right-
hand-side of macroscopic PDEs directly from data using Diffusion maps and Automatic
Relevance Determination for selecting a good set of macroscopic variables, and Gaussian
processes and artificial neural networks for modelling purposes. The approach was applied
to learn a “black-box” PDE from data produced by Lattice Boltzmann simulations of the
FitzHugh-Nagumo PDEs at a specific value of the bifurcation parameter where sustained
oscillations are observed.

In this paper, building on previous efforts [35], we address a data-driven numerical
framework based on machine learning for the numerical bifurcation analysis of PDEs from
spatio-temporal data produced by high-dimensional kinetic-based model (here D1Q3 Lat-
tice Boltzmann model) simulations. For the discovery of an appropriate set of coarse-gained
variables, we used parsimonious Diffusion maps [36, 38], while for the identification of the
right-hand side of the coarse-grained PDEs, we used shallow Feedforward Neural Networks
(FNNs) and Random Projection Neural Networks (RPNNs), thus proposing an appropriate
sampling approach for the construction of the (random) basis functions. For our illustrations,
we have used a D1Q3 Lattice Boltzmann model simulator of the FitzHugh Nagumo (FHN)
spatio-temporal dynamics. Upon training, the tracing of the coarse-grained bifurcation dia-
gram was obtained by coupling the machine learning models with the pseudo-arc-length
numerical continuation approach. The performance of the machine learning schemes was
compared with the reference bifurcation diagram obtained by the one obtained with central
finite difference discretization of the FHN PDEs.

2 Methodology

The pipeline of the proposed machine learning framework for the coarse-grained numerical
bifurcation analysis from spatio-temporal data produced from detailed high-dimensional
spatio-temporal LBM simulations consists of three tasks: (a) the identification of a set of
coarse-scale variables from the spatio-temporal data usingmanifold learning and in particular
parsimonious Diffusion maps using leave-one-out cross-validation (LOOCV), (b) based on
the parsimonious coarse-grained set of variables, the reconstruction of the right-hand-side of
the effective PDEs using machine learning and, (c) based on the machine learning models,
the construction of the coarse-scale bifurcation diagrams of the emergent dynamics using the
numerical bifurcation analysis toolkit.

The assumption here is that the emergent dynamics of the complex system under study
on a domain � × [t0, tend ] ⊆ R

d × R can be modelled by a system, of say m PDEs in the
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form of:

∂u(i)(x, t)

∂t
≡ u(i)

t =F (i)(t, x, u(x, t),Du(x, t),D2u(x, t), . . . ,Dνu(x, t), ε),

(x, t) ∈ � × [t0, tend ], i = 1, 2, . . . ,m
(1)

where u(x, t) = [u(1)(x, t), . . . , u(m)(x, t)], F (i), i = 1, 2, . . .m is a non-linear operator,
Dνu(x, t) is the generic multi-index ν-th order spatial derivative at time t i.e.:

Dνu(x, t) :=
{

∂ |ν|u(x, t)

∂xν1
1 · · · ∂xνd

d

, |ν| = ν1 + ν2 + · · · + νd , ν1, . . . , νd ≥ 0

}
, (2)

and ε denotes the (bifurcation) parameters of the system.
The boundary conditions read:

B(i)
l (u(i)(x, t)) = h(i)

l (x, t) x ∈ ∂�l , (3)

where {∂�l} denotes an l partition of the boundary of �, and initial conditions

u(i)(x, t0) = u(i)
0 , x ∈ �. (4)

The right-hand-side of the i-th PDE depend on say γ (i) number of variables and bifurcation
parameters from the set of variables

S(i) = {x, u(x, t),Du(x, t),D2u(x, t), . . . ,Dνu(x, t), ε}.
Let us denote this set as S(i), with cardinality |S(i)| = γ (i). Hence, at each spatial point

xq , q = 1, 2, . . . , M and time instant ts, s = 1, 2, . . . , N the set of features for the i-th PDE
can be described by a vector zq(ts) ∈ R

γ (i).
Here, we assume that such PDEs in principle exist but there are not available in a closed-form.
Instead, we assume that we have detailed observations from detailed/high-dimensional
kinetic-based model simulations fromwhich we can compute the time and spatial derivatives
of all the observables in N points in time and M points in space using e.g., finite differ-
ences. Thus, we aim to (a) identify the intrinsic dimension of the manifold on which the
coarse-grained dynamics evolve, i.e. for each PDE identify γ (i), and the coordinates that
define the low-dimensional manifold, i.e., the sets S(i), and based on them (b) identify the
right-hand-side (RHS) of the effective PDEs using machine learning.
To demonstrate the proposed approach, we have chosen to produce high-dimensional data
from D1Q3 Lattice Boltzmann model (LBM) simulations of the coupled FitzHugh-Nagumo
PDEs of activation-inhibition dynamics. Using the LBMsimulator, we produced data in space
and time from different initial conditions and values of the bifurcation parameter. For the
identification of an appropriate set of coarse-scale variables that define the low-dimensional
manifold on which the dynamics evolve, we performed feature selection using parsimo-
nious Diffusion Maps [36–38]. Then, we trained the machine learning schemes to learn the
right-hand-side of the PDEs on the low-dimensional manifold. Based on the constructed
models, we performed numerical bifurcation analysis employing the pseudo-arc-length con-
tinuation method. The performance of the proposed data-driven scheme for constructing the
coarse-grained bifurcation diagram was validated against the one computed with the FHN
PDEs using finite difference discretization. A schematic overview of the proposed framework
for the case of two effective PDEs (as in the problem of the FitzHugh-Nagumo activation-
inhibition dynamics) is shown in Fig. 1.
In what follows, we first describe the parsimonious Diffusion Maps algorithm for feature
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Fig. 1 Schematic of the three-stage workflow for constructing coarse-grained bifurcation diagrams from fine
scale observations using the paradigm of two parabolic PDEs: 1) Identify a set of parsimonious coarse-grained
observables using Diffusion Maps from high-dimensional spatio-temporal data (here produced from D1Q3
Lattice Boltzmann model simulations) and compute their spatial and time derivatives using finite differences,
2) “learn” the right-hand-side of the PDEs using machine learning (here shallow FNNs with 2 hidden layers
and single-layer RPNNs), and, 3) employ the numerical bifurcation analysis toolkit (here the pseudo-arc-
length-continuation method) to construct the coarse-grained bifurcation diagram

selection. Then, we present the machine learning schemes used for identifying the right-
hand-side of the effective PDEs from the LBM simulations, and then we show how one
can couple the machine learning models with the pseudo-arc-length continuation method to
construct the coarse-scale bifurcation diagrams. Finally, we present the numerical results and
compare the performance of the proposed machine learning schemes.

2.1 Parsimonious DiffusionMaps

Diffusion Maps is a non-linear manifold learning algorithm [28–30] that identifies a low-
dimensional representation yi ∈ R

μ of a point zi ∈ R
n, i = 1, 2, . . . N in the high

dimensional space (μ << n) addressing the diffusion distance among points as the pre-
served metric [30]. Diffusion Maps assume that the high-dimensional data are embedded
in a smooth low-dimensional manifold. It can be shown that the eigenvectors of the large
normalized kernel matrices constructed from the data converge to the eigenfunctions of
the Laplace-Beltrami operator on this manifold at the limit of infinite data [28, 30]. The
approximation of this Laplace-Beltrami operator is made by representing the weighted edges
connecting nodes i and j commonly by a normalized diffusion kernel matrix W with ele-
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ments:

wi j = exp

(
−||zi − z j ||2

σ

)
. (5)

Then, one can define the N × N diffusion matrix P by:

P = D−1W , D = diag

⎛
⎝ N∑

j=1

wi j

⎞
⎠ (6)

which elements pi j correspond to the probability of jumping from one point to another in
the high-dimensional space.

Taking the power of t of the diffusion matrix P is essentially identical of observing t steps
forward of a Markov chain process Zt on the data points. Thus, the transition probability of
moving from point i to point j reads:

pi j = p(zi , z j ) = Prob(Zt+1 = z j |Zt = zi ). (7)

On the weighted graph, the random walk can be defined as:

pi j = p(zi , z j ) = wi j

deg(zi )
, (8)

where deg(zi ) denotes the weighted degree of the point i defined as:

deg(zi ) =
∑
j

wi j . (9)

At the next step, it is easy to compute the graph Laplacian matrix P̃ defined as:

P̃ = D̃1/2PD−1/2. (10)

The eigendecomposition of P̃ results to P̃ = U�U∗, where � is a diagonal matrix with the
eigenvalues and U is the matrix with columns the eigenvectors of P̃ . The eigenvalues of P
are the same of P̃ since P is the adjoint of the symmetric matrix P , while the left and right
eigenvectors of P (say � and 	) are related to those of P̃ as [39]:

� = UD1/2, 	 = UD−1/2. (11)

The embedding of the manifold in μ dimensions is realized by taking the first μ non-
trivial/parsimonious eigenvectors of P̃:

yi = (λt1φ1,i , . . . , λ
t
μφμ,i ), i = 1, . . . , N , (12)

where t denotes the number of diffusion steps (usually t = 1) and λ1, . . . , λμ the eigenvalues
in descending order. For any pair of points zi and z j , the diffusion distance at the time step
t is defined as:

D2
t (zi , z j ) =

∑
k

(pt (zi , zk) − pt (z j , zk))2

�0(zk)
, (13)

where �0 denotes the stationary distribution of the random walk described by the diffusion
matrix P [40]:

�0(zi ) = deg(zi )∑
z j∈Z deg(z j )

. (14)
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In practice, the embedding dimension μ is determined by the spectral gap in the eigenvalues
of the final decomposition. Such a numerical gap means that the first few eigenvalues would
be adequate for the approximation of the diffusion distance between all pairs of points [28,
29]. Here we retain only the μ parsimonious eigendimensions of the final decomposition as
proposed in [36, 38].

2.1.1 Feature Selection Using Diffusion Maps with Leave-One-Out Cross-Validation
(LOOCV)

Here, by identifying the coarse-scale spatio-temporal behaviour of a system of PDEs, we
mean learning their right-hand-sides as a black-box model. Hence, we first have to deal with
the task of discovering a set of coarse-grained variables embedded in the high-dimensional
input data space. For this task, one can employ various methods for feature selection such
as LASSO [41, 42] and Random Forests [43–45]. In our framework, we used a method that
extracts the dominant features based on manifold parametrization through output-informed
Diffusion Maps [36]. The core assumption of this method is that given a dataset in a high-
dimensional space, then we can parametrize it on a lower-dimensional manifold.
For this purpose, given a set of φ1,φ2, . . . ,φk−1 ∈ R

N Diffusion Maps eigenvectors, for
each element i = 1, 2 . . . , N of φk , we use a local linear regression model:

φk,i ≈ αk,i + βT
k,i�k−1,i , i = 1, 2, . . . , N (15)

to investigate if φk is a dependent eigendirection;�k−1,i = [φ1,i , φ2,i , . . . , φ
T
k−1,i ], αk,i ∈ R

and βk,i ∈ R
k−1. The values of parameters αk,i and βk,i are found solving an optimization

problem of the form:

α̂k,i , β̂k,i = argmin
α,β

∑
j 	=i

K (�k−1,i ,�k−1, j )(φk, j − (α + βT�k−1, j ))
2, (16)

where K is a kernel weighted function, usually the Gaussian kernel:

K (�k−1,i ,�k−1, j ) = exp

(
−||�k−1,i − �k−1, j ||

σ 2

)
, (17)

where σ is the shape parameter. The final normalized leave-one-out cross-validation
(LOOCV) error for this local linear fit is defined as:

rk =
√√√√∑N

i=1(φk,i − (α̂k,i + β̂T
k,i�k−1,i )2∑μ

i=1(φk,i )2
. (18)

For small values of rk , φk is considered to be dependent of the other eigenvectors and hence
is considered a harmomic or repeated eigendirection, while large values of rk , suggest that
φk can serve as a new independent eigendirection.

In our approach, we provide as inputs to the Diffusion Maps algorithm the combined
input-output domain (the observables zi and their spatial and time derivatives). In principle,
any of the subsets that is capable to parametrize the discovered embedding coordinates that
were chosen after the above described methodology, can be considered as a new possible
input data domain that can be used for learning the right-hand-side of the effective PDEs.
Actually, we find the subsets of variables of the input space that minimally parametrize the
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intrinsic embedding by quantifying it with a total regression loss LT based on amean squared
error:

LT =
(

μ∑
k=1

L2
φk

) 1
2

. (19)

Here, as Lφk
, we define the regression loss for representing the intrinsic coordinate φk as:

Lφk
= 1

N

N∑
i=1

(φk,i − g(·))2, (20)

where g(·) is the output of the regressors with inputs the values of the features in the ambient
space and target values the eigenvectors φk . Note, that in this procedure, we did not include
the values of the bifurcation parameter into the dataset. We have chosen to employ the above
method separately for every subset of the same value of the bifurcation parameter and finally
to select the subset of features with the minimum sum of the total regression losses across
all the embedding spaces.

2.2 Shallow Feedforward Neural Networks

It is well known that FNNs are universal approximators of any (piecewise) continuous (multi-
variate) function, to any desired accuracy [46–50]. This implies that any failure of a network
must arise from an inadequate choice/calibration of weights and biases or an insufficient
number of hidden nodes.

The output of a FNN with two hidden layers, with H hidden units in each layer, that
models the right-hand-side of the i-th PDE at each input point z(i)(xq , ts) ∈ R

γ (i), evaluated
at each point in space xq , q = 1, . . . , M , and time ts, s = 1, 2, . . . , N can be written as:

û(i)
t (xq , ts) = F̂ (i)(z(i)(xq , ts);W1(i),W2(i), b1(i), b2(i),ωo(i), bo(i))

=
H∑
j=1

ω
o(i)
j ψ

(
H∑
l=1

[ωl jψ(ω
(i)
l · z(i)(xq , ts) + b1(i)l ) + b2(i)j

)
] + bo(i).

(21)

ψ(.) is the activation function (based on the above formulation it is assumed to be the same
for all nodes in the hidden layers) ωo(i) = (ω

o(i)
1 , ω

o(i)
2 , . . . , . . . ω

o(i)
H ) ∈ R

1×H are the
external weights connecting the second hidden layer and the output, bo(i) ∈ R is the bias
of the output node, the matrix W1(i) ∈ R

H×γ (i) with rows ω
1(i)
l ∈ R

γ (i) are the weights

connecting the input and the first hidden layer, b1(i) = (b1(i)1 , b1(i)2 , . . . , b1(i)H ) ∈ R
H are the

biases of the nodes of the first hidden layer, the matrix W2(i) ∈ R
H×H contains the weights

ωl j connecting the l-th unit of the first hidden layer with the j-th unit of the second hidden

layer and b2(i) = (b2(i)1 , b2(i)2 , . . . , b2(i)H ) ∈ R
H are the biases of the second hidden layer.

In the same way, one can easily extend the above formula for more than two hidden layers.
Then, a loss function for each one of the m PDEs can be specified as:

E (i) =
M∑

q=1

N∑
s=1

(u(i)
t (xq , ts) − û(i)

t (xq , ts))2, (22)

Foresee and Hagan ([51]) showed that adding the regularization term Eω = ∑H
j=1 ω2

j to the
cost function will maximize the posterior probability based on Bayes’ rule. Hence, the total
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cost function is:

Etotal = E + λEw, (23)

where λ is the regularization parameter that has to be tuned. For our simulations, we used
the Bayesian regularized back-propagation updating the weight values using the Levenberg-
Marquadt algorithm. ([52]) as implemented in Matlab2020b.

2.3 Random Projection Neural Networks

Random Projection Neural Networks (RPNNs) are a family of neural networks including
Random Vector Functional Links (RVFLs) [53, 54], Reservoir Computing/ Echo state net-
works [55, 56], Extreme Learning Machines [57] and Liquid-State Networks [58]. The basic
idea, which seed can be found in the pioneering work of Rosenblatt back in ’60s [59], behind
all these approaches is to use FNNs with fixed-weights between the input and the hidden
layer(s), fixed biases for the nodes of the hidden layer(s), and a linear output layer. Based
on that configuration, the output is projected linearly onto the functional subspace spanned
by the nonlinear basis functions of the hidden layer, and the only remaining unknowns are
the weights between the hidden and the output layer. Their estimation is done by solving a
nonlinear regularized least squares problem [60, 61]. The universal approximation properties
of the RPNNs has been proved in a series of papers (see e.g. [53, 54, 56, 57]). In general, the
universal approximation property of random projections can be rationalized by the celebrated
Johnson-Lindenstrauss (JL) Theorem [62]:

Theorem 1 (Johnson-Lindenstrauss) Let Z ∈ R
n×N matrix with N points zi ∈ R

n. Then,
∀ε ∈ (0, 1) and μ ∈ N such that μ ≥ O( ln N

ε2
), there exists a map G : Rn → R

μ such that
∀zi , z j ∈ Z:

(1 − ε)‖zi − z j‖2 ≤ ‖G(zi ) − G(z j )‖2 ≤ (1 + ε)‖zi − z j‖2. (24)

Note, that while the above theorem is deterministic, its proof relies on probabilistic tech-
niques combined with Kirszbraun’s theorem to yield a so-called extension mapping [62]. In
particular, it can be shown, that one of the many such embedding maps is simply a linear
projection matrix R with entries ri j that are i.i.d. random variables sampled from a normal
distribution. In particular, the JL Theorem may be proved using the following lemma.

Lemma 1 LetZ be a set of N points inRn and let G(z) be the random projection defined by

G(z) = 1√
μ
R z, z ∈ R

n,

where R = [ri j ] ∈ R
μ×n has components that are i.i.d. random variables sampled from a

normal distribution. Then, ∀ z ∈ Z
(1 − ε)‖z‖2 ≤ ‖G(z)‖2 ≤ (1 + ε)‖z‖2

is true with probability p ≥ 1 − 2 exp
(−(ε2 − ε3)

μ
4

)
.

Similar proofs have been given for distributions different from the normal one (see, e.g.
[63–66]).

The above is a featuremapping,whichmay result in a dimensionality reduction (μ < n) or,
in analogy to the case of kernel-based manifold learning methods, a projection into a higher
dimensional space (μ > n). We also note that while the above linear random projection is but
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one of the choices for constructing a JL embedding, it has been experimentally demonstrated
and/or theoretically proven that appropriately constructed nonlinear randomembeddingsmay
outperform simple linear random projections. For example, in [67] it was shown that deep
networks with random weights for each layer result in even better approximation accuracy
than the simple linear random projection.

Here, for learning the right-hand-side of the set of PDEs, we used RPNNs (in the form of
an Extreme Learning Machine [57]) with a single hidden layer [60]. For H hidden units in
the hidden layer, the output of the proposed RPNN can be written as:

û(i)
t (xq , ts) = F̂ (i)(z(i)(xq , ts);W(i), b(i),ωo(i), bo(i)) =

=
H∑
j=1

ω
o(i)
j ψ(ω

(i)
j · z(i)(xq , ts) + b(i)

j ) + bo(i),
(25)

where z(i)(xq , ts) ∈ R
γ (i) denotes the inputs computed at each point in space xq , q =

1, . . . , M , and time ts, s = 1, 2, . . . , N , ψ(.) is the activation function ωo(i) =
(ω

o(i)
1 , ω

o(i)
2 , . . . , . . . ω

o(i)
H ) ∈ R

1×H are the external weights connecting the hidden layer
and the output and bo(i) ∈ R is the bias of the output node, while the matrixW(i) ∈ R

H×γ (i)

with rows ω
(i)
j ∈ R

γ (i)
and b(i) = (b(i)

1 , b(i)
2 , . . . , b(i)

H ) ∈ R
H are the weights connecting

the input and the hidden layer and the biases of the hidden layer, respectively. Now, in the
proposed RPNN scheme, ω(i)

j and b(i)
j are random variables drawn from appropriate uniform

distributions, the output bias bo is set to zero, and the output weights ωo(i) ∈ R
1×H are

determined solving a linear least squares problem:

û(i)
t = ωo(i)A(i), i = 1, . . . ,m, (26)

where û(i)
t ∈ R

MN is the vector collecting all the outputs û(i)
t (xq , ts) of the RPNN for

q = 1, . . . , M and s = 1, . . . , N , and the matrix A(i) ∈ R
H×MN is the matrix which

elements A j,k are given by:

A(i)
j,k = ψ(ω

(i)
j · z(i)k + b(i)

j ), (27)

where z(i)k = z(i)(xq , ts) and k = q+(s−1)M . Regarding the regression problem, generally
H << MN , the system Eq. (26) is over-determined. As the resulting projection matrix A
is not guaranteed to be full row-rank the solution can be computed with Singular Value
Decomposition (SVD). Given the SVD decomposition of A, the pseudo inverse A+ is:

A(i) = U�V T , (A(i))+ = V�+UT , (28)

whereU ∈ R
H×H and V ∈ R

MN×MN are the unitary matrices of left and right eigenvectors
respectively, and � ∈ R

H×MN is the diagonal matrix of H singular values σ j . Finally, in
order to regularize the problem, we can select just H̃ < H singular values σ̃ that are greater
than a given tolerance, i.e., σ̃ ∈ {σ j | σ j > tol, j = 1, . . . , H}. Hence, the output weights
ωo(i) are computed as:

ωo(i) = û(i)
t Ṽ �̃+Ũ T . (29)

where Ũ ∈ R
H×H̃ , Ṽ ∈ R

MN×H̃ and �̃ ∈ R
H̃×H̃ are restricted to the σ̃ s.

For the regression problem, we aim at learning the right-hand-side of the PDEs from
spatio-temporal data with single-layer RPNNs with H random basis functions:

ψ
(i)
j (z(i)) = ψ(ω

(i)
j · z(i) + b(i)

j ). (30)
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Then the approximated function F̂ (i) is just a linear combination of the random basis
functions ψ

(i)
j . For our computations, we selected as activation function the logistic sigmoid

ψ : y ∈ R → ψ(y) ∈ R given by:

ψ(y) = 1

1 + exp(−y)
, (31)

where, y is given by linear combination y = ω
(i)
j · z(i) + b(i)

j .

2.3.1 Random Sampling Procedure

For the construction of the appropriate set of random basis functions for the solution of the
inverse problem (i.e. that of learning the effective PDEs from data), we suggest a different
random sampling procedure, than the one usually implemented in RPNNs and in particular
in Extreme Learning Machines [60, 61, 68–71] for the solution of the forward problem, i.e.
that of the numerical solution of Partial Differential Equations. Since in the inverse problem,
we aim at solving a high-dimensional over-determined system (MN >> H ) is important to
parsimoniously select the underlying basis functionsψ

(i)
j , i.e. to seek for appropriate internal

weights W (i) and biases b(i) that lead to non-trivial functions.
In general, the weights ω

(i)
j and biases b(i)

j are uniformly random sampled from a subset

of the input/feature space, e.g., ω(i)
j , b(i)

j ∼ U([−1, 1]γ (i), where a high dimension γ (i) of
the input/feature space leads to the phenomenon referred as the "curse of dimensionality".
Indeed, it is necessary to use many function (H ∝ 10γ (i)) to correctly “explore” the input
space and come up with a good basis function.

Hence, our goal is to construct ω(i)
j and b(i)

j with a simple data-driven manifold learning

in order to have a basis of functionsψ
(i)
j that well describe the manifoldM(i) where the data

z(i)(xq , ts) ∈ M(i),∀q,∀s are embedded. It iswell-known that the output of a neuron is given
by a ridge function f : RH → R such that f (z1, . . . , zn) = g(aT · z), where g : R → R

and a ∈ R
n . The inflection point of the logistic sigmoid is at (y = 0, ψ(y) = 1/2). The

points that satisfy the following relation [60, 61]:

y = ω
(i)
j · z(i)(xq , ts) + b(i)

j = 0 (32)

form an hyperplane H(i)
j of RMN (MN dimension of z) defined by the direction of ω

(i)
j .

Along H j , ψ
(i)
j is constantly 1/2. We call the points c(i)

j ∈ H(i)
j the centers of the ridge

functionψ
(i)
j . Here the goal is to select H centers c(i)

j that lie on the manifoldM(i) (note that

this is not achieved by random weights and biases) and find directions w
(i)
j that make ψ

(i)
j

non-constant/non-trivial along M(i) (note that for ridge functions there are many directions
for which this does not happen).

Thus, here, being H << MN we suggest to uniformly random sample H points c(i)
j from

z(xq , ts) to be the centers of the functions ψ
(i)
j : in this way the inflection points of ψ

(i)
j are

on the manifold M. Also, we independently randomly sample other H points c̃(i)
j from the

inputs z(xq , ts). Then, we construct the hidden weights as:

ω
(i)
j = c̃(i)

j − c(i)
j , (33)
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in order to set the direction ω
(i)
j of the hyperplane H (i)

j parallel to the one connecting c̃(i)
j

and c(i)
j . By doing so, the ridge function will be constant on a direction orthogonal to the

connection between two points in the manifoldM(i) and along this line will change in value,
so it will be able to discriminate between the points lying on this direction. Thus, the biases
b(i)
j are set to:

b(i)
j = −ω

(i)
j · c(i)

j . (34)

Eq. (32) ensures that c(i)
j ∈ H(i)

j is a center of the ridge function.

3 Coarse-Grained Numerical Bifurcation Analysis From
Spatio-Temporal Data

For assessing the performance of the proposed scheme, we selected the celebrated, well
studied FitzHugh-Nagumo (FHN) model first introduced in [72] to simplify the Hodgkin-
Huxley model into a two-dimensional system of ODEs to describe the dynamics of the
voltage across a nerve cell. In particular, we considered the FHN equations which add a
spatial diffusion term to describe the propagation of an action potential as a traveling wave.
The bifurcation diagram of the one-dimensional set of PDEs is known to have a turning point
and two supercritical Andronov-Hopf bifurcation points. In what follows, we describe the
model along with the initial and boundary conditions and then we present the D1Q3 Lattice
Boltzmann model.

3.1 The FitzHugh-Nagumo PDEs

The evolution of activation u : [x0, xend ] × [t0, tend ] → R and inhibition v : [x0, xend ] ×
[t0, tend ] → R dynamics are described by the following two coupled nonlinear parabolic
PDEs:

∂u(x, t)

∂t
= Du ∂2u(x, t)

∂x2
+ u(x, t) − u(x, t)3 − v(x, t),

∂v(x, t)

∂t
= Dv ∂2v(x, t)

∂x2
+ ε(u(x, t) − α1v(x, t) − α0),

(35)

with homogeneous von Neumann Boundary conditions:

du(xend , t)

dx
= 0,

dv(x0, t)

dx
= 0.

du(xend , t)

dx
= 0,

dv(x0, t)

dx
= 0.

(36)

α0 and α1 are parameters, ε is the kinetic bifurcation parameter.
For our simulations, we have set x0 = 0, xend = 20, α1 = 2, α0 = −0.03, Du =

1, Dv = 4 and varied the bifurcation parameter ε in the interval [0.005, 0.955] [73]. For
our simulations, in order to explore the dynamic behaviour, we considered various initial
conditions u0(x) = u(x, 0) and v0(x) = v(x, 0) selected randomly as follows:
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u0(x) = w tanh
(
α(x − c)

) + β

v0(x) = 0.12 · u0(x).
w ∼ U(0.8, 1.2), α ∼ U(0.5, 1)

c ∼ U(2, 18), β ∼ U(−0.4, 0),

(37)

where U(a, b) denotes the uniform distribution in the interval [a, b].

3.2 The D1Q3 Lattice Boltzmannmodel

Here, a Lattice Boltzman model (LBM) serves as our higher-dimensional simulator. The
LBMmethod has originated as a (mesoscopic) alternative to the numerical solution of PDEs
in fluid mechanics (see e.g. [74–79]) based on the Boltzmann kinetic equation (see [75, 80]
for a review and perspectives). The statistical description of the system at a mesoscopic level
uses the concept of distribution function f (�r , �c, t), i.e. f (�r , �c, t)d�rd�cdt is the infinitesimal
probability of having particles at location �r with velocities �c at a given time t , for reducing
the high-number of equations and unknowns. Then, at this level, a systemwithout an external
force is governed by the Boltzmann Transport equation [81]:

∂ f

∂t
+ �c · ∇ f = R( f ), (38)

where the term R( f ) describes the rate of collisions between particles. In 1954, Bhatnagar,
Gross and Krook (BGK) [82] introduced an approximation model for the collision operator:

R( f ) = 1

τ
( f eq − f ), (39)

where τ is the so-called relaxing time coefficient and f eq denote the local equilibrium
distribution function. As it has been recently shown [83], the BGK model of the Boltzmann
equation can serve as a generator of a broad class of nonlinear PDEs.
In the LBM approach, Eq.(38)-(39) is collocated (assumed valid) along specific directions
�ci on a lattice:

∂ fi
∂t

+ �ci · ∇ fi = 1

τ
( f eqi − fi ) (40)

and then Eq.(40) is discretized with a time step �t as follows:

fi (�r + �ci�t, t + �t) = fi (�r , t) + �t

τ
( f eqi − fi ). (41)

One common interpretation of Eq.(41) is to think about the distribution functions as fictitious
particles that stream and collide along specified linkages of the lattice. Lattices are usually
denoted by the notation DnQm, where n is the spatial dimension of the problem andm refer
to the number of connections of each node in the lattice. The node in the lattices coincide
with the points of a spatial grid with a spatial step �x .

Here, in order to estimate the coarse-scale observables u and v of the FHN dynamics, we
considered the D1Q3 implementation, i.e. we used the one-dimensional lattice with three
velocities ci : particles can stream to the right (c1 = �x

�t ), to the left (c−1 = −�x
�t ) or staying

still on the node (c0 = 0). Also, we assume the coexistence of two different distribution
functions for describing the distribution of the activator particles f ui and the distribution of
the inhibitor particles f v

i , where the subscript i refer to the associated direction. Therefore,
one can figure that at each instant there are six fictitious particles on each node of the
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lattice: two resting on the node (with distribution f u0 and f v
0 ), two moving on the left (with

distribution f u−1 and f v−1) and two moving on the right (with distribution f u1 and f v
1 ). The

relation between the above distributions and the coarse-scale density u and v is given by the
zeroth moment (across the velocity directions) of the overall distribution function:

u(x j , tk) =
1∑

i=−1

f ui (x j , tk),

v(x j , tk) =
1∑

i=−1

f v
i (x j , tk).

(42)

The coexistence of multiple distributions renders necessary to introduce weights ωi for the
connections in the lattice that should satisfy the following properties:

(a) Normalization ω0 + ω1 + ω−1 = 1
(b) Simmetry ω1 − ω−1 = 0
(c) Isotropy:

(c.1) ω0c20 + ω1c21 + ω−1c2−1 = c2s
(c.2) ω0c30 + ω1c31 + ω−1c3−1 = 0
(c.3) ω0c40 + ω1c41 + ω−1c4−1 = 3c4s ,

where cs is the speed of sound in the lattice. Thus, the weights are equal to ω±1 = 1/6 for
the moving particles and ω0 = 4/6 for the resting particle. The resulting speed of sound in

the lattice is cs =
√
3�x
3�t .

As the BGK operator (39) suggests, one key step in applying LBM for solving reaction-
advection-diffusion PDEs is to determine the local equilibrium distribution function f eq

associated to a given model. For particles with macroscopic density ρ that move in a medium
macroscopic velocity �um , the Maxwell distribution is:

f eq(�c) = ρ

(2πRT )d/2 exp

(
− (�c − �um)2

2RT

)
=

= ρ

(2πRT )d/2 exp

(
− �c · �c
2RT

)
exp

(
−−2�c · �um + �um · �um

2RT

)
,

(43)

where d is the spatial dimension of the problem, T is the temperature and R is the universal
gas constant. The exponential in Eq. (43) can be expanded using Taylor series, ignoring terms
of order O(u3) and higher, thus obtaining:

f eq(�c) = ρω(�c)
[
1 + 2�c · �um − �um · �um

2c2s
+ (�c · �um)2

2c4s

]
, (44)

with ω(�c) = (2πRT )−d/2exp

(
− �c · �c
2RT

)
and RT = c2s , with cs speed of the sound.

Now, since the FHN PDEs do not have any advection terms, the medium is stationary
(�um = 0) and the equilibrium distribution function, discretized on the lattice direction ci , is
simplified in:

f u,eq
i (x j , tk) = ωi u(x j , tk), i = −1, 0, 1

f v,eq
i (x j , tk) = ωiv(x j , tk).

(45)
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Now, in the FHN model, we need to consider also reaction terms Rl
i and so finally, the

time evolution of the LBM simulator associated to the FHN on a given D1Q3 lattice is:

f li (x j+i , tk+1) = f li (x j , tk) + �t

τ l
( f l,eqi (x j , tk) − f li (x j , tk)) + �t Rl

i (x j , tk), l ∈ {u, v}
(46)

where the superscript l denotes the activator u and the inhibitor v and the reaction terms Rl
i

are directly derived by:

Ru
i (x j , tk) = ωi (u(x j , tk) − u3(x j , tk) − v(x j , tk)),

Rv
i (x j , tk) = ωi ε(u(x j , tk) − α1v(x j , tk) − α0).

(47)

Finally, the relaxation coefficient
�t

τ l
is related to the macroscopic kinematic viscosity

Dl of the FHN model and in general depends on the speed of the sound cs associated to the
lattice [84]:

�t

τ l
= 2

1 + 2
c2s�t

Dl
= 2

1 + 6Dl �t
�x2

. (48)

4 Algorithm Flow Chart

Summarizing, the proposed three-tier algorithm for constructing bifurcation diagrams from
data is provided in the form of a pseudo code in Algorithm 1. The first two steps are related
to the identification of the effective coarse scale observables and the learning of the right-
hand-side of the effective PDEs. The third step is where the pseudo-arc-length continuation
method is applied for the tracing of the solution branch through saddle-node bifurcations.

5 Numerical Results

5.1 Numerical Bifurcation Analysis of the FHN PDEs

For comparison purposes,wefirst constructed the bifurcation diagramof the FHNPDEs using
central finite differences. The discretization of the one-dimensional PDEs in M points with
second-order central finite differences in the unit interval 0 ≤ x ≤ 20 leads to the following
system of 2(M − 2) non-linear algebraic equations ∀x j = ( j − 1)h, j = 2, . . . M − 1,
h = 1

M−1 :

Fu
j (u, v) = Du

h2
(u j+1 − 2u j + u j−1) + u j − u3j − v j = 0

Fv
j (u, v) = Dv

h2
(v j+1 − 2v j + v j−1) + ε(u j − α1v j − α0) = 0.

At the boundaries, we imposed homogeneous von Neumann boundary conditions. The above
2(M − 2) set of non-linear algebraic equations is solved iteratively using Newton’s method.
The non-null elements of the Jacobian matrix are given by:
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Algorithm 1 Numerical bifurcation analysis from high-dimensional spatio-temporal data
(here produced from D1Q3 LBM simulations)

Require: Grid Nε of ε � set grid for the values of the bifurcation parameter ε

Require: x and t be the space and time grid
1. Use Diffusions Maps to identify a parsimonious set of coarse scale observables from high-
dimensional spatio-temporal data
Lut ← 0, Lv

t ← 0
for ε = 1, . . . , Nε do

Select w ∼ U(0.8, 1.2), c ∼ U(2, 18),
α ∼ U(0.5, 1), β ∼ U(−0.4, 0).

u(x, 0, ε) ← wtanh(α(x − c)) + β

v(x, 0, ε) ← 0.12 · ui (x, 0, ε) � see eq. 37
u(x, t, ε), v(x, t, ε) ← LBM(u(x, 0, ε), v(x, 0, ε), t) � Lattice Boltzman simulator, see eq. 42
Compute ut , vt , ux , vx , uxx , vxx � here, using central finite differences.
Compute the first μ Diffusion Maps (DM) eigenvectors:

[φu
1 , . . . , φu

μ] ← DM(u, v, ut , ux , vx , uxx , vxx )
[φv

1 , . . . , φv
μ] ← DM(u, v, vt , ux , vx , u

,
xxvxx ) � see eq. 12

z ← [u, v, ux .vx .uxx , vxx ]
for every q ⊂ z do

for k = 1, . . . , μ do
φ̂u
k ← GP(q)

φ̂v
k ← GP(q) � GP: Gaussian process regressor

Lφu
k

← 1
N

∑N
i=1(φ

u
k,i − ˆφu

k,i )
2

Lφv
k

← 1
N

∑N
i=1(φ

v
k,i − ˆφv

k,i )
2 � see eq. 20

end for
Lut (q) ← Lut (q) + (

∑μ
j=1 L

2
φuj

)
1
2

Lv
t (q) ← Lv

t (q) + (
∑μ

j=1 L
2
φv
j
)
1
2 � see eq. 19 and 20

end for
end for
zu ← {q∗ : Lut (q∗) = min(Lut )}
zv ← {q∗ : Lut (q∗) = min(Lv

t )} � extract the effective features
2. Based on the extracted set of coarse variables from Step 2, learn the right-hand-sides of the coarse
scale PDEs
Train the FNNs/RPNNs:
F̂u
r ≡ ût,r ←FFN/RPNN(zu , ε)

F̂v
r ≡ v̂t,r ←FNN/RPNN(zv, ε)

3. Wrap around the machine learning models the numerical bifurcation analysis toolkit (here the
pseudo arc-length continuation method) to systematically study the emergent dynamics

∂Fu
j

∂u j−1
= Du

h2
; ∂Fu

j

∂u j
= −Du 2

h2
− 3u2j ;

∂Fu
j

∂u j+1
= Du

h2
; ∂Fu

j

∂v j
= −1

∂Fv
j

∂v j−1
= Dv

h2
; ∂Fv

j

∂v j
= −Dv 2

h2
− εα1v j ;

∂Fv
j

∂v j+1
= Du

h2
; ∂Fv

j

∂u j
= ε.

To trace the solution branch along the critical points, we used the pseudo arc-length-
continuation method ([85–87]). This involves the parametrization of u(x), v(x) and ε(x)
by the arc-length s on the solution branch. The solution is sought in terms of ũ(x, s), ṽ(x, s)
and ε̃(s) in an iterativemanner, by solving until convergence the following augmented system:
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(a) (b)

Fig. 2 Reference bifurcation diagram of the FHN PDEs with respect to ε as computed with FD and N = 200
points. (a) Mean values < u > for stable and unstable branches, (b) Mean values < v > for stable and
unstable branches. Andronov-Hopf Point: HPε = 0.01827931. Turning Point: T Pε = 0.94457768

⎡
⎣∇uFu ∇vFu ∇εFu

∇uFv ∇vFv ∇εFv

∇uN ∇vN ∇εN

⎤
⎦

⎡
⎣du(n)(x, s)
dv(n)(x, s)
dε(n)(s)

⎤
⎦ = −

⎡
⎣Fu(u(n)(x, s), v(n)(x, s), ε(n)(s))
Fv(u(n)(x, s), v(n)(x, s), ε(n)(s))
N(u(n)(x, s), v(n)(x, s), ε(n)(s))

⎤
⎦ , (49)

where

∇εFu =
[

∂Fu
1

∂ε

∂Fu
2

∂ε
. . .

Fu
N

∂ε

]T
,∇εFv =

[
∂Fv

1
∂ε

∂Fv
2

∂ε
. . .

Fv
M

∂ε

]T
,

and

N(u(n)(x, s), v(n)(x, s), ε(n)(s))

= (u(n)(x, s) − ũ(x, s)−2)
T · (ũ(x)−2 − ũ(x)−1)

ds

+ (v(n)(x, s) − ṽ(x, s)−2)
T · (ṽ(x)−2 − ṽ(x)−1)

ds

+ (ε(n)(s) − ε̃−2) · (ε̃−2 − ε̃−1)

ds
− ds,

where (ũ(x)−2,ṽ(x)−2) and (ũ(x)−1,ṽ(x)−1) are two already found consequent solutions
for ε̃−2 and ε̃−1, respectively and ds is the arc-length step for which a new solution around
the previous solution (ũ(x)−2, ṽ(x)−2, ε̃−2) along the arc-length of the solution branch is
being sought. The corresponding reference bifurcation diagram is shown in Fig. 2. In this
range of values, there is an Andronov-Hopf bifurcation at ε ≈ 0.018497 and a fold point
at ε ≈ 0.95874. Finally, in Fig. 3, we also depict the convergence errors of the numerical
solutions as computed with finite differences.

5.2 Numerical Bifurcation Analysis from Lattice BoltzmannModel Simulations

We collected transients of u(x, t) and v(x, t) with a sampling rate of 1s, from 10 different
random sampled initial conditions for 40 different values for the bifurcation parameter ε.
In particular, we created a grid of 40 different ε in [0005, 0.955] using Gauss-Chebychev-
Lobatto points, while the 10 initial conditions are sampled according to Eq.(37). Figure 4
depicts the total of 400 training initial conditions. Thus, we end up with a dataset consisting

123



34 Page 18 of 30 Journal of Scientific Computing (2022) 92 :34

(a) (b)

(c) (d)

Fig. 3 Contour plot of the l2 norms of the convergence of the solutions as computed with finite differences
with respect to the size of the grid N computed as ||uN −u2N ||l2 , ||vN −v2N ||l2 . The convergence error was
computed on 1001 grid points, using linear piecewise interpolation. (a) upper branch for u, (b) upper branch
for v, (c) lower branch for u, (d) lower branch for v

(a) (b)

Fig. 4 Coarse initial conditions for (a) u and (b) v for the training. Every dot denotes a point whose ε andmean
u (or v) were used for input data. Red dots are training points, blue points are test points. The grid is spanned
with Chebychev-Gauss-Lobatto points for epsilons in the interval [0.005, 0.995] and the initial condition are
randomly selected as in Eq. (37)
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Table 1 Mean-square error (MSE) and l∞ errors between the predicted ût and v̂t from the FNNs and RPNNs
and the actual time derivatives ut and vt without and with feature selection (FS)

Test set Training set

MSE (u) l∞ (u) MSE (v) l∞ (v) MSE (u) l∞ (u) MSE (v) l∞ (v)

FNN 7.90e-09 2.26e-02 1.56e-09 6.63e-03 1.31e-09 7.00e-03 2.78e-10 2.58e-03

FNN(FS) 5.39e-08 2.93e-02 1.16e-08 7.65e-03 1.90e-08 2.64e-02 1.37e-09 4.70e-03

RPNN 2.91e-08 2.98e-02 4.50e-10 2.22e-03 6.90e-09 2.37e-02 7.06e-11 9.40e-04

RPNN(FS) 7.10e-08 3.07e-02 1.73e-08 1.60e-02 2.16e-08 2.85e-02 6.30e-10 3.84e-03

of 40 (values of ε)×10 (initial conditions)×448 (time points ignoring the first 2s of the
transient)×40 (space points) � 7.168.000 data points.

For learning the coarse-grained dynamics and constructing the corresponding bifurcation
diagram, we trained two FNNs and two single-layer RPNNs (one for each one of the variables
u and v). The FNNs were constructed using two hidden layers with 12 units in each layer.
Hidden units were employed with the hyperbolic tangent sigmoid activation function, while
the regularization parameter was tuned and set λ = 0.01. For the training of the FNNs, we
used the Deep Learning toolbox of MATLAB 2021a on an Intel Core i5-8265U with up to
3.9 GHz frequency with a memory of 8 GB.

5.2.1 Numerical Bifurcation Analysis Without Feature Selection

Table 1 summarises the performance of the two schemes on both training and test datasets.
As it is shown, for any practical purposes, both schemes resulted to equivalent numerical
accuracy for all metrics. For the FNNs, the training phase (using the deep-learning toolbox
in Matlab R2020b) required ∼ 1000 epochs and ∼ 4 hours with the minimum tolerance set
to 1e − 07.

Differences between the predicted ût (x, t) and v̂t (x, t) and the actual values of the time
derivatives ut (x, t) and vt (x, t) for three different values of ε are shown in Fig. 5 when using
FNNs and in Fig. 6 when using RPNNs.

Instead, for the proposed RPNN scheme, the training phase, i.e. the solution of the least-
squares problem with regularization, required around 8 minutes, thus resulting to a training
phase of at least 20 times faster than that of the FNNs.

After training, we used the FNNs and RPNNs to compute with finite differences the
quantities required for performing the bifurcation analysis (see Eq. (49)), i.e.:

∂ F̂u

∂u j
= F̂u(u j , v j , ε) − F̂u(u j + δ, v j , ε)

2δ
; ∂ F̂u

∂v j
= F̂u(u j , v j , ε) − F̂u(u j , v j + δ, ε)

2δ

∂ F̂v

∂u j
= F̂v(u j , v j , ε) − F̂v(u j + δ, v j , ε)

2δ
; ∂ F̂v

∂v j
= F̂v(u j , v j , ε) − F̂v(u j , v j + δ, ε)

2δ

∂ F̂u

∂ε
= F̂u(u j , v j , ε) − F̂u(u j , v j , ε + δ)

2δ
; ∂ F̂v

∂ε
= F̂v(u j , v j , ε) − F̂v(u j , v j , ε + δ)

2δ
,

with δ = 1e − 06. The reconstructed bifurcation diagrams are shown in Fig. 7. Using
the FNNs, we estimated the Andronov-Hopf point at ε ≈ 0.0191 and the turning point at
ε ≈ 0.9713; using the RPNNs, we estimated the Andronov-Hopf point at ε ≈ 0.0193 and the
turning point at ε ≈ 0.9696. We approximated the same points using the finite differences
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Fig. 5 Approximation accuracy in the test data without feature selection as obtained with FNNs. Contour
plot of the absolute values of differences in space and time, of |ut (x, t) − ût (x, t)|((a), (c), and (e)) and
of |vt (x, t) − v̂t (x, t)| ((b), (d), and (f)) for characteristic values of ε: (a) and (b) ε = 0.0114 near the
Andronov-Hopf point, (c), (d) ε = 0.4, (e) and (f) ε = 0.9383 near the turning point

scheme in the previous section at ε ≈ 0.0183 for the Andronov-Hopf point and at ε ≈ 0.9446
for the turning point. Hence, compared to the FNNs, the RPNNs approximated slightly better
the reference turning point.

5.3 Numerical Bifurcation Analysis with Feature Selection

We used Diffusion Maps (setting the width parameter of the Gaussian kernel to σ = 10)
to identify the three parsimonious leading eigenvectors as described in Sect. 2.1. For our
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Fig. 6 Approximation accuracy in the test data without feature selection as obtained with RPNNs. Contour
plot of the absolute values of differences in space and time, of |ut (x, t) − ût (x, t)| ((a), (c), and (e)) and
of |vt (x, t) − v̂t (x, t)| ((b), (d), and (f)) for characteristic values of ε: (a) and (b) ε = 0.0114 near the
Andronov-Hopf point, (c), (d) ε = 0.4, (e) and (f) ε = 0.9383 near the turning point

computations, we used the datafold package in python [88]. We denote them as φ1, φ2, φ3.
The three parsimoniousDiffusionMaps coordinates for different values of the parameter ε are
shown in Fig. 8. For ε = 0.114 that is close to the Andronov-Hopf point, the embedded space
is a two dimensional “carpet” in the three dimensional space. The oscillatory behaviour leads
to different values of the time derivative which can be effectively parametrized as shown by
the coloring of the manifold (Fig. 8(a), (b)). For ε = 0.4010 and ε = 0.9383, the embedded
space is a one dimensional line, since time derivatives converges rapidly to zero (Fig. 8(c), (d),
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(a) (b)

(c) (d)

Fig. 7 Reconstructed bifurcation diagrams from the Lattice Boltzmann simulations of the FHN dynamics with
respect to ε with FNNs and RPNNs with and without feature selection. (a)Mean values < u > for stable and
unstable branches; the inset zooms near the Andronov-Hopf bifurcation point (b) zoom near the turning Point
for < u >, (c)Mean values < v > for stable and unstable branches; the inset zooms near the Andronov-Hopf
bifurcation point, (d) zoom near the turning Point for < v >

(e) and (f)). Based on the feature selection methodology, the “good” subsets of the input data
domain are presented in Table 2. As expected, the best candidate features are the (u, v, uxx )
for ut and (u, v, vxx ) for vt , which are the only features that indeed appear in the closed form
of the FHN PDEs.

Finally, we repeated the same steps but now using as inputs in the FNNs and RPNNs the
reduced input domain as obtained from the feature selection process. Table 1 summarizes
the performance of the schemes on the training and the test sets. Figs. 9 and 10 illustrate the
norms of the differences between the predicted from the FNNs and RPNNs and the actual
time derivatives of both variables.

Hence, as it is shown, the proposed feature selection approach based on the parsimonious
Diffusion Maps revealed correctly the structure of the embedded PDEs in the form of:

∂u(x, t)

∂t
= F̂u(u(x, t), v(x, t), uxx (x, t), ε),

∂v(x, t)

∂t
= F̂v(u(x, t), v(x, t), vxx (x, t), ε)

(50)
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Fig. 8 (a) and (b): The three parsimonious Diffusion Maps coordinates for ε = 0.01114 near the Andronov-
Hopf point, respectively. (c) and (d): the two parsimonious Diffusionmaps coordinates for ε = 0.4010. (e) and
(f): the two parsimonious Diffusion maps coordinates for ε = 0.9383 near the turning point. Colors represent
ut ((a), (c), (e)) and vt ((b), (d), (f))
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Table 2 The “best” set of
variables that effectively
parametrize the intrinsic
coordinates ((φu

1 , φu
2 , φu

3 ) and
(φv

1 , φv
2 , φv

3 )) and the
corresponding sums of total
losses across all the values of the
bifurcation parameter ε

ut = (φu
1 , φu

2 , φu
3 ) vt = (φv

1 , φv
2 , φv

3 )

Features Total Loss Features Total Loss

1d (u) 4.3E-03 (u) 7.6E-03

2d (u, v) 6.37E-06 (u, v) 1.91E-05

3d (u, v, uxx ) 2.77E-07 (u, v, vxx ) 6.29E-07

4d (u, v, ux , uxx ) 1.03E-07 (u, v, vx , vxx ) 1.34E-07

Fig. 9 Approximation accuracy in the test data with feature selection as obtained with the FNNs. Contour
plot of the absolute values of differences in space and time, of |ut (x, t) − ût (x, t)| ((a), (c), and (e)) and
of |vt (x, t) − v̂t (x, t)| ((b), (d), and (f)) for characteristic values of ε: (a) and (b) ε = 0.0114 near the
Andronov-Hopf point, (c), (d) ε = 0.4, (e) and (f) ε = 0.9383 near the turning point
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Fig. 10 Approximation accuracy in the test data with feature selection as obtained with the RPNNs. Contour
plot of the absolute values of differences in space and time, of |ut (x, t) − ût (x, t)| ((a), (c), and (e)) and of
|vt (x, t)− v̂t (x, t)| ((b), (d), and (f)) for different values of ε: (a) and (b) ε = 0.0114 near the Andronov-Hopf
point, (c), (d) ε = 0.4, (e) and (f) ε = 0.9383 near the turning point

where F̂u and F̂v are the outputs of the FNNs (or the RPNNs). The constructed bifurca-
tion diagram with feature selection is shown in Fig. 7. Using the FNNs, we estimated the
Andronov-Hopf point at ε ≈ 0.0195 and the turning point at ε ≈ 0.9762. Using the RPNNs,
we estimated the Andronov-Hopf point at ε ≈ 0.0192 and the turning point at ε ≈ 0.9752.
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6 Conclusions

Building on previous efforts [35], we present a machine learningmethodology for solving the
inverse problem in complex systems modelling and analysis, thus identifying effective PDEs
from spatio-temporal data produced by Lattice Boltzmannmodel simulations and performing
a numerical bifurcation analysis, thus solving the forward problem based on the constructed
machine learningmodels. Theproposed approach is a three tiered one. In thefirst step,weused
non-linear manifold-learning and in particular Diffusion Maps to select an appropriate set of
coarse-scale observables that define the low-dimensional manifold on which the emergent
dynamics evolve in the parameter space. At the second step, we learned the right-hand-side of
the effective PDEs with respect to the coarse-scale observables; here we used shallow FNNs
with two hidden layers and single layer RPNNs which basis functions were constructed
using appropriately designed random sampling. Finally, based on the constructed black-box
machine learning models, we constructed the coarse-grained bifurcation diagrams exploiting
the arsenal of numerical bifurcation toolkit. To demonstrate the approach, we used D1Q3
Lattice Boltzmann simulations of the FitzHugh-Nagumo PDEs and compared the machine
learning constructed bifurcation diagramwith the one obtained by discretizing the PDEswith
central finite differences.
The results show that the proposed machine learning framework was able to identify the
“correct" set of coarse-scale variables that are required to model the emergent dynamics
in the form of PDEs and based on them systematically study the coarse-scale dynamics
by constructing the emerging macroscopic bifurcation diagram. In terms of approximation
accuracy of the macroscopic dynamics, both schemes (the two hidden- layers FNNs and
the single-hidden layer RPNNs) performed for all practical purposes equivalently. However,
in terms of the computational cost in the training phase, the RPNNs were 20 to 30 times
faster than the two hidden layers FNNs. Hence, the proposed RPNN scheme is a promising
alternative approach to deep learning for solving the inverse problem for high-dimensional
PDEs from big data [1, 89, 90].
Here, we have focused on the construction of “black-box” PDEs and their numerical bifur-
cation analysis over the parametric space from data produced from Lattice Bolzmann model
simulations. The proposed machine learning approach can be extended to deal with higher-
dimensional multi-scale stochastic/microscopic simulators such as particle in cell (see e.g.
[91]), Brownian and molecular dynamics and agent-based models (see e.g. [19, 27] ). In
such cases, one has to first identify an appropriate set of macroscopic observables that can
parametrize a coarse-scale manifold on which the emergent dynamics evolve, using for
example manifold learning algorithms such as Diffusion Maps (see e.g., [23, 30, 31, 38])
and based on this information to apply the proposed scheme to construct “black-box” PDEs
and consequently perform coarse-grained numerical analysis. Furthermore, the proposed
methodology can be extended to construct “gray-box” models by incorporating information
from the physics into the machine learning architecture [1, 92]. Finally, based on previous
efforts aiming at extracting normal forms of ODEs from data [14, 93], the proposed approach
can be exploited to discover normal forms of high-dimensional PDEs.
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