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Abstract

Liouville’s equation on phase space in geometrical optics describes the evolution of an energy
distribution through an optical system, which is discontinuous across optical interfaces. The
discontinuous Galerkin spectral element method is conservative and can achieve higher order
of convergence locally, making it a suitable method for this equation. When dealing with
optical interfaces in phase space, non-local boundary conditions arise. Besides being a dif-
ficulty in itself, these non-local boundary conditions must also satisfy energy conservation
constraints. To this end, we introduce an energy conservative treatment of optical interfaces.
Numerical experiments are performed to prove that the method obeys energy conservation.
Furthermore, the method is compared to the industry standard ray tracing. The numerical
experiments show that the discontinuous Galerkin spectral element method outperforms ray
traci6ng by reducing the computation time by up to three orders of magnitude for an error of
107°.

Keywords Liouville’s equation - Geometrical optics - Discontinuous Galerkin - Energy
conservation - Phase space

Mathematics Subject Classification 35L65 - 65M70 - 78 A05

1 Introduction

[lumination optics deals with the design of optical components for various applications,
like LED lighting [28] and automotive headlamps [10,36]. The design of these optical com-
ponents requires a different approach than used in imaging optics, as imaging effects are
highly undesirable [9]. Light propagation through an optical system is usually computed
using ray tracing [14]. This means computing the evolution of many rays through an optical
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system, where upon hitting an optical interface Snell’s law of refraction or the law of specular
reflection have to be applied. Typical optical interfaces are lenses or mirrors. Ray tracing is
commonly employed to directly obtain the illuminance or intensity on a target. Although,

forward quasi-Monte Carlo ray tracing converges rather slowly with rates close to O (NE})

where Nr7 denotes the number of rays, it is the industry standard. For details on quasi-Monte
Carlo integration, see e.g. [24].

The analysis of light propagation using a phase space description provides a new approach
to understanding optical systems [17,29,35]. Phase space, being defined as the collection of
all positions and direction coordinates of rays, provides a complete description of the spatial
and angular distribution of light. A point in phase space evolves according to a Hamiltonian,
describing the evolution of one single light ray, whenever the refractive index is smooth.
When a ray hits an optical interface the laws for refraction or reflection have to be applied. In
[11-13] new ray tracing methods are presented based on the phase space description. These
methods allow for tracing of fewer rays to achieve the same accuracy as classical ray tracing.

An alternative approach to ray tracing is based on directly obtaining an energy distribu-
tion on phase space, rather than its integrated quantities such as the illuminance or luminous
intensity. The propagation of an energy distribution, related to the luminance, through an
optical system is governed by Liouville’s equation for geometrical optics on phase space.
Recently, numerical schemes for Liouville’s equation were developed that incorporate the
optical interfaces. In [33] van Lith et al. derived a first-order upwind finite difference scheme
and in [32] van Lith et al. introduced a third-order active flux finite volume scheme on mov-
ing meshes. The third-order active flux scheme was proved to be faster and more accurate
compared to classical ray tracing for obtaining an energy distribution on phase space. Addi-
tionally in [31] van Lith made use of the discontinuous Galerkin spectral element method to
solve Liouville’s equation.

The discontinuous Galerkin spectral element method (DGSEM) discussed by Kopriva in
[21] is a collocation scheme for the semi-discretisation of the spatial domain for conservation
laws, leaving the time-like variable continuous. In terms of Liouville’s equation this entails
discretising phase space. The phase space domain is partitioned into elements with each
element having interior nodes placed at collocation points. The solution is approximated
using a polynomial, where the polynomial degree determines the number of interior nodes
used for each element. Consequently the method has an extraordinary flexibility as it is
an hp-method, where h refers to the mesh size and p to the polynomial degree, i.e. the
accuracy can be increased by decreasing the mesh size or by increasing the polynomial degree.
Additionally, the method does not enforce continuity across the boundary of each element,
making it particularly suitable for the discontinuous solutions across optical interfaces.

At an optical interface Liouville’s equation is not valid. Instead, Snell’s law of refraction
or the law of specular reflection describe the discontinuous change in the direction coordi-
nate, i.e., a jump in phase space. In what follows, we will see that this results in non-local
boundary conditions for the energy distribution in phase space. Our contribution consists of
describing the treatment of these optical interfaces so that they obey energy conservation.
In the DGSEM the elements communicate using numerical fluxes. Snell’s law and the law
of specular reflection are incorporated in these numerical fluxes at an optical interface. In
addition to the discontinuous change in the direction coordinate described by these laws, a
single element before the optical interface might contribute to multiple elements after the
optical interface. This connection to multiple elements is similar to fully non-conforming
geometries when using subdomain refinement [3,4]. Kopriva et al. outlined such a strategy
for the DGSEM in [23]. In [5] an analysis of this method is presented by Bui-Thanh and
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Ghattas. Across an optical interface the numerical fluxes are discontinuous and therefore
we have to take a different approach. Inspired by [23], we present a method that directly
incorporates the laws of optics and obeys energy conservation.

The article is outlined as follows: in Sect. 2 we discuss the conserved quantities in an
optical system and Liouville’s equation, and in Sect. 3 we discuss the DGSEM. In Sect. 4 we
discuss the energy conservative treatment of the optical interfaces, and in Sect. 5 we present
numerical experiments proving energy conservation for two examples. The first example
features a smooth refractive index field, while the second example is a test case featuring a
discontinuity in the refractive index described by van Lith et al. in [33]. In the latter example,
we compare the DGSEM for solving Liouville’s equation to quasi-Monte Carlo ray tracing
for obtaining the illuminance. Finally we present our conclusions in Sect. 6.

2 Conserved Quantities and Liouville’s Equation

In optics we consider the transfer of luminous flux between surfaces. A source emits a beam
of radiation or light, carrying a finite amount of luminous flux denoted by @. In the absence
of losses by absorption or scattering in an optical system, the total flux @ is conserved,
i.e., energy throughout the optical system is conserved. A related quantity is the luminance
denoted by p*, which is defined as [9,25]

. do
" dAcosfdw’

where d@ is an infinitesimal amount of flux carried by an infinitesimal beam, dw is an element
of solid angle subtended at the center of the source by the area at the detector dA, and dA cos 0
the projected area perpendicular to the beam, i.e., dA is an element of the surface area of
the detector and 6 describes the angle between the normal of the detector and the beam. The
solid angle describes a cone on the unit sphere with the center of the source as its vertex and
dw the area on the unit sphere subtended by the cone.

Another important quantity that is also conserved in an optical system is étendue, which
is defined by [9]

o (D

diU = n*dA cosf do, 2)

where n is the refractive index in which the beam is immersed. This allows us to write the
luminance as
,d®
=n"—.
du
When a beam is propagating through a homogeneous medium the luminance p* is con-
served, as is implied by conservation of energy and conservation of étendue. When a beam
of light strikes an optical interface, e.g., a lens or a mirror, the beam is subject to Snell’s law
of refraction or the law of specular reflection. In the case where the beam is refracted, e.g., a
transition from a medium with refractive index n to a medium with refractive index n», the
luminance is not conserved. Assuming no Fresnel reflections, and applying conservation of
energy and étendue, we obtain [25,26]

*

o 3)

o2 4)
l’l% 1’!2 ’

where o and p;" describe the incident and transmitted luminance, respectively. The quantity
p*/ n2, known as basic luminance is conserved for refractions, cf. (4). A similar result can be
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derived for reflections, where the refractive indices are equal. Relation (4) will be referred
to as basic luminance invariance. For a complete derivation including Fresnel reflections see
[9,25,26].

The definitions of luminance, étendue and basic luminance invariance described above
hold for three-dimensional optics, whereas in two-dimensional optics the definitions are
slightly altered. For more details, see [9]. In summary, we denote the basic luminance for
both two- and three-dimensional optics by p, which is defined by

__do )
P= g
where the étendue di/ for two- and three-dimensional systems reads [9]
dU = n?dA cos6dw for 3D optics, ©)

ndlcosfdé  for 2D optics,

where for 2D optics 6 denotes the angle between the normal of the detector and the beam,
and dO an element of angle subtended at the center of the source by the infinitesimal line
segment at the detector d/. The basic luminance is related to the luminance by p = p*/n?
for three-dimensional optics, whereas for two-dimensional optics p = p*/n.

2.1 Liouville’s Equation

In geometrical optics the evolution of light rays in a beam of light can be cast in a Hamiltonian
system, where we denote with ¢ € R? the position and p € R? the momentum coordinates
[35]. For two-dimensional optics d = 1, while for three-dimensional optics d = 2. Both
terms together describe a point (¢, p) in phase space, where the phase space P is defined as
the collection of all positions ¢ and momenta p at a certain position along the optical axis
denoted by the z-coordinate. A point in phase space evolves when we move along the optical
axis.

The momentum p = (p, p,) € R3 is restricted to Descartes’ sphere | p| = n(z, q) where
n is the refractive index field as a function of the three-dimensional position coordinates
g = (q,z) [35]. This restriction invites us to use spherical coordinates to represent the
momentum vector p as

p = (p, p;) =n(sinf cos ¢, sinf sin g, cos P) , (7)

where 0 represents the polar angle, describing the angle between the z-axis and p mea-
sured from the z-axis, and ¢ the azimuthal angle for describing the direction in the g-plane.
Therefore, at a given position zg along the optical axis, one can visualise the phase space
coordinates on the screen that is perpendicular to the z-axis and intersects the z-axis at zo,
where ¢ is the position on the screen and p describes the projection of p on the screen [32].
The restriction of the momentum for physical rays p to Descartes’ sphere also implies that
the two-dimensional momentum vector is restricted by |p| < n, describing a region known
as Descartes’ disc [35].

The phase space coordinates of a light ray evolve as a function of the distance along the
optical axis according to Hamilton’s equations, which read

dg _ ok (8a)
dz dp’

o _ o (8b)
dz oq’
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with i = h(z, q, p) the optical Hamiltonian given by

h(z,q,p) = —oy/n(z, @) — |p|*. )

Here, 0 € {—1,0, 41} denotes the direction of the light ray travelling along the optical
axis, with o = 0 being marginal rays that travel perpendicular to the optical axis [35]. For
simplicity, we assume that all rays travel in the positive z-direction given by o = +1.

Hamilton’s Egs. (8) hold for a single light ray, however, this may be generalised to a beam
of light carrying a finite amount of energy in terms of luminous flux. The flow generated by
Hamilton’s equations describes canonical transformations, otherwise known as symplectic
transformations, on phase space. These transformations preserve the symplectic structure of
phase space [1]. In other words the phase space volume element dg;dg>dp1dp; is constant.
In the context of optics this has the equivalent meaning of étendue conservation. In fact
di{ = dg1dg2dpidp,, which can be obtained from the first two components of the three-
dimensional momentum vector described by expression (7). The Jacobian determinant of p
with respect to the polar and azimuthal angles 6 and ¢, can be computed as

9 (p1, p2)
(0, @)

with dw = sin #d0dg an element of solid angle. Noting that the differential area on a screen
can be written as dA = dg;dg; and substituting (10) into relation (6) for 3D optics, we obtain

dpidps = det ( ) d6dg = n® cos 0d0 sin dg = n’ cosHdow, (10)

dU = dq1dg2dp1dp;. (11)

The basic luminance invariance (4) implies that p remains constant if we move an arbitrary
distance Az along the optical axis, i.e.,

P+ Az, q(z+ Az), p(z + Az2)) = p(2,q(2), p(2)). (12)

Note that this relation also holds when a beam of light is reflected or refracted. If the solution
is sufficiently smooth, one can derive Liouville’s equation by subtracting the right-hand side
of (12) from its left-hand side and dividing by Az and subsequently taking the limit Az — 0,

resulting in
a oh 9 oh 9
op o op Oh 9P . (13)
dz odp dq dq Op
Here, we have already applied Hamilton’s equations (8). The advective form of Liouville’s
equation (13) may be written in conservative form by assuming that / is twice differentiable,
upon which we obtain

a
Liv.f=o, (14a)
0z
with V = (%, %)T and the flux vector f = f(q, p) defined as
an
f=pu=p (_agh) s (14b)
dq

where we have used that the velocity field u is divergence-free, and the superscript T denotes
transpose. Note that an optical interface causes the Hamiltonian to be discontinuous. There-
fore, at an optical interface, Liouville’s equation does not hold and we must apply (12)
together with Snell’s law and/or the law of specular reflection, in the limit Az — O.
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Solving Liouville’s equation on phase space at any point z along the optical axis tells us
how the basic luminance changes when light propagates through an optical system, allowing
us to compute at each z-coordinate the related integral quantities such as luminous flux on
the screen. The total luminous flux @ in the optical system at z = const reads

P(z) =/ p(z.q, p)du. (15)
P(2)

Here, the phase space dependence on the z-coordinate is denoted explicitly, since the momen-
tum domain is restricted according to Descartes’ disc. Assuming the optical system is lossless
the total luminous flux should be constant, i.e., @(z) = @(0).

An infinitesimal element of illuminance E is defined by

_do
-

Applying definition (5) for the basic luminance and relation (11), dE (16) can be rewritten
as

dE : (16)

dE = pdpidps.

Next, integrating over momentum space results in the illuminance E(z, q), i.e.,

E(z,q)Z/ p(z,q, p)dpidps, (17)
P(2)

where p = (p1, p2) € P(z) in which P(z) denotes the two-dimensional momentum space at
a certain position z along the optical axis. Alternatively, an infinitesimal element of luminous
intensity / is defined by

do
T dow’
Applying again definition (5) for the basic luminance and definition (6) for the étendue, d/
(18) can be written as

drl : (18)

dI = pn’*cos dA.

Subsequently using the relation for p, defined in (7) and dA = dg1dg», followed by inte-
gration over the position coordinates on the screen, denoted by ¢ = (g1, ¢92) € Q(z), we
obtain

Iz, p) =/ (. q. PPz 4. pIn(z. @) dqndgy. (19)
0(2)

With these definitions, the main quantities of interest in optics can thus be easily computed
from the basic luminance, satisfying Liouville’s equation. In the next section, we explore a
method for solving Liouville’s equation.

3 Derivation of DGSEM

In what follows, we restrict ourselves to two-dimensional optical systems, hence reducing
the complexity from a four-dimensional phase space to a two-dimensional phase space with
position coordinate ¢ and momentum coordinate p, and the distance along the optical axis
denoted by z. Note that the position and momentum are now scalar quantities, therefore we
omit the bold-face notation for these quantities. Next, we outline a spatial semi-discretisation
of Liouville’s equation, leaving only z continuous. For the semi-discretisation we apply the
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discontinuous Galerkin spectral element method (DGSEM) described by Kopriva in [21], to
the two-dimensional Liouville equation for p = p(z, ¢, p) in conservative form
ap

S 4V.f=0, (20a)
0z

. A\T
where V = (%, %) and the flux vector f now reads

?7}1
f=pu=p<_a{,’h). (20b)

aq

The Hamiltonian /4 for two-dimensional optics reduces to

h(z.q, p) = —\/n(z,q)* — p2, 21

and consequently the velocity u reads

1 p)
- (). 22
" [ <n§q (22)

For phase space discretisation, the two-dimensional phase space domain P is covered
with straight-sided quadrilaterals 2¥ < P with k the index of the element. In a more
general discretisation, the boundaries of quadrilaterals are allowed to be curved, such that
curved boundaries from physical constraints can be modelled appropriately. In fact, when the
refractive index field changes continuously as a function of ¢, then the maximum allowed
momentum varies as a function of ¢ due to the restriction of p to Descartes’ sphere. This
restriction can be accommodated by curved boundaries when solving Liouville’s equation,
see [31]. For a discussion on DGSEM with curved quadrilateral elements, see for example
[8,18,21,22]. In this paper we only consider straight-sided quadrilaterals.

Each quadrilateral 2% has four vertices {x1,x2, x3, x4} labelled in counter-clockwise
direction where x = (g, p)T and we have omitted the element index (superscript k), see
Fig. 1. For ease of computation, the reference square x = [—1, 1]*> is mapped to each
quadrilateral 2%, transforming a point in the reference domain (£,7) € x to a point in
physical space x (£, n) € P using the following bilinear transformation

1
x@m = [A=5HU—mx1+ A+ —mx;
+ A +5HA+mx3+ (1 =51 +n)x4].

(23)

The Jacobian of the transformation is given by
dq
p
& Fa
g
p

The divergence term in (20a) can be rewritten by applying the chain rule resulting in

a@q.p) __ (9x dx
3En) = (8$ , 871)’ where the columns read

(A =mn) (2 —x)+UA+n) (x3—x4)], (24a)

EN

[1—8) (x4 —x1)+ (1 +8§)(x3—x2)]. (24b)

E

1 -
Vef—e—V. 2
f 7 Ve [, (25)
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N T4 3

Vv
o
2 4

T2
Eal

Fig. 1 Mapping from reference square x to a quadrilateral ok

T ~
where J = 99.9p _ 99.9P denotes the Jacobian determinant, Vg = (% 387;) and f is an

A& In an A€
auxiliary flux defined by the product of the adjoint Jacobian matrix and the flux f, i.e.,
- dp  _9q
f = < ng 82n> f (26)
ToE 0
Applying the transformation (25) to Liouville’s Eq. (20a), we obtain
ap 1 ~
— 4+ =V f =0, 27
iz J e/ @D

where p = p(z,§, ).

The weak formulation of Liouville’s equation is obtained by first multiplying the PDE (27)
by the Jacobian determinant 7 and by a smooth test function ¢, and subsequently integrating
over the reference domain x. This results in

9 ~
/qui’ dAg +/ $Ve - fdAg =0. (28)
x 9z x
The second term is rewritten by applying the product rule and Gauss’s theorem, so that
[ 6% Fare = [ (% (0F) - (vs0) - 7) ans
X X

= qj?-fzda—/(ng))'?dAg,
X

ax

where 7 is the outward unit normal on 9 and the orientation of the closed curve 9y is
counter-clockwise. Using this, we obtain the weak formulation of Liouville’s equation on
the reference domain

8 ~ ~
/ 60T dAs+ ¢ ¢F it do —/ (Veg) - f dAg = 0. (29
X Z dx X

Note that for strong solutions we require the flux to be differentiable, hence, h(z, ¢, p)
should be twice differentiable. However, the DGSEM uses the weak form of the solution and
only requires the flux to be continuous, therefore, 4(z, g, p) being once continuously differ-
entiable is sufficient. For typical optical interfaces this is not sufficient since the refractive
index field is discontinuous and, therefore, 4(z, ¢, p) and also the flux are discontinuous.
In particular, for these interfaces we require a special treatment of the fluxes which we will
discuss in Sect. 4.
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3.1 Tools for Approximating the Solution

The solution p in Eq. (29) is approximated by an expansion in basis functions [21]. We
choose one-dimensional basis-functions ¢;, i = 0, ..., N, for which ¢; (§;) = §;; holds for
chosen points & ;. Moreover, we require that the basis-functions form an orthogonal basis with
respect to the standard L2-inner product. A suitable choice are the Lagrange polynomials
defined on Gauss-Legendre nodes. In the following, we will replace p by the approximation

N
P Em) ~ Pz & m) = Y pij(@eiE)ei(), (30)

i,j=0

where p;;(z) are the expansion coefficients for the chosen basis. In this paper we will restrict
ourselves to using the same basis functions in both directions with an equal number of
expansion coefficients, although in general this restriction is not necessary.

The quadrature rule defined by Gauss-Legendre nodes {&; }zN: o and corresponding weights
{w; }lNz o allows us to approximate the integral of any function g, i.e.,

1 N
flg@)ds ~ Y g E) wi, (31)

i=0

with —1 < & < 1 and w; > 0. The quadrature rule on the reference domain has a tensor
product structure, hence,

N

1 1
[ [ semacan= 3 st npuin (32)

i j=0

Thus, we place nodes inside the reference domain at the Gauss-Legendre nodes (&;, n;).
Furthermore, for one-dimensional integrals the Gauss-Legendre quadrature gives exact inte-
gration for at least all polynomials of degree 2N + 1.

Focusing on one dimension, the Lagrange polynomials on the Gauss-Legendre nodes read

S E—g
t@=1] — sj-’ (33)
j=0°" 37
J#i
which satisfy the Kronecker property, i.e.,
1 ifi =},
Li(E) =8 = 34
i(§j) = éij 0 ifi ] (34

It can be readily verified, that the Lagrange polynomials defined on the Gauss-Legendre
nodes are orthogonal with respect to the standard L2-inner product, i.e.,

1 N
/lei(é)ﬁj(é)dé = Zﬁi@n)ﬁj(&)wn = dijwj, (35)

n=0

where the integration is exact since £; (§)£; (&) is a polynomial of degree at most 2N .
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A very useful property of Lagrange polynomials is that the polynomial interpolation of
any function g is rather easy, i.e.,

N
en(E) = (Ing) () = Y ;(E)g)), (36)

j=0

where Zy is the polynomial interpolation operator using N + 1 nodes. The approximation
of the derivative of g is defined as the derivative of the interpolant, i.e.,

dgN N d¢
 ©= Z S(&)g@, (37)

Note that if g is a polynomial of degree N or less, both the interpolant and the derivative are
exact. In what follows, we require the derivative at the nodes, i.e.,

d N
%N@,) = Z i 69 = Z Dijg(&)). (38)
j=0

where D;; = %j (&;). The elements of the differentiation matrix D = (D;;) can be found by
differentiating the Lagrange polynomial followed by evaluation at the node, and thus read

N 1 N £ &
Dij=>" [ =—* fori#j, (39a)
— gj _én m=0 Ej _Em
n#j m#n, m# j
and the diagonal elements read
i = Z Din. (39b)
n;ﬁz

due to the fact that the derivative of a constant function vanishes.

3.2 Approximating the Solution

To derive an approximation of the solution, we expand both the solution and the flux in
Lagrange polynomials. The expansions read

N
P &)~ p"(z & m) = Y pij(@EEL; (), (40a)
i,j=0
feam~F@eamn= Y Fi@uELm. (40b)
i,j=0

The coefficients, indicated by the index-subscript ij, in each expansion are related to the
posmon of an element’s interior node (g;;, p,J) by 0ij(z) = p(z,qij, pij) and f” (z) =

f(z gij, pij)- The auxiliary flux coefficients f,] (z) are related to p by

fi,-(z) =1 (2)pij (2), 41)

@ Springer



Journal of Scientific Computing (2021) 89:27 Page 110f35 27

with #;; the transformed velocity, similarly defined to (26). Here the velocity %;;(z) =
'lZ(z, gij, pij) depends on z if the refractive index n depends on z. In the following, we omit
fi ;s dependence on z for ease of notation.

Next, we have to approximate the integrals in Eq. (29). The test function ¢ is chosen to
be in the same basis as the solution p, resulting in a Galerkin method. Therefore, taking

(&, m) = Li(§)E;), (42)

allows us to derive (N + 1)2 equations for the (N + l)acoefﬁcients pij. Combining this
together with the approximations (40a) and (40b) for p and f we can approximate the integrals
using the Gauss-Legendre quadrature rules. Therefore, substituting the approximation (40a)
in the first term of (29), we obtain

/ M— dAg = / L©OumIEn |3 UL e | an
k,/=0
a Y dpu@)
= > wawnli ED )T Ennn) | D —4 L)

n,m=0 k,1=0

Applying the Kronecker property (34) of the Lagrange polynomials, the sums reduce to

f ¢j— dAg = wiw;Ji; dp”Z(Z), (43)

where J;; := J (&, n;). Note that the integral is exact for the given combination of a bilinear
mapping x (&, n) and Lagrangian polynomials, since then the integrand is a polynomial of
degree 2N + 1 in & and in 7. The Gauss-Legendre quadrature rule is exact for this bivariate
polynomial. ~

For the third term in (29), we substitute the approximation (40b) and denote f = (f, 2,
resulting in

/ (Veo) - T dAg
X

/ (6@LMTEm +6EGmEE D) dag
X

N
= Z Wp Wiy (Z;(Sn)gj(nm)f(gns Nm) + & (%‘n)ﬁ/j(ﬂm)g(én, 77m))

n,m=0

_U)JE wnDntfn]+w1§ wm D m]glm,

= m=0

where we have used the definition of the differentiation matrix (39). Furthermore, we intro-
duce the following auxiliary matrix

ﬁ,’j = Dj,'ﬂ, (44)
wi

for ease of computation. The third term then reads

/ (V§¢) f dA§ = wiw; (Z Dmfn/ + Z D/mglm> . (45)

m=0

In what follows, we will replace the flux appearing in the boundary integral from Eq. (29)
with a numerical flux F = (F , G). The boundary integral can be split into four parts and

@ Springer



27 Page120f35 Journal of Scientific Computing (2021) 89:27

Fig.2 Reference square with

polynomial degree N = 4. The

normals are denoted by arrows,

interior nodes are denoted by 0
filled circles and boundary points
by open squares

[ Ju}
OD—) S
[ Ju}

m]

0
e
—
e
0

evaluated for each boundary segment, see Fig. 2. Along each segment the numerical flux F
is described by an Nth degree polynomial at the boundary nodes shown in the figure. For
the bottom part, with n = —1, the integral can be exactly evaluated using Gauss-Legendre
quadrature, such that we obtain

I
/lﬁi(%‘)@j(—l)F(S, =1+ (=) d§ = —w; (;(~=1G (&, —1). (46)

Similarly, we can compute the other components and the result for the full boundary integral
reads

F.iido =w; (6;(OF (1,n;) — €;(=)F (=1,n;
8x¢ n do wl( )] ( ’71) (=D ( 771)) a7

+wi ()G &, 1) — (=G (&, —1)).

In the discontinuous Galerkin spectral element method the elements communicate by
fluxes through the faces of each element. The solution on the boundary between two elements
is allowed to be discontinuous, thus the limit towards the boundary of an element can have
two values, one for each element it touches. The flux on the boundary must be replaced by
a numerical flux so that the neighbouring elements can communicate. The numerical flux
depends on the values of p just left and right of the boundary, i.e., p and pr, which are
computed by evaluating the interior solution (40a) at the boundary. For the numerical flux
we take the upwind flux. Due to the transformation (26) of the flux to the reference domain,
the physical upwind flux F is scaled at an edge by Al/2 with Al the length of the edge, such
that the upwind flux F= %Al F over an edge reads

S D
|

Al { pL ifu - (48)

F=7(u-f1) pRifu-

where 71 denotes the outward normal vector w.r.t. the element left of the boundary.

@ Springer



Journal of Scientific Computing (2021) 89:27 Page130f35 27

Next, we substitute expressions (43), (45) and (47) in equation (29), so that we obtain the
semi-discrete ODE system for the expansion coefficients p;;(z):

dp (z) Y
lj = ZDznfnj ZDjmgim

n=0 m=0 (49)
;i (1) ~ li(—1) ~ Ci(—1
[() =D E )+ ’()G@,,l)— SDEE 1 ]
w w; w;

with the numerical fluxes F = (f , 5) given by (48). This ODE system can be solved using
any numerical time integrator, e.g., the classical fourth order Runge—Kutta method. Other
popular choices in the literature are explicit low-storage Runge-Kutta methods, see [6,19,34].
The discontinuous Galerkin spectral element method approximates the exact solution by
an N'th degree polynomial, so the global spatial error e for a typical mesh size Ax behaves

as
e =0(AxNTh. (50)

Furthermore, the scheme is restricted by stability in terms of a CFL condition. For discontinu-
ous Galerkin methods on quadrilaterals there is no direct known bound for the CFL condition.
For triangular grids the relation between the Courant number and the shape of the triangles
is studied in [7,30].

4 Optical Interfaces

In the phase space representation, the flow of p describes a beam of light propagating through
an optical system. When the beam hits an optical interface, the momentum p changes discon-
tinuously according to the law of specular reflection or Snell’s law of refraction. Furthermore,
from the discussion in Sect. 2 we know that the total luminous flux should remain constant
throughout the optical system. The numerical solution should respect the actual physics,
therefore, the discontinuity at optical interfaces coupled with conservation of energy should
be incorporated into the DGSEM when we solve Liouville’s equation.

In the DGSEM the solution is allowed to be discontinuous across the boundary connecting
two or multiple elements. Therefore, the mesh in phase space is aligned such that elements
adjacent to the interface have edges that coincide with the optical interface, across which the
solution is discontinuous [31]. The elements in the DGSEM communicate through numerical
fluxes, hence, we have to incorporate both Snell’s law and the energy conservation constraint
in the numerical flux when integrating (49). In particular, for a beam of light moving towards
an optical interface, i.e., the velocity is directed towards the interface, we have to leave p
free, whilst for a beam moving away from an optical interface, i.e., the velocity is directed
away from the interface, we have a Dirichlet boundary condition for p due to Snell’s law or
the law of specular reflection [31].

Refraction or reflection causes the elements to be connected in a non-trivial manner at the
optical interface. For example, one single element, on the side where light is moving towards
the interface, can contribute to multiple elements on the other side. This occurs because
both Snell’s law and the law of reflection are non-linear in the momentum p. Therefore, this
requires special treatment of the numerical fluxes to ensure that the scheme obeys energy
conservation.

Van Lith et al. present Snell’s function in [33], which is an explicit version of Snell’s
law and the law of specular reflection combined on phase space. Snell’s function S relates
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the momentum p of an incident ray to the outgoing momentum p of the ray. Let n| be the
refractive index of the incident medium and 7, the index of the transmitted medium. Then
for a generic two-dimensional optical interface in the (g, z)-plane with surface unit normal
D= (vg, v;) directed towards the incident medium, Snell’s function reads

p— (¥ + sgn(n)V8)v, ifs >0,

. (Sla)
P — 2%y, if§ <0,

p=38(p;nyi,ny,v) = {

with the auxiliary variables § and i defined by

5= n2 2 2 o p Vq
=n;—ni+v°, Y= i\/’ﬁ ) (51b)

In the expression for i the plus sign should be taken for rays that propagate in the positive
z-direction, while the minus sign should be taken for rays that propagate in the negative
z-direction. Furthermore, the sign of n», i.e., sgn(n,), in the first case of (51a) can be used to
accommodate embedded mirrors in a medium of refractive index ny > 1 by takingn, = —ny,
see [32]. Note that there is a so-called critical momentum p. whenn; > nj so that§ = 0. For
8 < 0 all light will be reflected, referred to as total internal reflection (TIR), while for 6 > 0
light will be refracted. The outgoing momentum is computed as p = S(p; ny, ny, v), for
which we will frequently use the shorthand notation p = S(p) and take the other parameters
as given. Furthermore, the inverse of Snell’s function will also be frequently used, for which
we will use the shorthand notation p = S~!(p). This means, find the momentum p such
that p = S(p). For example, for refraction the inverse reads [33]

p=8"1p) = —8(=psna, ni, —v). (52)
Snell’s function (51) combined with (12) results in [33]
p(z7.q . p7)=p("q". p"), (53)

where p™ = S(p~; n1, na, V) and the & denote one-sided limits towards the optical interface.
This relation allows us to relate the basic luminance p on both sides of the interface.

To elaborate the energy conservation constraint, we consider the following flat optical
interface parallel to the z-axis

nig) = 1™ for g < qo, (54)
ny forg > qo.

Note that the optical interface in phase space is represented by a line parallel to the p-axis.
The optical interface has two sides where on one side the normal in phase space is directed
towards ¢ < ¢go and describes the part with refractive index n1, whereas on the other side
the normal is directed towards ¢ > go and describes the part with refractive index n,. The
normal in phase space is given by i = (£1, 0) with the plus sign for the direction towards
g > qo. Since the optical interface is represented by a line parallel to the p-axis at some
constant g-value, only the g-component of the flux (20b) needs to be considered, i.e.,

P

fz,q.p)=pz q, p)—F———,
vV n(Zv CI)Z - pZ

(55)
cf. (22).

In what follows, we assume that light is initially in the medium with refractive index n;.
We partition the optical interface, represented in phase space, into line segments for both
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sides of the optical interface. The partitioning is based on whether light is moving towards
or away from the optical interface.

The line segment on the side of the optical interface with velocity directed towards the
optical interface is denoted L. The line segment L describes the incoming momentum of
light from the medium with refractive index n1, due to the assumption of light being initially
in this medium.

The line segments just on the optical interface with velocity directed away from the optical
interface is denoted R. The line segments R describe the outgoing momentum of light, and
is further split into two parts, i.e., R = Rgr U Rt. The line segment denoted RR represents
the momentum of light after total internal reflection, and is part of the optical interface where
the refractive index is n1, while the line segment denoted R is in the medium with refractive
index n,, and represents the momentum after transmission.

To distinguish the momentum taken from either side of the optical interface, we write
p € L and p € R. First, consider the integral of the flux entering an arbitrary momentum
interval [p1, p2] € Rt. The integral reads

P2 . p B
/ p(",qy, p)———=4dp, (56)
pi n% _ 52

where g, T denotes the limit towards the optical interface from the line segment Rt. Relation
(53) implies

P2 .o - p ~ P2 I P _
/_ oz ,qo,p)idPZ/_ p(z7.q0 .87 (p)) ———=—=dp.  (57)
n n3 — p? n n2 — p2

where g, denotes the limit towards the optical interface from the line segment L. Subse-
quently, we transform the integral using p = S(p) = S(p; n1, na, v) resulting in

& _ p S(p)  dS(p)
p p p
f ozt qq. p) dp = / (z7.q5,p)
P /n% — p? 12 /n% —S(p)? dp
where p; = S(p;) fori = 1,2, and [p1, p2] C L.

The relation for reflection can be derived similarly by considering the integral of the flux
entering an arbitrary momentum interval [p3, pa] € Rr. We obtain the relation

P P N L S(p)  dS(p)
/_ p(z+,q5r,p)72dp=/ p(z 7. qy.p) dp. (59
D D

: n—p : Jni=S(py 9P

with p; = S(p;) fori = 3,4, and [p3, p4] € L. The relations (58) and (59) describe how
the fluxes leaving L are related to the fluxes entering Rt or RR, respectively. Henceforth,
they are known as energy conservation constraints.

For the particular optical interface (54) the constraints can be simplified. Since, we
assumed that light was initially in the medium with refractive index n, the optical inter-
face normal on the full position space is equal to ¥ = (v, v;) = (—1, 0). Snell’s function
(51) reduces for this flat interface to

) 23
[3:5(]7;”1,112,6):! ny nl+17 lprPCa (60)

dp, (58)

-p if p < pc,
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(a) Elements in phase space connected (b) Illustration of the geometry at the optical inter-
due to Snell’s function. face.

Fig.3 Conservative handling of fluxes. The incident and transmitted momenta are related by p = S(p)

with p. = ,/n% - n% Then, the energy conservation constraint for R, given by (58), can be
simplified by noting that for refraction the following relations hold

dS(p) p
S =50y VM SwR =t 2

Hence, we obtain

P2 .4 p _ P2 o p
[ o) = ai= [ o) E=dpn. 610

P /n% — ]32 p1 n% — pz

and similarly for reflection the constraint for Rg, given by (59), reduces to
P__4p. (61b)

iz o4 - p ~ P4 o
/_ p(z ,qo,p)idPZ/ p(z7 4y, P) ————=
p /n%—ﬁz pP3 n2 p2

2
The balances (61) have to be combined with relation (53) to ensure the scheme conserves

energy. However, the coupling between the line segments L and R is not straightforward,
which will be discussed in the next section.

4.1 Conservative Handling of Fluxes
First, consider only the refractive part of the optical interface. Elements adjacent to the

optical interface in phase space are shown in Fig. 3a. These elements have edges on the
optical interface and these edges are denoted by L; (i = 1,2) and R; (j = 1,2, 3,4). Due
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to refraction, the value of p in the elements that contain R; as an edge is determined by
the flow through the elements that contain L and L. In fact, taking a closer look at how
Snell’s function connects the line segments from L to R in momentum space at the optical
interface, we obtain for example Fig. 3b. In Fig. 3b L; and R; denote line segments along the
optical interface. The basic luminance p along the line segments L; and R; are represented
by their inner-element solution evaluated at the optical interface. To simplify notation, we
denote these polynomials along the optical interface by pi (p) with i = 1,2 and p%i(p)
with j = 1, 2, 3, 4. For example:

N
pli(p) =Y 01 ;& (p)), (62)

J=0

where { = ¢{(p) denotes the line segment’s local reference coordinate along the interface.
In Fig. 3b also virtual line segments L; are shown. The virtual line segment L; is the
image of L; under S, i.e.,
L, =S8(L;). (63)

Hence, the endpoints of these line segments are found applying Snell’s function to the end-
points of L;, i.e., ﬁiL = S(pl.L). Note that due to Snell’s function, the line segments L; are
stretched or compressed in the momentum direction. Computing the endpoints ﬁiL allows
us to determine which line segments before the optical interface contribute to a single line
segment after the optical interface. From the figure we see that part of L contributes to R
(the blue coloured region). Therefore, a relation connecting o' (p) and p®2(p) on opposite
sides of the optical interface must be found. Hence, as a first step applying relation (53) to a
polynomial on L;, allows us to find the corresponding p on Li,ie.

pli(p) = pti (871 (D)) = i (), (64)

with p = S(p).

The coupling between line segments that do not exactly match, as shown in Fig. 3b,
is similar to what is known as a geometrically non-conforming mesh [20,23]. In [23] the
authors describe a discontinuous Galerkin method for non-conforming meshes, applied to
Maxwell’s equations that form a hyperbolic system of PDEs. In their approach to treating
non-conforming interfaces the solutions are first transferred to an intermediate construct
called a ‘mortar’, and on this mortar the numerical fluxes are computed and transferred back
to the corresponding elements. The transfer of the solutions and numerical fluxes is done
using a least-squares matching, with integrals evaluated using Gauss-Legendre quadrature
[5].

We will take a slightly different approach since in Liouville’s equation for optics the flux
[ is discontinuous across an optical interface. Instead, relation (53) and Snell’s function
together describe how p transforms across an optical interface, cf. (64), therefore, a least-
squares matching of the polynomials describing p along either side of the interface is used
with Snell’s function directly incorporated and an additional constraint is used to satisfy
energy conservation.

For the reflective part of a flat interface that is parallel to the z-axis, Snell’s function
reduces to p = —p, see (60). The conservative treatment of these types of optical interfaces
is easily accommodated by choosing a mesh such that the elements and nodes are symmetric
with respect to the line p = 0 and, therefore, the constraint (61b) is easily satisfied. Due to
this choice of mesh each node p; € Rr will exactly correspond to —p; = p; € L and a
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point-by-point transfer of p can be made. Henceforth, the following exposition of the method
describes the method considering only refraction.

4.2 Contribution from One Element

From Fig. 3b we see that the line segment R, only depends on the solution in L. The poly-
nomial p®2 must thus be computed from the polynomial p! with the additional constraint of
energy conservation. That is, the integral of the flux within the blue interval on either side of
the optical interface should be equal analogous to equation (61a). Therefore, the constrained
least-squares approximation reads

. Z IR
min [ [0 - ohp)] ap, (650)
p2ePy PR
2 ¥
subject to / FR(pydp = / FLli(p)ydp. (65b)
=R R
%) 1)
Here, [pX, pR]1 € L1 = [pF, p%] and the momenta on both sides are related by pX :=

S7I( ﬁlR ), see Fig. 3b. Furthermore, the numerical fluxes are defined as expansions in the
Lagrange polynomial basis on Gauss-Legendre nodes, similar to (62), with flux coefficients
Fj := ujpj. The minimisation of the integral in (65a) requires finding a polynomial that
matches in the least-squares sense, while the constraint (65b) ensures that the scheme con-
serves energy.

The integrals in the constrained minimisation problem (65) are transformed to reference
line segments, so that we can compute the integrals using Gauss-Legendre quadrature. To be
more specific, the integral on the LHS of (65b) and the integral in (65a) are transformed to
the reference line segment along R», while the integral on the RHS of (65b) is transformed
to the reference line segment along L. Omitting the element’s subscripts, applying relation
(64) and introducing an auxiliary function & for ease of notation, we obtain

1 2
min [ [0 - stE@)] de
P E]PN -1

olat (66)

1
subject to AﬁR/ FR()de =ApL/ FE)de,
1 ol

where ApR = ﬁ§ - ﬁ§ and Apl = pé‘ - pf‘. Furthermore, the coefficients % € [—1, 1]
and AL € [0, 2] denote the offset and scaling in L;’s reference frame, such that p(aL) = p§
and p(cL + L) = pf in L. Finally, the auxiliary function & reads

STH(pR+34pR(1 +0)) — p*
ApL

E({;pL,ApL,ﬁR,AﬁR>:2 1. (6D

This function relates the reference frame coordinates for a momentum interval [p%, p& +
A pR] past the optical interface to the reference frame coordinates on a momentum interval
[pL, p* + ApL] before the optical interface.
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Next, we write the constrained minimisation problem (66) in terms of a Lagrange function
L with a Lagrange multiplier u for the energy conservation constraint, i.e.,

1 i & Lo T2
e=; [ [pror-ptEan] u

1 (©8)
vulapt [ Froa-apt [ Froac.
- a
The coefficients ,o]R for the polynomial p® € Py can then be computed by solving
oL
—x =0, fori=0,1,..., N, (69a)
ap;
oL
— =0. (69b)
au

Recalling that both F~ and F® are written as expansions in the Lagrange polynomial basis
on Gauss-Legendre nodes, we obtain for the energy conservation constraint (69b)

olyrl N

1 N
AﬁRfl d_ufpfe;@)de = ApoL S ukpke; ) de, (70)
e P,

where we have used F; = u;p;.

To evaluate the second integral, we transform it to the reference interval [—1, 1] using
cE =l + %)LL (1 + &). Next, we replace both integrals with Gauss-Legendre quadrature
to find the exact values, since both integrands are at most Nth degree polynomials, therefore
we obtain

N LN N
_ A 1
AP Y wulof = apt T Yot Ywty (ot 4 3t 4k e). b
j=0 j=0 k=0

with & and wy the Gauss-Legendre nodes and weights, respectively.
Recalling again that the polynomials p” and p* are written as an expansion in a Lagrange
polynomial basis, cf. (62), we can rewrite the equations (69a) to

1 1
0= [ o0 = o] e +uap® [ uft@de fori=0.1.... .

(72)
For the evaluation of the first integral, we introduce a generic auxiliary variable §;;, given by

ok +AR
Sij (0% 48) = / O LOGEE) L, (73)
o
with = defined in (67). The integral is evaluated by transforming to the reference interval and
subsequently applying Gauss-Legendre quadrature. The integration interval [o %, o ® 4+ 1]
of S;; depends on how large R; is compared to L;. In this case, the entire line segment R» fits
in L, therefore, the integral over R» is transformed to a reference line segment [—1, +1],
corresponding to o ® = —1 and AR = 2.
The integrals in (72) are evaluated using Gauss-Legendre quadrature resulting in
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N N

D MijpR + pApRufwi =38 (=1,2) pk, fori =0,1,... N, (74a)
j=0 j=0
with
1
My = / @) @) de, (74b)
—1

and S;; given by (73). The integral M;; describes the orthogonality of the Lagrange polyno-
mials on Gauss-Legendre nodes, and therefore, is easily evaluated, cf. (35), to be

M,’j = w,-S,-_/. (75)

The coefficients M;; and S;; are elements of the matrices M, S € RWADX(N+D " The
matrix M is simply a diagonal matrix containing the Gauss-Legendre quadrature weights,
ie., M = diag(w) with w = (wo, wy, ..., wy)T.

By defining

) Al Y 1
af = Apfuf, gl = ApL7u]4 > e <0L + EAL a-+ &)) , (76)
k=0

as the components of the vectors e® and B, we can write the linear system given by (74)
and (71) for p® = (pf, pR, ..., p®)T and  compactly in matrix-vector form:

((ffi o B") (%)= ((xsff) o ”7)

where we take the arguments for S as understood. Furthermore, o denotes the Hadamard

product for vectors a = (ag,ay, ...,aN)T and b = (bg, by, ...,bN)T, ie,aob =
(apbg, a1b1, ..., aNbN)T. Let us denote the matrix on the LHS by A:
diag (w) a®ow
A= . 78
((otR o w)T 0 (78)
The determinant of this matrix reads
N ) N
det(A) = — <Z ((xiR) w,~> [Tw: (79)
i=0 i=0

see Appendix A for details. Therefore, the matrix is only singular if all coefficients oziR =0,
or equivalent if all velocities #; = 0, which would mean no flux can enter the element from
that side. Hence, we can safely assume that the matrix A is regular.

An analytical inverse for the matrix A is derived in Appendix A, and reads

o1 B —af a 2

(@R)? + L ifi =,
B”:—[R’R w = (81)
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Now, we can directly obtain an expression for the Dirichlet boundary condition values p* in
terms of p~, i.e.,

R __ 1 N L _. L
0 _;(B —ak) ((ﬁL)T>p =: Cp". (82)

Note that for problems where the refractive index n does not depend on z, the coefficient
matrix C relating p® and p’ can be pre-computed and re-used during integration along the
Z-axis.

4.3 Contributions from Multiple Elements

From Fig. 3b we see that the element R3 depends on both L and Lj. The idea remains
the same, i.e., to use a least-squares matching with a constraint to ensure that the scheme is
energy conservative. The constrained least-squares problem for R3 reads

oy _ 2
min / R - ot dp, (83a)

R SR
p3ePy I py

=R R R
. Py R v 4= P3s L Py L
subject to F%3(p)dp = F*'(p)dp + F=2(p)dp, (83b)
JZ8 ¥ pE

34

where p§4 =81 ﬁ§4) and ﬁ§4 is the momentum value where the intervals L and L, meet,
see Fig. 3b. Furthermore, p’ contains the contributions from p! and p’2, and is defined by
oL(p) = |1 ST for p < p < p3i. 34

pP(S(p)) for py < b < pf.

The integrals in (83) are transformed to their respective line segments, e.g., the integral on

the LHS of (83b) and the integral in (83a) are transformed to the reference interval [—1, 1]
along Rj3, such that we obtain

min /11 (" @)~ o (22 @)] a

pRePy _
1 oLl
subject to ApR/ FR@yde = aph /L FLlieyde (85a)
—1 o*l
ala4al2
+ Aph f F2()de,
ol2
with
oL )2 (@ Pl Apt, pE. pR - pE) for —1<¢ <k, -
u(g)_ [ . LALZ ~R ~R _ =R f <1 ( )
5 (¢; py, A", Py PE — pyy) fore <¢ <1,

where we write R instead of R3 for brevity, and « is defined such that p(k) = 1354 in R3 and
ApR = pR—pX, Aptt .= pl — ptand Ap"2 := pk — pl Note that o1 + 151 = 1 and
ol2 = —1, however, for illustration purposes we will keep using the variables rather than
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these values. The Lagrange function £ for this constrained minimisation problem reads

L= /11 [0%@ — 0" (2 ©)] az +u [AER fll FR()de

" R (86)
—aph / F(g)dg — apt? / F“(z)dg]
ol1 ol2
The coefficients ,of for the polynomial p® € Py can be found by solving
oL oL
—R:O fori =0,1,.... N, — =0.
p; o
Following the same steps as in Sect. 4.2, we obtain the following system of equations
N N
> Mo+ pwiaf = 3 [S (<1 1480 o 4 Sy e, 1= K0 )2
j=0 j=0
fori =0,1,...,, N, (87a)
N N
Y wjafpf =Y o + Z Blof, (87b)
Jj=0 Jj=0
with
- 1
ozf = ApRuf, ,Bfl = A ZwkZ ( )»Ll 1+ Ek)) (87¢)
Ly ._ L L
B = Zwke ( 2 4 2A 2(1+$k)> (87d)

The linear system described by (87) can once again be assembled into a matrix-vector

form:
diag (w) afow ok st L st2 L
= , 88
(((XROW)T 0 m (ﬁLl)T P+ (ﬂLZ)T P (83)
where we have used the shorthand notation §©1 = (S;;(—1, 14«)) and S*2 = (8;; (x, 1—«)).

Note that the matrix on the LHS is exactly the same as the matrix obtained in the previous
section, except for possibly different values for « f . Therefore, we can again solve the linear

system explicitly for the Dirichlet boundary condition values p®, resulting in

oF =L (B —aF) {( s T) ph + ( s” T) p“} (89)
r (B) (B2) ’

cf. (82). This result can of course be generalised to K elements contributing to p®, resulting

in P
R_l St
ror [2(/*“ ) } (90)
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4.4 Overview

To summarise, during a z-step the numerical fluxes over the optical interface are evaluated
as follows. First, the elements are identified that have an edge on the optical interface. Those
elements are separated into elements with velocities directed towards the optical interface,
denoted L, and elements with velocities directed away from the optical interface, denoted
R. For the elements from L the solution is evaluated at edges on the optical interface. The
numerical flux over the edges for the elements L can be directly computed as there is no
constraint on p. For each element from R there is a Dirichlet boundary condition on the edge
at the optical interface given by (53), that is incorporated into the numerical flux.

The value for the Dirichlet boundary condition is determined from the elements L, as
follows. To determine which elements from L contribute to a single R element, Snell’s func-
tion is applied to the momentum boundaries of the elements L. Subsequently, the geometric
quantities relating the element sizes are computed. Next, the momenta p at the quadrature
nodes, for evaluation of the integral S;;, are determined. Subsequently, we apply S I to
these nodes, and compute Z using (67). Hereafter, the integrals S;; are evaluated and the
coefficients o’ i f are computed. Finally, the values for the Dirichlet boundary condition
can be found from their contributing L-elements by applying (90).

5 Results

Numerical experiments were performed for two examples. The first example features light
propagating through a gradient-index medium. The smooth refractive index field of the
medium fits naturally into the DGSEM for solving Liouville’s equation. For such optical
systems ray-tracers usually have to resort to difficult to obtain closed-form expressions for
the trajectory of the rays [2], or use symplectic integrators to solve Hamilton’s equations for
every ray [27]. Solving Liouville’s equation with the DGSEM provides directly the energy
distribution, i.e., the basic luminance p for the optical system. Furthermore, the method
conserves energy by design.

The second example features a single optical interface. The problem exhibits both total
internal reflection and refraction. At the optical interface we apply the strategy outlined in
Sect. 4. Furthermore, a comparison is made between solving Liouville’s equation using the
DGSEM and applying quasi-Monte Carlo ray tracing [14]. The illuminance is solved using
both methods and the performance of both methods is tested.

5.1 Elliptic Waveguide

As a first example, we consider the elliptic waveguide [35] which features a smooth refractive

index field given by
—K if < -1,
nig) = [V o cla] < 1)

otherwise.

The parameters ng and « are taken to be np = 1.4 and k = ,/n% — 1. The refractive index
field and several rays are shown in Fig. 4. We observe that the elliptic waveguide contains
light much like an optical fibre. Hamilton’s equations (8) for rays inside the elliptic waveguide
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Fig.4 Elliptic waveguide: 1 1.4
background colour indicates the
refractive index value n(q), and 075 1.35

the solid lines represent ray 051 13
trajectories. Arrows indicate the
direction of the ray, i.e., the o 0.25 1.25
=] 0 1.2
o
0 -0.25 1.15
-0.5 1.1
-0.75 1.05
-1 1

0 15 3 45 6 7.5 9 105 12 135
Position along optical axis z

read
dg _ _»r
dz h’
92
G (92)
dz — nd

Since the refractive index field does not depend on z, the Hamiltonian /4 remains constant for
each ray. The solution of (92) reads

(z) = qo cos (Ez> _ sin (£z>
A =40y PREVAIA

P p 93)
p(z) = pocos (7z> + Kk qo sin (7z> ,
h h
where the initial conditions are given by (¢ (0), p(0)) = (qo, po). Note that from the refractive
index field n and the Hamiltonian # we obtain [35]

k*q + p* =ng — h?, (94)

where the right-hand side is constant when we move along the z-axis. We can readily see that
the trajectories follow an elliptical path in phase space, hence, the name elliptic waveguide.
Let the function ¢, be defined as

cos™ T (Zx?) if |x| < 1,

. (95)
0 otherwise,

O (x) = [

which is a C{j'-function, meaning its first m derivatives are continuous and has compact
support. The function ¢, is plotted in Fig. 5 for m = 7, 28. We solve Liouville’s equation
(20a) with the following initial condition

po(q, P) = ¢m (i> ©Om <£> , (96)
Oq 9p

at z = 0 and on the boundary of the domain we leave p free whenever the velocity field is
pointing out of the domain, otherwise we prescribe p = 0. In (96) we take m =7, 04 = 0.25
and o, = 0.1.

The ODE system (49) is integrated using the low-storage 4th order Runge-Kutta method
by Zingg and Chisholm [37]. The numerical solution is integrated from z = 0toz = Z = 3.
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Fig.5 Function ¢, form =7
and m = 28
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Fig.6 Elliptic waveguide: basic luminance distributions p(z, ¢, p). Parameters are N = 6, K =256,Z =3

Fig.7 Elliptic waveguide: x1075
relative error in luminous flux

0.5

-0.5

Relative error in luminous flux

-1.5

0 1 2 3
Position z

The result using a 6th degree polynomial (N = 6) and K = 16 x 16 = 256 elements is
shown in Fig. 6, together with the initial condition. The numerical solution at z = Z has
roughly the same phase space area and is approximately a rotation of the initial condition.
The scheme is also energy conservative up to machine precision, as can be seen in the plot
of Fig. 7. Here, the relative error in the total luminous flux is plotted as a function of z. The
total luminous flux is computed according to its definition (15) by applying a quadrature rule
in agreement with the chosen polynomial degree.

Furthermore, a convergence test is performed for this example by changing the number of
elements K and varying the polynomial degree from N = 1, 2, ..., 6. The numerical solution
is compared to the exact solution, which can be found from the trajectory of the rays given by
expressions (93). The expressions describe the evolution of a ray, given the initial conditions
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Table 1 Elliptic waveguide: K e D e D e D
convergence data DG G DG G DG G
N=1 N=2 N=3
16 8.86e-03 5.47e-03 3.18e-03
64 3.93e-03 1.17 1.71e-03 1.68  7.36e-04  2.11

256 1.62e-03 1.28  3.19e-04 243 3.28¢-05  4.49
1024 4.27e-04 192 28le-05 351 2.07e-06  3.99
4096  8.32e-05 236  2.98e-06  3.24 1.21e-07  4.10

16 2.15e-03 1.17e-03 5.17e-04
64 1.68e-04 3.68 5.82e-05 4.33 1.29¢-05 5.32

256 6.37e-06 472 7.02e-07 637  9.89e-08  7.03
1024 1.56e-07  5.35 1.05e-08  6.06  6.5le-10  7.25
4096  4.34e-09  5.17 1.49e-10  6.14  4.67e-12  7.12

of the ray. For the analytical solution to Liouville’s equation at an arbitrary z we want to know
where the ray originated from, since the phase space coordinates on the mesh are known.
This amounts to tracing the ray backwards starting from an arbitrary z to z = 0, resulting in

p(z,q, p) = polg(—=2), p(=2)), Ch)

with ¢ (z) and p(z) given in (93).
Using the exact solution (97) we can evaluate the discretisation error for which we take
the L!-norm, i.e.,

eDnG :=/ lopG(Z, q, p) — p(Z, q, p)| dgdp, (98)
P

where ppg denotes the numerical solution and p denotes the exact solution (97). The integrals
in (98) are evaluated using Gauss-Legendre quadrature with N 4 3 nodes. The convergence
order ypg is estimated from the empirical relation

epG = Cpg K ~"0/2, (99)

with Cpg > 0 an arbitrary constant.

The convergence data is shown in Table 1. The spatial discretisation is done using an
Nth degree polynomial, and therefore the spatial order of accuracy is N + 1. The temporal
discretisation is done using a 4th order explicit Runge-Kutta method, where we choose Az
to be the maximum allowable step such that the temporal integration is stable. Furthermore,
a uniform rectangular mesh is used, where upon mesh refinement the mesh size in each
direction is halved and similarly Az is halved to ensure stability.

The global error depends on whether the spatial or temporal discretisation errors dominate.
From Table 1, we observe that the spatial discretisation error dominates for the polynomial
degrees N = 1 to N = 6. Choosing a smaller Az-step in the numerical experiments did not
influence the discretisation error. The results show that we obtain the expected N + 1 order
of convergence.
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5.2 Bucket of Water

To illustrate that the strategy outlined in Sect 4 for handling optical interfaces is energy
conservative, we apply it to a test case. The test case ‘bucket of water’ introduced by van
Lith et al. [32,33] is a suitable choice. The refractive index for this problem is given by

, ifg <0,
ngy={"" 1= (100)
ny, ifqg >0,

where we take n; = 1.4 and n, = 1. Using an initial basic luminance pg that has support
D where g < 0 and p > O for all (g, p) € D, the solution features both refraction and total
internal reflection in two separate quadrants of phase space. The exact solution reads [33]

po(q—z L ,p> ifg<0,p=>0,
2_,2
Jri—p
I) .
z —-q,— ifg <0, —p. <p <O,
p(Z’ q’ p) — IOO < n%7p2 q p) q Pc p (101a)
po |6z —2—L—,p) ifg>0p=0,
n%—ﬁz
0 otherwise,

where p. = ‘/n% —n%, p = —S(—p; na,ny, —v) with v = (-1, 0), and
n3 — p2. (101b)

The region described by {¢ < 0, p > 0} features propagation through the medium with
refractive index n;. The region {g < 0, —p. < p < 0} describes light that was reflected at
the optical interface, and the region {g > 0, p > 0} describes light that was refracted.

As an initial condition we use

00(q, P) := ¢ (q_%) [wm <m> + Pm (p_m)] (102)
g Op,0 Op,1

with ¢, defined in (95) and on the part of the boundary of the domain that is not on the
optical interface, we prescribe p = 0 whenever the velocity field is pointing into the domain,
otherwise we leave p free. Since the g-position is restricted to ¢ € [—1, 1], this means that
at ¢ = =£1 we place virtual detectors that capture any luminous flux leaving the system.
For the parameters in (102), we take g9 = —0.35, o4 = 0.25, pg = 0.45, 00 = 0.45,
p1 = %(1.3 + pc) and 0,1 = 1.3 — py. Furthermore, we take m = 7 unless specified
otherwise.

Again, the explicit 4th order RK method from the previous example is used with a constant
Az-step as determined by the stability of the temporal integration. The numerical solution
is integrated from z = 0to z = Z = 0.7 and z = 2Z, and is shown in Fig. 8, together with
the used initial condition. The result was obtained using a 6th degree polynomial (N = 6)
and K = 480 elements. The mesh uses only rectangular elements and is almost uniform. To
easily treat the optical interface, we have shifted the elements below and above the critical
momentum p. & 0.98 in the p-direction such that the critical momentum is aligned with the
edges of these elements. The mesh spacings for K = 480 are Ag = 0.1 and Ap ~ 0.1.
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Fig. 8 Bucket of water: basic luminance distributions p(z, ¢, p). Parameters are N = 6, K = 480, Z = 0.7

In Fig. 8 the quadrants featuring reflection and refraction can be clearly distinguished,
while the solution is, as expected, perfectly discontinuous along the optical interface. Fur-
thermore, at 7 = 2Z some of the solution has passed ¢ = 1, meaning some energy has hit
the detectors. We observe that a total 7.5 % of the initial luminous flux has hit the detectors
at z = 2Z. Taking into account the luminous flux on the detectors, we compute the relative
error in the total luminous flux as a function of z which is plotted in Fig. 9a. The plot shows
that the method obeys energy conservation up to machine precision.

Furthermore, to show that the optical interface treatment does not incur any penalty on the
convergence order, we compute the discretisation error for this example defined in (98). The
convergence data for N = 1, 2, ..., 6 is shown in Table 2. Also for this example, we observe
that the spatial discretisation error is dominant and choosing smaller Az-steps did not result
in different discretisation errors. Moreover, the expected spatial order of convergence N + 1
is obtained.

Next, we verify the exponential convergence of DGSEM by increasing the polynomial
degree, whilst keeping the number of elements fixed to K = 1920 and choosing m = 28 in
(102). For temporal integration a fixed number of 2 - 10* z-steps are performed, chosen such
that the temporal integration error does not interfere with the convergence test. The result is
shown in Fig. 9b and exponential convergence is observed.
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Fig.9 Bucket of water

Table 2 Bucket of water: % . o . . . o
convergence data DG G DG G DG G
N=1 N=2 N=3
480 4.93e-02 1.71e-02 8.70e-03

1920 1.82e-02  1.44  4.90e-03 1.80 1.23e-03 283
7680 6.25e-03 1.54  6.6le-04 2.89 8.07e-05 3.92
30720  1.56e-03  2.00 5.82e-05 350 3.7le-06  4.44

N =4 N=5 N=6

480 4.15e-03 2.03e-03 1.03e-03

1920 3.55e-04  3.55 1.08e-04 424  3.36e-05 4.94
7680 1.17e-05 493 1.98e-06  5.77  3.79¢-07  6.47
30720  3.08e-07 524  3.10e-08 6.00 3.37e-09  6.81

5.2.1 Comparison with Ray Tracing

We compare forward ray tracing with bin-counting to solving Liouville’s equation using the
DGSEM. Solving Liouville’s equation already has two advantages, i.e., it conserves energy
and provides a more complete picture due to solving the luminance instead of its integrated
quantities, the illuminance or luminous intensity. The latter advantage also comes at a price of
having to solve a two-dimensional problem in phase space followed by integration to compute
these quantities. Ray tracing on the other hand can directly use bins on a one-dimensional
grid to compute either the illuminance or luminous intensity.

For a fair comparison, we compute the illuminance E, defined by (17), for this test case
using both quasi-Monte Carlo ray tracing and the DGSEM. For quasi-Monte Carlo ray tracing
we fix the number of bins to B = 1000 and employ a uniform grid on ¢ € [—1, 1], i.e.,

Q=G -DAg—1. j=1..B+1, (103)

with Ag = %. The jth bin is defined by [Q, Q;+1] with midpoint ¢; = 3(Q; + Qj41).
The global error for quasi-Monte Carlo integration using a 2D Sobol sequence behaves as
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Table 3 Bucket of water:

discretisation error using ray Nrr ('106) °RT YRT 'RT

Fracigg (RT) for computing thie 0.04 1.49¢-02 0.079 s

illuminance. Number of bins is

fixed to B = 1000 0.16 6.52e-03 0.59 0.295 s
0.64 2.46e-03 0.70 1.239s
2.56 9.28e-04 0.70 3.99 s
10.24 3.58e-04 0.69 19.865 s
40.96 1.17e-04 0.81 I min 19 s
163.84 3.50e-05 0.87 Smin22s
655.36 1.33e-05 0.70 21 min 36 s
2621.44 4.65e-06 0.76 1h26 min6s

O(log(M )2 /M) with M the number of 2D points [11]. The 2D points are in our case the
initial phase space coordinates (g;, p;) € P of each ray. For more details on quasi-Monte
Carlo integration, see [24]. In the bucket of water example M = Ngrt denotes the number of
rays and we use a fixed number of bins.

For the DGSEM we compute the luminance followed by integration such that we obtain
the illuminance. Ray tracing defines an average illuminance on each bin, hence, for a fair
comparison we also average the illuminance for the DGSEM when computing the discreti-
sation error. For the discretisation error we take the L!-norm and compare the numerical
solution to the exact illuminance, which is computed by integrating the exact luminance
(101) numerically up to machine precision.

Once again we take the initial condition (102) and (95) with m = 7. The illuminance
computed using ray tracing with Ngr = 0.64 - 10° rays and the illuminance obtained with
DGSEM on a mesh with K = 480 elements and N = 4 are shown in Fig. 10a, together
with the exact solution. The ray tracing (RT) solution is noisy, which is inherent in the
method due to the quasi-random Monte Carlo process, while the DGSEM solution is almost
indistinguishable from the exact solution.

The discretisation error for ray tracing for increasing number of rays is shown in Table 3,
while the results for the DGSEM with increasing number of elements K is shown in Table 4.
In the tables ert and epg denote the errors for ray tracing and solving Liouville’s equation
using the DGSEM, respectively, while frt and fpg denote their respective computation times
using only a single core. Furthermore, yrr is estimated from the empirical relation

ert = CrTNg{ . (104)

while ypg is estimated from the empirical relation (99).

From the tables we observe that ray tracing uses 2.62 - 10° rays taking almost an hour
and a half, while the DGSEM achieves roughly the same accuracy in only 8.0 seconds
when using 1920 elements. Varying the polynomial degrees results in the performance graph
shown in Fig. 10b. It can be observed that the DGSEM always achieves a better accuracy
for N > 1, compared to quasi-Monte Carlo ray tracing in the same amount of time. The
DGSEM significantly outperforms ray tracing and, moreover, can achieve high accuracies in
reasonable time.
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Table 4 Bucket of water: K e > t
discretisation error using the DG G DG
computing the illuminance
1920 1.39¢-06 5.71 7.998 s
7680 2.86e-08 5.60 51.524s
30720 2.26e-10 6.98 6 min 52 s
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(a) Iluminance E(q) (b) Performance comparison

Fig. 10 Left: the illuminance computed using ray tracing (RT) with NrT = 0.64 - 100 rays and the DGSEM
with K =480 and N = 4 (DG). Right: the error as a function of the computation time for both methods. Both
results were computed at z = Z = 0.7

6 Conclusions

We have solved Liouville’s equation for geometrical optics, using the discontinuous Galerkin
spectral element method. For smooth refractive index fields the scheme obeys energy con-
servation by design. At optical interfaces Snell’s law of refraction or the law of specular
reflection needs to be applied. Together with the basic luminance invariance, this corre-
sponds to non-local boundary conditions in phase space. A method was presented to treat
the non-local boundary conditions along the optical interface such that the scheme remains
energy conservative in the presence of optical interfaces.

Energy conservation is verified in an example. Moreover, in the same example the scheme
was compared with forward ray tracing when computing the illuminance. Ray tracing uses
bins on a one-dimensional grid to compute the illuminance, while the DGSEM has to solve a
two-dimensional problem followed by integration. This still resulted in a better performance
compared to ray tracing. In particular, for a fourth degree polynomial, the DGSEM has a
computation time of 8.0 seconds, while ray tracing took 1 hour and 26 minutes to achieve
almost the same accuracy.

At the moment Fresnel reflections [15,16] were not included. Therefore, an obvious next
step will be to include this in the method by modifying the basic luminance invariance over an
optical interface (53), see [26]. Moreover, only two-dimensional optics was considered in this
paper. Hence, for future research we intend to extend the method to a three-dimensional optics
settings. This requires a four-dimensional phase space together with the propagation along
the z-coordinate, making it a five-dimensional problem. Despite the increased computational
complexity due to the high dimensionality of the problem, the high convergence rates of
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DGSEM will still be an advantage over ray tracing, where in theory the DGSEM might
achieve a better performance [31].
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A Appendix

The matrix A € RV+t2X(V+2) defined in equation (78) has a certain structure that allows for
analytical computation of its determinant and inverse. Omitting the superscripts from (78)
the matrix A reads

_ [ diag(w) eow

o <(a ow)T O) ’ (105)
which can be rewritten as

A=(diag@0), (1062)

0 1
with Q defined by
1 o
0:= ((a ow)T 0) . (106b)

The determinant of A is equal to product of the determinant of the diagonal matrix and the
determinant of Q. The determinant of Q can be found by Laplace (cofactor) expansion along
the first row, i.e.,

1 0 ... 0 1 o ... 0
0 1 ... 0 0 1 ... 0
det(Q) =| . L EDTN g | . |.oaon
ajwy apwy ... 0 aoWo A{W] QW2 ... ANWYN
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The second term on the RHS can be easily evaluated using a cofactor expansion along the
first column, since it has all zeros except for crpwy and the remaining minor is the determinant
of an identity matrix. Therefore, we obtain

0 1 0O ... O
0 I ... 0
(_1)]+N+2a0 ) ) ) — (_1)1+N+2a0(_1)1+N+1a0w0 — —(X(%U)().
QoW A W] CQW2 ... CNWN
(108)
The first term on the RHS of (107) can again be expanded along the first row, resulting in
1 0 ... 1 0 ... 0 1 o ... 0
0 1 ..o 0 1 . a3 0 0 1 ... 0
. =1 . L HED Y g .
ajwy cpwy ... 0 oarwy ozws ... 0 oAW] QW2 A3W3 ... ANWN
1 0 ...a»
0 1 PN 0 %]
=| . L —ozlzwl.
oW K3W3 ... 0

Repeating these steps we obtain the expression for r, defined in (80), i.e.,

N
r=det(Q) = — Za,'zwh (109)
=0
so that
N N
det(A) = =Y ofw; [ wi. (110)
i=0 i=0

The inverse of A can readily be found if the inverse of Q is known. The derivation of the
inverse of Q is briefly outlined for a 3 x 3 matrix, as it can easily be extended to the generic
case. We start with the augmented matrix

1 0 oll00
0 1 o«1|010]. (111)
aowo ayw; 01001

First, we subtract o; w; times the (i + 1)th row from the last row, resulting in

10 ap 1 0 0
01 «ap 0 1 0
00 r | —aowy —ajwy 1

Next, we subtract «; /r times the (i 4+ 1)th row from the first two rows, and divide the last
row by r, such that we obtain

100 I—I-Ol()LO;UO aoLler —%
010 o;¥®0 |48 %4
r r r

_ apwo _aqw 1

OO l r r r
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The inverse of Q now allows for easy evaluation of the inverse of A € R3*3, by taking
inverse of A in (106a) resulting in

1 (7 + xpowo  opXjw; —op wo
Al == ajaowy  r+ ojaiw; —og w%
r —aow —ajw 1 1
| wLO +a[2) Qg —og
=] @ o —a

—a —a 1

Similarly, for the general case we obtain
at=L( B e (112a)
- r —OCT 1
with r defined in (109) and the coefficients of the matrix B = (B;;) read

24 fi=
Bij =1 T el (112b)
’ a;a; ifi # j.
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