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It consists of cameras connected to proper frame grab-
bers that are placed in the MTCA chassis and later con-
nected via a Peripheral Component Interconnect Express 
(PCIe) interface to the external high-performance com-
puter [1–4]. Frame grabbers are dedicated to acquiring 
images from cameras. However, they also support clock 
synchronization and triggering via the MTCA backplane 
and allow to run algorithms on raw data inside the Field-
Programmable Gate Array (FPGA). A dedicated timing 
module, based on IEEE 1588 protocol is used, to provide 
precise synchronization and triggering in such system 
[5]. The hardware components of the system are pre-
sented in the Fig. 1.

The software used in IAS consists of several layers. 
The first one is the Linux device driver. It is responsible 
for communication with frame grabbers and cameras. 
Next, there is a low-level libraries layer. They use the 
Generic Interface for Cameras (GenICam) standard. The 
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The Image Acquisition System (IAS) is a reference sys-
tem developed as a base for ITER diagnostics that uses 
VIS and IR cameras. It uses hardware and software dedi-
cated to the acquisition of data from cameras [1, 2]. The 
system is based on the Micro Telecommunications Com-
puting Architecture (MicroTCA.4, MCTA.4) standard. 
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Abstract
ITER diagnostic systems provide measurements to the Plasma Control System (PCS) in real-time. These measurements 
are used for plasma control and machine protection. Latency is an important parameter in the assessment of such sys-
tems. It is a time gap between capturing an external event by hardware and finishing the processing of acquired data. 
PCS requires the diagnostic systems to introduce a maximum total latency of 10 to 100 ms, therefore, the systems need 
to be tested if they meet the requirements. The system evaluated in this paper is a reference real-time image acquisition 
system developed as a base for ITER diagnostic systems. It consists of hardware based on the Micro Telecommunica-
tions Computing Architecture (MicroTCA) standard, developed firmware, and software. It supports cameras with various 
interfaces. In the paper, two cameras, with a Camera Link and 1 GigE Vision interfaces were selected to perform latency 
evaluation. The paper presents two methods of measuring the latency of image acquisition. The first one is based on 
precise time stamping consecutive stages of acquisition. This approach allows for determining which step of acquisition 
takes more or less time. In consequence, the software or hardware can be optimized. The other one uses LED to evaluate 
a particular camera, by checking the time of camera reaction to the trigger. A dedicated testing framework is developed 
to perform automated tests to evaluate latency. It supports collecting and analyzing the results of measurements. Besides 
that, a dedicated hardware is used to perform the latency tests using LED. The results and discussion of the measurements 
are presented in the manuscript. They show the latency evaluated using earlier proposed methods, comparing the cameras 
used in the image acquisition system.
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main goal of GenICam is to provide a unified program-
ming interface for all kinds of cameras, no matter what 
hardware interface is used or what types of features are 
implemented [6]. They are responsible for reading data 
into buffers and providing API for communication with 
hardware. At the top, there is a high-level application that 

manages buffers and allows setting up the hardware and 
acquiring, archiving, displaying, and processing images.

Latency describes a time gap between capturing an 
external event by hardware and an adequate response 
of the computer controller [7]. In the case of the IAS, 
it is time from the beginning of image acquisition to the 

Fig. 3  Timeline of signals controlling LED and frame exposure time

 

Fig. 2  Timeline of time stamping events during image acquisition

 

Fig. 1  A block diagram of image acquisition system
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end of image processing by both hardware and software 
components. It is a critical parameter in the performance 
assessment of IASs. In image diagnostics in ITER, the 
maximum total latency of measurement should be 10 to 
100 ms. Low latency is needed to transfer the measure-
ment in real-time to PCS for plasma control and machine 
protection [8–10].

The paper presents the methodology, experimental 
setup, and measurement results for evaluating the latency 
in IAS.

Latency in the Image Acquisition System

Various factors contribute to the total latency of the IAS: 
camera reaction to trigger, camera interface, data trans-
mission protocol, PCIe interface, software, or used image 
processing algorithms. Recognizing these components is 
necessary for the proper evaluation of latency in the IAS 
[11].

In the beginning, the camera captures the frame. The 
process is not as instant as it may seem. The reaction time 
to trigger is not known, however, some cameras define 
the constant delay from the trigger. Therefore it is crucial 
to find the actual moment when a camera responds to the 
trigger.

After finishing processing data in the camera, data 
transmission begins. It includes transfer from the camera 
to the frame grabber and from the frame grabber to the 
computer. The first part is highly dependent on the inter-
face that is used in a camera. The second part of trans-
mission can be influenced by many factors such as data 
transmission protocol and PCIe interface. The values of 
latency can be estimated by knowing the size of the data, 
the data transmission protocol, and the speed of transfer 
at every step. After the measurements, the actual results 
can be compared with theoretical assumptions.

Frame grabber may generate latency related to buffer-
ing, copying, and processing the data acquired directly 
from the camera. Moreover, software introduces latency 
by copying the data and retrieving from the raw data 
desired information. Another important factor is how fast 
the software can read a chunk of data one after another.

Image acquisition takes several steps to complete. 
Latency related to data transmission cannot be optimized 
by changes in software during the development of IAS. 
The only way to make it lower is to exchange hardware 
components supporting protocols and interfaces with 
higher throughputs.

Latency Measurement Methodology

The paper presents two methods to measure the latency 
of the IAS. The first one uses time stamping and the other 
uses a dedicated test setup with a triggered LED as a light 
source. Using both of them guarantees covering all stages 
of image acquisition in IAS.

The key component of latency measurements is the 
synchronization module based on the IEEE 1588 pro-
tocol. It uses the Master-Slave architecture and is syn-
chronized using the Grand Master Clock (GMC), which 
obtains current time data through a Global Positioning 
System (GPS) receiver. The time synchronization module 
ensures accurate timestamping of individual events with 
a precision of up to 50 ns(rms) [5]. The timing module 
generates a reference clock signal (100  MHz) synchro-
nized with the GMC that is distributed to all the slots 
inside the chassis over a dedicated TCLK_A backplane 
line. All frame grabber modules are configured to use 
the 100  MHz clock as a reference and therefore they 
are precisely synchronized and can be triggered by the 
MTCA timing module. Time synchronization of the oper-
ating system (OS) is achieved by reading the time from 
the timing module and then correcting the OS time. The 
accuracy of the operating system time synchronization is 
up to 1 μs(rms) [5].

The first method involves timestamping individual 
elements of acquisition, which is similar to the method 
proposed in [12]. Because of using the timing module, 
the timestamps are accurate up to 1 μs. Dividing the 
acquisition into stages allows to determine which one is 
the highest, and check the stability of every stage.

In the second case, the key element is checking the 
time of reaction to the trigger. The most important part of 
the conducted measurement is the detection of changes 
in image brightness resulting from the LED light turn-
ing on and camera exposure. Similar to the first case, the 
LED and the camera are synchronized using the timing 
module.

Latency Evaluation Using Timestamps

Timestamps used for latency measurements are presented 
in Fig. 2. They are obtained in the firmware and the soft-
ware. The first timestamp is the time of image trigger-
ing by the frame grabber T0. The next timestamp is the 
time of receiving the first data packet by the frame grab-
ber T1, which begins data acquisition. It consists of the 
camera’s reaction to the trigger, exposure time, image 
reading, and initiating the data transmission between the 
camera and the frame grabber. The next timestamp is the 
time of the end of image reading by the frame grabber 
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In the second case, the first iteration of LED emitting 
light begins at time T0, which, unlike the previous sce-
nario, emits light for a predefined time (0.5 ms), which 
remains constant during measurements. At time T1 = 1 
ms, the frame exposure by the camera starts. In each iter-
ation, the start of LED illumination is delayed by 1 μs 
compared to the previous iteration, and the brightness of 
the 2D area in the image where the LED light is located 
is measured. A sudden brightness jump indicates that the 
camera during exposure was able to detect the LED light.

Experimental Setup

The experimental setup uses the hardware components 
presented in Fig. 1. Although the IAS can support various 
cameras, in experiments two cameras were used: Mik-
rotron EoSens 3CL 3011 and Dalsa Genie TS-C2500 as 
shown in Fig. 4.

Mikrotron EoSens 3CL is the camera that uses a Cam-
era Link interface. The interface in the full mode can 
support a 6.8 Gb/s throughput. The pixel size is 8 bits 
and is transmitted as one byte. The maximum frame rate 
with reduced resolution to 120 × 2 is 181,000 frames per 
second (FPS) [13]. The camera documentation does not 
provide any information about its reaction time to the 
trigger [13].

Dalsa Genie TS-C2500 uses the 1 GigE Vision inter-
face. The interface supports a maximum theoretical 1 
Gb/s of throughput. The pixel size is 8 bits and is trans-
mitted as one byte. The maximum frame rate that the 

T2, which, relative to the previous one, represents the 
time of data transmission through the interface used in 
the camera. The first timestamp on the software side is 
the time of reading the data by the low-level library T3. 
Together with the previous one, it indicates the time of 
frame grabber transmission and transfer through the PCIe 
interface. The next two timestamps are given in the high-
level application and denote the time of data reading T4 
(the time of reading the entire frame) and the comple-
tion of data header analysis, at the point when the data 
is available for the next phase of processing, analysis, or 
archiving T5. Time T5 marks the end of data acquisition 
on the computer side.

Latency Evaluation Using LED

The testing procedure involves acquiring the image with 
the LED on and off to find the area where the LED light is 
located in the image. After that, the acquisition is started 
and after capturing a few first frames (to make sure there 
is no unwanted, previous exposure of the sensor) the 
main part of the measurements is started. The LED is 
turned on for a given time (from 1 μs to 10 ms, depend-
ing on the scenario) as well as the camera exposure. Both 
of them are controlled by the signals that are described in 
two scenarios (Fig. 3).

In the first case, the LED starts emitting light at time 
T0. At time T1 = 1 ms, the frame exposure by the cam-
era begins. In each iteration, the LED light duration is 
increased by 1 μs, and the brightness of the image area 
where the LED light is located is measured.

Fig. 4  A photograph of hardware components
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another source, as well as their conversion. In addition, 
the metadata is saved to verify collected data and for their 
description.

The main component of the software is the framework 
responsible for the execution of automated tests. In the 
beginning, it initiates and configures the IAS, including 
cameras frame grabbers, and timing module. The config-
urations are stored in INI files. They contain pre-defined 
frame grabber and camera configurations (frame size 
and frames per second, which are close to or equal to 
the maximum for a given frame size). The main part of 
the framework is the application that allows to acquire, 
process, and archive data from cameras. The applica-
tion injects software timestamps when the key stage of 
acquisition is completed (see Fig.  2). The library from 
the previous paragraph is used to collect and store the 
timestamps. The application is controlled by the script 
providing the ability to run the application in a defined 
period, starting and stopping generating triggers for the 
camera and launching the application again with a differ-
ent configuration.

For the analysis and various visualization methods of 
the files, a script written in Python was used. Examples 
are presented in Section V. It allows displaying individual 
timestamps as the difference between consecutive ones 
and displaying these differences on a graph.

Furthermore, a set of scripts was developed for con-
ducting tests using an LED and analyzing the obtained 
results. They are written in Python, allowing to capturing 
of frames and lighting up the LED using signals from 
the timing module (see Fig. 3). The results of calculated 
brightnesses are saved in a JSON file and further ana-
lyzed using another script.

camera supports is 3012 FPS with reduced vertical lines 
to 2560 × 10. The camera has a configurable value of 
delay that the minimum is 106 μs [14].

The last component of the setup is an external com-
puter dedicated to image acquisition. The specification of 
the computer is presented in Table 1.

Dedicated Testing Hardware

For LED testing purposes the setup was built as shown in 
Fig. 5. The LED is placed in a special tube that protects 
the camera’s lens from the light from the background. 
The LED is connected to the timing module using the 
cable, allowing the control of the LED from the software 
that supports the timing module.

Dedicated Testing Software

The software was developed to perform latency evalua-
tion tests. It is responsible for automated execution and 
result analysis.

The first component is a library used to collect and 
store individual timestamps in a JSON file. It allows 
to saving of both system time and time obtained from 

Table 1  A specification of computer in the IAS
Component Type
CPU Intel Core i7-4790 K
RAM 32 GB DDR 3 1333 MHz
Hard Disk Samsung SSD 850 120GB
PCIe Link CL 2.0, Width x4
PCIe Link 1 GigE 2.0, Width x4
Operating System Codac Core System 7.1 (RHEL 8.5)

Fig. 5  A setup for LED tests
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Experimental Results

The tests were focused on the timestamping of essen-
tial elements of image acquisition. Besides the cameras 
were evaluated in terms of their latency. The final results 
consist of an aggregation of 70 sets of measurements for 
each camera.

Camera Configuration

There are plenty of factors impacting data acquisition 
latency e.g. data transmission that are highly dependent 
on the frame size so it is crucial to measure the latency 
for different frame sizes and frame rates. Eight configu-
ration files were prepared for each camera, specified in 
Tables  2 and 3 to evaluate latency. They cover a range 
of camera resolutions from 2 × 120 to the maximum. For 
each resolution, the corresponding frame rate was set 
close to or equal to the maximum for a given frame size 
according to the manuals of cameras [14, 15].

Timestamping Stages of Acquisition

The key measurements in the paper are based on time-
stamping the stages of data acquisition in IAS (see Fig. 2). 
They determine which part of the acquisition takes less or 
more time and check their jitter.

Figure 6 shows the total latency in the IAS using Mik-
rotron EoSens 3CL and Fig. 8 shows the total latency in 

Table 2  A list of configurations for Mikrotron EoSens 3CL camera
No. Resolution

[px x px]
Frame rate [FPS] Throughput [Mb/s]

1. 120 × 2 181,000 347.52
2. 120 × 20 90,000 1728.00
3. 120 × 40 50,000 1920.00
4. 120 × 120 20,413 2351.58
5. 320 × 240 7436 4568.68
6. 640 × 480 2327 5718.84
7. 1280 × 1024 604 6333.40
8. 1680 × 1710 285 6549.98

Table 3  A list of configurations of Dalsa Genie TS-C2500 camera
No. Resolution

[px x px]
Frame rate [FPS] Throughput [Mb/s]

1. 120 × 10 2500 24.00
2. 120 × 40 1000 38.40
3. 120 × 120 500 57.60
4. 320 × 240 200 122.88
5. 640 × 480 100 245.76
6. 1280 × 1024 50 524.29
7. 1500 × 1500 40 720.00
8. 2560 × 2048 20 838.86
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the IAS using Dalsa Genie TS-C2500 camera. Latencies 
are presented using a box-and-whisker plot. The red line 
represents the median and the green triangle shows the 
mean value of the given measurement.

Figures  7 and 9 compare the stages of acquisition 
depending on the frame size. Tables 4 and 5 summarize 
both figures and present the exact values of measured 
latencies.
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Fig. 7  Latency comparison of acquisition stages in IAS using Mikro-
tron EoSens 3CL camera

 

Fig. 6  Total mean latency in IAS using Mikrotron EoSens 3CL camera
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For each configuration, 5 sets of measurements were 
conducted. The single set of measurements was collected 
during 10 s of image acquisition. Depending on the frame 
rate (see Table 2) from 2851 to 1,811,590 samples were 
gathered for the Mikrotron EoSens 3CL camera and 
(see Table  3) from 200 to 25,000 for the Dalsa Genie 
TS-C2500.

Camera Latency Evaluation

The very first component of total latency in IAS is depen-
dent on a camera. The paper is not strictly focused on the 
evaluation of a particular model of a camera, however, it 
presents the methodology and results of measurements of 
cameras used in the IAS. Three of eight configurations (see 
Table 3) were chosen to evaluate the camera (640 × 480, 
1280 × 1024, and maximum). The exact moment when it 
is assumed the LED is emitting light (see Fig. 3) is when 
the calculated value of brightness in the area where the 
LED is located is higher than the preceding noise. The 
accuracy of the measurement is 1 μs because that was the 
step between consecutive measurements.

The Mikrotron EoSens 3CL manual does not inform 
about the value of delay related to the reaction to trig-
ger. Table 6 presents the measured value of the camera 
latency.

On the other hand, Dalsa Genie TS-C2500 defines the 
configurable value (that is fixed during the acquisition) 
of the delay from the trigger that at the minimum is set to 
106 μs. Table 7 shows the results of the measurements.

Discussion and Conclusions

The low latency characterizes Mikrotron EoSens 3CL. 
Camera Link interface is very stable as shown by the very 
low standard deviation of measurements.

To achieve high frame rates (above 25,000 FPS, first 
three sets of measurements, see frame grabber and PCIe 
and low-level libraries latency in Fig. 7) it is necessary 
to group frames during acquisition. Instead of acquiring 
frame by frame, the group of e.g. 5 or 10 frames is acquired 
at once from the frame grabber. This approach optimizes 
data transmission, however, it introduces another latency 
related to the grouping. The frame grabber and PCIe and 
low-level libraries latency shows the influence of group-
ing the frames because the library reads more than one 
frame and waits for the remaining frames in the group. 
That leads to both higher latency as expected and higher 
standard deviation.

The frame grabber and PCIe transmission is the most 
influential and unstable stages of image acquisition. It is 

Table 6  Evaluation of Mikrotron EoSens 3CL latency
640 × 480 1280 × 1024 1680 × 1710

Vari-
ant 1

Mean latency [μs] 2.00 2.00 3.40
Std. dev. [μs] 0.89 1.00 1.28

Vari-
ant 2

Mean latency [μs] 1.90 2.70 3.60
Std. dev. [μs] 0.94 0.64 1.11

Fig. 9  Latency comparison of acquisition stages in IAS using Dalsa 
Genie TS-C2500

 

Fig. 8  Total mean latency in IAS using Dalsa Genie TS-C2500
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Summary

Performance and latency evaluation are essential ele-
ments of an assessment of real-time acquisition systems. 
The total latency of the IAS is the sum of latencies of 
acquisition stages such as camera, interface, and software 
latency. That knowledge has led to the development of a 
set of methods for testing and evaluating the IAS based 
on the MTCA.4 architecture.

Two methods were proposed and tested to evaluate 
the latency of imaging systems. Using both of them cov-
ers all stages of image acquisition. The dedicated testing 
framework is responsible for performing the automated 
tests using the mentioned earlier methods. It provides a 
comprehensive analysis of collected data.

Mikrotron EoSens 3CL and Dalsa Genie TS-C2500 
cameras were evaluated using the framework. The mea-
surement results show the difference between cameras 
and camera interfaces. The results are consistent with 
camera specifications which proves the accuracy of the 
used method. The measured values related to firmware 
and software latencies show that the IAS is sufficient 
to support possible camera configurations. Dalsa Genie 
TS-C2500 is over 5 times slower than Mikrotron EoSens 
3CL. The latency introduced by the software for both 
cameras is negligible (∼10 μs).

The prepared libraries and tools are universal, mak-
ing them easily reusable for testing other cameras and 
hardware components in the future. The framework is 
necessary for evaluating the IAS software during its 
development.
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dependent on the PCIe interface used in the computer and 
the data protocol. The low-level libraries and software 
latency have a negligible contribution to the total latency.

Dalsa Genie TS-C2500 is not as fast as Mikrotron 
EoSens 3CL. It introduces more latency than is described 
in its manual (106 μs, see IV chapter). The camera 
latency is stable, however, it is not strictly dependent 
on the frame size. The 1 Gb/s Ethernet interface intro-
duces the greatest part of total latency starting from 
the 120 × 120 resolution. In the case of this camera, the 
grouping is not needed because it operates at lower frame 
rates (see Table  3). The frame grabber and PCIe trans-
mission are slower than in the case of Mikrotron EoSens 
3CL because of the more time-consuming data process-
ing in the frame grabber. However, both are unstable and 
contribute significantly to the total latency. The low-level 
libraries and software latency are minor similar to the 
previous camera.

The tests show that the measured firmware and soft-
ware latencies (T2 to T5, see Fig. 2) are sufficient to sup-
port a variety of camera configurations. Tables 8 and 9 
show that in every case no matter of camera or configura-
tion the latency introduced by the firmware and software 
(T5 - T2) is always lower than the frame group interval. 
Therefore the IAS can be considered efficient and meets 
the requirements for the plasma diagnostic systems in 
ITER.

Table 7  Evaluation of Dalsa Genie TS-C2500 latency
640 × 480 1280 × 1024 2560 × 2048

Vari-
ant 1

Mean latency [μs] 120.20 120.30 119.70
Std. dev. [μs] 0.60 0.45 1.95

Vari-
ant 2

Mean latency [μs] 119.90 120.00 120.30
Std. dev. [μs] 0.30 0.00 1.41

Table 8  A comparison T5 - T2 latency and frame group interval using 
Mikrotron EoSens 3CL

Theoretical Measured
Frame rate 
[FPS]

Frames 
in the 
group

Frame group 
interval [μs]
1
a
∗ b

T5 - T2 [μs]

a b c d
2 × 120 181,000 10 55.25 45.74
20 × 120 90,000 5 55.56 41.90
40 × 120 50,000 5 100.00 66.67
120 × 120 20,413 1 48.99 37.49
320 × 240 7436 1 134.48 95.54
640 × 480 2327 1 429.74 307.44
1280 × 1024 604 1 1655.63 1333.09
1680 × 1710 285 1 3508.77 2818.32

Table 9  A comparison T5 - T2 latency and frame group interval using 
Dalsa Genie TS-C2500

Theoretical Measured
Frame 
rate 
[FPS]

Frames in 
the group

Frame group 
interval [μs]
1
a
∗ b

T5 - T2 [μs]

a b c d
10 × 120 2500 1 400.00 36,96
40 × 120 1000 1 1000.00 114.37
120 × 120 500 1 2000.00 162.18
320 × 240 200 1 5000.00 250.40
640 × 480 100 1 10000.00 647.96
1280 × 1024 50 1 20000.00 2397.24
1500 × 1500 40 1 25000.00 3910.79
2560 × 2048 20 1 50000.00 9120.45
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