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Abstract

We consider a class of Hamiltonian Klein—Gordon equations with a quasilinear, quadratic
nonlinearity under periodic boundary conditions. For a large set of masses, we provide a
precise description of the dynamics for an open set of small initial data of size ¢ showing

. . . . . . _9
that the corresponding solutions remain close to oscillatory motions over a time scale ¢~ 4 +8
for any § > 0. The key ingredients of the proof are normal form methods, para-differential
calculus and a modified energy approach.
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1 Introduction

In this paper we study the long-time dynamics of the quasi-linear Klein-Gordon equation on
the compact interval [0, 277 ], under periodic boundary conditions

Uy —Uyy +mu+Nw)=0 ut,x)eR, reR, xeT:=R/2n2), (1.1)

where
m € [1,2], Nu) = fo(u, uy, uyy) (1.2)

and f, € C®(R3; R) is a homogeneous polynomial of degree 2.
We consider Klein—-Gordon equations possessing a Hamiltonian structure, namely we require
that the nonlinearity N in (1.2) has the form

d
N@w) = 0,G(u, uy) — E(%G(u, uy)), (1.3)

where G € C*®°(R?; R) is a homogeneous polynomial of degree 3.

The origin u = 0 is an elliptic equilibrium for the equation (1.1). The long-time stability
of this fixed point has been proved in the seminal works [23-25] by Delort for a positive
measure set of masses m. For long-time stability here we mean the following property: given
N > 1 there exists g = g9(/N) such that for all solutions u(#) with initial datum uq such
that |lug||gs < e there exist constants ¢ = ¢(N), C = C(N) > 0, independent of ¢, such
that ||u(t)||gs < Ce for all t € [0, ce~N]. This is a result of orbital stability for the elliptic
equilibrium # = 0 and it does not provide information about the dynamics of small data
solutions. While the theory of long-time stability is quite well-established for semilinear
PDEs on some compact manifolds (without trying to be exhaustive [2, 3, 21, 22, 30], and
the more recent results [5, 15] ), there are few results concerning quasi-linear PDEs using
normal form techniques. We mention for instance [9, 10, 34], and the partial results (namely,
where the stability time scale is e~ for some fixed m € Q, m > 1) [6, 14, 26, 33, 37, 42,
44]. We point out that results of long / global in time existence for Klein—Gordon equations
as (1.1) have been proved also in the Euclidean setting, and we cite for instance [43, 46, 52].
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The aim of the present paper is to provide an accurate description of the long-time dynamics
for solutions arising from an open set of small initial data. With long-time behavior (or
dynamics) we mean the evolution of the system (1.1) beyond the local time scale. Since
the equation (1.1) is quadratic, the local time scale for solutions with initial data of size ¢
here corresponds to !, If the equation does not present 3-wave resonant interactions, as
for instance in the pure gravity water waves system and KdV equation, then one can expect
to obtain a quadratic lifespan £ ~2, over which the solutions remains of size . Our aim is to
provide dynamical information beyond this time scale, where we have to deal with the effect
of higher order resonances.

We prove that the long-time evolution of initial data, within the above mentioned open set,
is almost recurrent, in the sense that these solutions are very close to nonlinear oscillations,
over the range of time [0, ¢ e ~/4+%] for any § > 0 and some ¢ > 0 independent of ¢.

The oscillatory motions that we consider are supported on finite dimensional tori and
they can be minimal or not, in the sense that they may fill densely the underlying torus or
not. It is possible that certain motions (of the former kind) may be continued to periodic
or quasi-periodic solutions by using KAM techniques. However, these would provide the
description of the dynamics of a zero measure set of data in phase space. In any case, at
the best of our knowledge, such KAM results are not still available in literature for the
quasi-linear Klein—Gordon equation on the circle. Concerning the existence of periodic and
quasi-periodic solutions for semilinear Klein—Gordon equations on the circle we refer to [7,
12, 16, 19, 20, 39,41, 49, 55] and to [8, 11, 13, 17, 54] (and reference therein) for the higher
dimensional case.

An interesting research direction in the study of Hamiltonian PDEs concerns the orbital
stability of invariant objects rather than fixed points, such as plane waves and quasi-periodic
tori. About that, we mention [31, 45, 47, 56]. We also quote the stability result [18] for
traveling waves of the Burger-Hilbert equation.

We point out that our result is not an orbital stability result, in the sense that we do not
only prove the existence of solutions that stay close to certain embedded tori, but also that the
solutions of equation (1.1) follow (in the sense of Sobolev norms) periodic or quasi-periodic
orbits that can be explicitly computed.

To explain the main difficulties in proving our result, we can think to set action-angle
variables on the finite dimensional embedded torus complemented by cartesian coordinates
in the normal infinite dimensional directions. In the following we refer to tangential and
normal directions with respect to the torus.

To prove that solutions u(¢) of the Klein-Gordon equation starting close to the tours
follow closely some of the orbits ¢(¢) supported on it we shall study the evolution of the
error function R :=u — ¢.

One of the main issue is that the tangential and normal dynamics of R are coupled. We
will use normal form techniques to almost decouple them at linear level.

Since the finite dimensional torus is embedded in an infinite dimensional phase space, we
certainly need to control the deviation between u(¢) and ¢(¢) along infinitely many normal
directions. In this analysis the quasi-linear nature of the equation provides the main issue.
We deal with this by combining para-differential calculus techniques and using a modified
energy method.

A further issue comes from the analysis of tangential directions. Indeed, we need to control
the deviation of the trajectories both in the actions and angles directions.

As it is well known, even for integrable Hamiltonian systems, the linear dynamics along
the angle directions is unstable. To overcome this problem we need to impose certain non-

@ Springer



Journal of Dynamics and Differential Equations

resonance conditions on the linear frequencies of oscillations. This accounts to exclude just
a zero measure set of masses.
We will continue this discussion, giving more details, in Sect. 1.2.

1.1 Main Result

To state our main result is useful to look at equation (1.1) as a first order system, which, in
appropriate complex coordinates Z := (z*, z7) (see (2.10)), reads as

o i A—1/2 —1/2(zF 4z~ —
F=ifgt 4 ATIAN(ATIA(EED)), A= O
e iAo— i A—1/2 —1/2 (2t 4z )
T =1Az ﬁA N(A ( 7 ) .
We look for solutions in the Sobolev real subspaces

H = (H (T;C) x H'(T;O)) NU, U:={(",z7) e L (T;C? : zF =77},
(1.5)
withs > 0. With abuse of notation we denote by || - || g5 (see (2.3)) both the norm on H*(T; C)
and on the product space H*.
Fix ¢ > O small, N € N, a symmetric subset S := {ji, ..., jy} C Z (meaning that j € S
implies —j € §) and let (£,0) € OV x TV for some compact subset O C R, := (0, 00]
containing the origin. We consider small amplitude, oscillating functions of the form

sp(t) = ege (1) i= ) e JEjUHIHOD gm g 6,:=6;, i=1,...,N,
jes

(1.4)

(1.6)

where the frequencies w;, j € S satisfy

suploj — A(DI S &% AG) == 4/j2+m.

jes
These oscillating functions will be obtained as nonlinear corrections of small amplitude linear
solutions! through normal form methods.

Our goal is to prove that there is plenty of solutions of (1.4) which are “well-approximated”
by functions as in (1.6) for a very long time scale provided that the w; are chosen as suitable
corrections of the linear frequencies of oscillation. More precisely, the main result is the
following.

Theorem 1.1 Let n € N and set N = 2n + 1. Consider the equation (1.4)—(1.3) and the
subset S = {—n, —(n —1),...,n — 1,n} C Z. There exist a symmetric matrix C € RN XN
such that for almost all m € [1, 2] there is so > 1/2 such that for any s > sq the following
holds. There is ey = £o(s, S) such that for all 0 < & < go and for any & € RY, 0 € TV there

exists an open set Uge C H*(T; C) such that for any zo € Z/{ga the solution z(t) of (1.4)
with z(0) = zg belongs to C([0, T]; H®), with T = 8_(%)7 and satisfies

sup [|z(t) — ep() | s s 2, (1.7)
t€[0,T]

where e is defined as in (1.6) with frequencies

wj=wjE) =\/j2+m+e Y Cuk. jES.

keS

' Indeed, for w i = A(j) functions of the form (1.6) are solutions of the linearized problem of (1.4) at zero.
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Remark 1.2 We remark that we mostly exploit the symmetry of the set S in order to avoid
certain resonant interactions. We need the additional property

J¢S & |jl > max{lk|}
keS
only for the construction of a modified energy in Sect. 5.2.2.

The matrix C, which provides the corrections to the linear frequencies of oscillation A (),
is completely determined by the choice of the set S and by the coefficients of the nonlinearity
N.

When the matrix C is invertible one can modulate the frequencies (w;) jes through the
choice of the amplitudes (£ ) jcs. When the PDE presents no external/physical parameters this
is the approach implemented to find small amplitude quasi-periodic solutions, which bifur-
cate from quasi-periodic functions of the form (1.6) for which diophantine non-resonance
conditions are imposed (we mention for instance [1, 32, 38, 40].

To prove our result these conditions are not required. In principle we could consider
resonant oscillating motions as

S(p(t,x) —¢ (\/geljx + /é-ijefijx> ei(9j+(ujt)’

where we assumed that §; = 6_; and w; = w_ . The existence of such functions depend on
the choice of the nonlinearity. Therefore, our result allow to control the dynamics of more
initial data with respect to the ones considered by KAM theory, but only for finite (even if
long) time. On the other hand, Birkhoff normal form methods allow to control the evolution
of any small (enough) initial data over any polynomial time scale, but they do not provide a
description of the orbits as the one provided by Theorem 1.1.

Description of the Long-time Dynamics and Time Scales Theorem 1.1 provides an accurate
description of the long-time dynamics for general Hamiltonian Klein—-Gordon equations
with quadratic nonlinearities. The strength of this result relies on the fact that we are able to
approximate solutions of the Klein—Gordon equation over long time with explicit oscillating
functions ¢(¢) which are solutions of integrable finite dimensional systems. Such systems are
obtained as the restriction of the truncated Hamiltonian, after some steps of normalization, to
some finite dimensional subspace. Since these ones are integrable in the sense of Liouville,
all the trajectories lie on (finite dimensional) tori and they are conjugated to a linear flow
6 — wt + 0. Hence, once the nonlinearity has been fixed, the evolution of the functions ()
is completely determined, even for infinite time. We remark again that the orbits ¢ () may
lie also on resonant tori.

In the framework of Hamiltonian PDEs, a similar result has been provided in the work
by Bernier—Grébert [4] for the generalized KdV and Benjamin—Ono equations on the circle.
A description of the dynamics is provided for any polynomial time scale ¢~" and for many
small initial data by using the rational normal form method [5]. However, apart from the
fact that the above mentioned PDEs are not quasi linear equations, the information provided
about the long time behavior of small data solutions differ substantially from the ones given
by Theorem 1.1, indeed:

1. The solutions of the generalized KdV and Benjamin—Ono equations are approximated by
oscillating functions whose expression is not explicit. For instance, it is not clear whether
these are periodic, quasi-periodic or none of the previous.

2. The vicinity among the solutions of the PDEs and their approximating oscillating func-
tions is not ensured in the phase space (where the initial data belong). Indeed, the
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approximation (as (1.7)) is provided in a Sobolev space which is less regular than the
space of initial data (with a loss of one derivative).

With respect to [4] here we pay these extra information on the dynamics by considering
"less" initial data (even if they still form open sets in the phase space) and shorter time scales.
Concerning the latter, the fact that we are not able to provide a result as Theorem 1.1 for any
polynomial time scale is not merely a technical issue.

We observe that just to obtain an orbital stability result, one would require the integrability
of the normalized Hamiltonian at any order, and this requirement is not satisfied by the Klein—
Gordon system (and it is not expected in general from non integrable equations, even on one
dimensional spatial domains). The normalized Hamiltonian of Klein—-Gordon at degree six
is not integrable, it has only half of the required constants of motion, usually called super-
actions. This is due to the dispersion relation of Klein—Gordon, and more precisely on the
multiplicity of the linear eigenvalues 1A ().

Therefore the study of the dynamics of the normal form at higher orders can be very
complicated to study and we cannot expect to give an accurate description of it, especially
when the number of degrees of freedom (that is N in Theorem 1.1) is large.

For this reason, in this situation, we have an expected optimal time scale for which the
approximation (1.7) holds. Certainly the approximation (1.7) provided by Theorem 1.1 cannot
hold true beyond the time scale e~ . One can see it from the proof of Lemma 6.5, which
provides energy estimates for the linearized part of the equation (1.12) for low frequencies.

We now explain this issue and how we obtain the time scale £~7 in the main theorem. It is
useful to denote by =2~ the time scale of the approximation and highlight the restriction
on the parameter o > 0.

We start by noticing that a sub problem of our analysis consists in controlling the deviation
among the trajectories of a finite dimensional integrable Hamiltonian which is quadratic in
the action variables / (up to linear terms in actions which play no role in this analysis); we
refer to Hamiltonian (6.10) where I; = |w; 2.

The key problem is to control the linearization of the Hamiltonian vector field at one of the
trajectories considered. This linearized problem approximately describes the time evolution
of the first variation of the action-angle variables.

The main issue is that the variation in the angles direction grows linearly in time. The
first bound in (6.19), which can be satisfied by taking o < 1, shows how this fact reflects on
the estimate of the energy for low frequencies. We remark that this is a finite dimensional
issue (independent of the PDE’s context that we are considering) and it cannot be overcome
neither by the presence (if any) of integrable Hamiltonian terms of higher order. Indeed, in a
small amplitude regime, the quadratic term in actions provides the main contribution. Hence,
this gives the upper bound £ 3" on the time of validity of the approximation (1.7).

A further restriction on the parameter o comes from the fact that the normalized Hamil-
tonian of the Klein—Gordon is integrable only up to degree six. Since we are interested in
approximating solutions of the Klein—Gordon equation with trajectories of an integrable sys-
tem (hence, which are completely known), we need to consider ¢ in (1.7) as a solution of
the Klein—Gordon equation up to remainders O (&), see (4.7). This means that the residual
term Resy (e¢) in the equation (1.12) cannot be made too small. This affects the last bound
in (6.19), where we remark that the parameter § has to be chosen > 2 + 2¢ in order to
control the nonlinear terms of the equation (1.12). If we relax the constraints on § we need to
enforce the limitations on o, and viceversa. Then, in order to satisfy all the constraints on 8

. . L . 9~
and o, it turns out that o has to be taken strictly less than 1/4. This gives the time scale e~ 3
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provided in Theorem 1.1. Clearly this loss, with respect to the time scale e >, depends on

our method and we reserve to improve it as matter of future investigations.

The Set of Initial Data The open set L{N ' 1s the neighborhood of an embedded N-dimensional

torus in the phase space. Then the set of initial data for which we can describe the long-time

dynamics forms an open covering of a continuous family of embedded N-dimensional tori.
The following proposition provides a characterization of this set.

Proposition 1.3 Under the assumptions of Theorem 1.1 there exists a diffeomorphism
F: B:(H®) — H®, where B;(H?®) is the ball of radius ¢ > 0 centered at the origin, such
that the following holds. Defining

B]SV = 1 egep(0) 1= Zs\/geiwiﬂ") C (€60 eoN xTVY (1.8)
jes

one has that the union of the open sets L{g{ g IS a covering of an &"/%-neighbourhood of the
embedded manifold ]:(Bgl ) € H¥, namely

72
&
Ag/z = {u =uy+uy € H : uy € FBY), |uzllgs ET} - U Uge
(£,0)eON xTN
(1.9)

Remark 1.4 We note that the union of the sets Bg ,as N and S vary respectively in N and in
the symmetric subsets of Z, contains the set of trigonometric polynomials.

The result above implies that solutions evolving from a large family of initial data can

be approximated, in the Sobolev topology, by oscillatory motions thanks to Theorem 1.1.
We remark that, since trigonometric polynomials are dense in Sobolev spaces, in principle
taking N larger one can consider more and more functions u| € F(SNYin (1.9), being the
map F a diffeomorphism. The price to pay in order to apply Theorem 1.1 is to shrink to zero
the ball of radius € in which the approximation holds.
Relation with Modulation Theory The functions ¢ shall be chosen as good approximate
solutions of the quasi-linear Klein—-Gordon equation (1.1). An efficient way to construct
approximate solutions for a Hamiltonian PDE is to perform a normalization of the Hamilto-
nian and consider orbits of its resonant part.

A different method to study the long time evolution and stability of oscillatory solutions
to partial differential equations is provided by the modulation theory. In this framework we
mention the work by Diill [27], where the NLS approximation is provided for a quadratic
quasi-linear Klein—Gordon equation on R (we also mention [28, 29, 50, 51], and reference
therein, for similar results on other PDEs). The description of the dynamics in these papers
is given over the cubic time scale £ 2, where the only resonant effects are given by 3-wave
resonances. The crucial difference with respect to our analysis is that here we deal with higher
order resonances taking advantage of considering the PDE on the torus and of its Hamiltonian
structure.

1.2 Strategy of the Proof
First of all we remark that equation (1.4), in view of the assumption (1.3), can be written as
WZ=Xy2), Z=[%], (1.10)

4
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where X g is the Hamiltonian vector field of the KG equation in complex coordinates and H
admits the expansion (see (2.12))

HZ)=H®2Z)+ H®Z), H?2) = / ZAz dx,
T

where H® is homogeneous of degree 3 in the variables Z, Z,. Precise details on the Hamil-
tonian structure will be given in Sect. 2.1. We now discuss the strategy of the proof of our
main result.
(1) Approximate solution.
The first step is to find a suitable approximate solution of the KG equation, of the form
(1.6), supported on some symmetric set of Fourier modes S C Z. It turns out that, for our
aims, the choice w; = A(j) (namely to consider linear solutions of KG) provides a rough
approximation. In order to determine a better approximation through oscillatory motion
we perform some steps of “weak” Birkhoff normal form. In other words we construct an
invertible, bounded, symplectic map ® p with the following properties:

e The transformed Hamiltonian has the form

H:=Hody' = HY + HEY + H® + RED (1.11)
where
4,0
Higs (W) =3CI- 1 I:=(w;P)jes, ®p(2):=W=[%],

with C some symmetric N x N matrix, 9R=9 has a zero of order 6 at the origin and H>)
is an Hamiltonian function which vanishes on the finite dimensional subspace Us = {w, =
0 n ¢ S}. We remark that the matrix C is completely determined in terms of the coefficients
of the original Hamiltonian A and the set of modes S. This is the content of Proposition 3.9

e Functions eg of the form (1.6) are approximate solutions for the transformed equation

IW =XnW), Op(2)=W,
in the sense that
Resy(ep) :== —€0rp + X1 () ~ .

The precise estimates are given in Lemma 4.1.
(2) The error function. Once we constructed the approximate oscillatory solution we intro-
duce the “error” function

eﬂV:W—sq), B> 2.

Our aim is to control the norms of the function V, over a long time interval, to measure the
deviation between the true solution W of the KG equation in the Birkhoff coordinates and
the approximate solution £¢. Thanks to estimates on the map ®p we are able to show that
(see Proposition 4.2) Z — ¢ remains small over the time scale T ~ ¢~ @/ j.e. satisfies
(1.7), provided that

sup eP|\Vgs <2ef, T ~e O/,
1€[0.7]

The core of the paper is then to show that the above estimate holds true. We have that V
solves the problem (see Sect. 4.2)

V =dXn(ep)[V]+ P Q@) [V, V] + e PResy(s9) (1.12)
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where

1
Qep)[V, V] := / (1 —1)d*Xy(ep + teP V[V, V]dr .
0

In order to study the evolution of the Sobolev norms of solutions of (1.12) we provide a
priori energy estimates for such equation, recalling that the term Resy (e¢) is perturbative
thanks to the choice of e¢. Due to the quasi-linear nature of the nonlinearity we first need
to study the pseudo-differential structure of the linear operator d X1/(¢¢)[-] and provide a
para-differential formulation of the nonlinear term Q(e@)[V, V. This is the content of Sect.
4.3.

(3) High/low frequencies analysis and normal forms. We first note that given V, defined
for all t € [0, T], 3t||8ﬁV||§ = 3,(D>V, V)2 where D is the Fourier multiplier D =
V/=0yx + Land (-, )2 the L?-scalar product. Using equation (1.12) we have that 3 [|e# V||2
is controlled from above by the sum of three terms

NP V2 < Aaxy + Ag + ARess

with the following properties:
e AR, is the contribution coming from the residual term. In particular we show that

&P sup ||V | gs sup [|[Resp(e@)llps < PP,
[0,T] [0,T]

ARes 5
The smallness of the residual Resy(e¢) is obtained by construction of e¢.
e The term Ag is the contribution coming from the quadratic part in V. The energy
estimates for the quadratic terms Q(e¢) are obtained thanks to the use of para-differential
techniques. So we get

3
Ag S & sup IV 135
[0,T]

Its smallness is guaranteed by taking g large enough.

o The term A x,, is the most delicate one and comes from the contribution of the linearized
operator d X1 (e¢) at €. The main issue is to control the effect of this linear part. We remark
that a direct estimate of this term provides a bound like

Aaxy S &P sup |V 1.
[0.7]
An estimate like this allows a control of the norm of V only over the trivial time scale of
size ¢ ~!. This is due to the fact that our equation has a quadratic nonlinearity. Of course this
estimate is not sufficient to our aims.
In Sects. 5-6 we improve such estimate to show the stability of V over a longer time scale.
The analysis of the linearized operator is done by performing normal form methods. Since
we want to reach stability beyond the nonlinear time scale we shall deal with resonances of
order (three and) four, i.e. solutions of

o1A(j1) +02A(j2) + 03A(j3) +04A(js) =0, o; ==, ji € Z.

By picking the mass m € [1, 2] in a positive Lebesgue measure subset, we can prove that
(see Lemma 3.8) these resonances are of the form (up to permutations)

Jh=Jj, j3=js o1+02=0, o03+04=0.
Then the Hamiltonian terms Fourier supported on these resonances (resonant terms) cannot

be eliminated and we have to guarantee that they do not let growth much the Sobolev norms
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of R. In principle it is not clear how to deal with the resonant terms Fourier supported on

ji.j3 €supp(V) and  jo, ju € supp(@).

Indeed such resonant monomials are not dependent just by the actions |@(j) 12, |‘7( J) |2. For
instance they may have the form

UGNV @G V(j3) . (1.13)
which are clearly angle-dependent and they could generate hyperbolicity and unstable phe-
nomena.

To overcome this problem we exploit the fact that the Fourier support S of e¢ is compact.
The idea is to split the study of the time evolution of low and high modes of the error function
V. Thanks to the weak normal form of step (1) the projection on the low frequencies of the
linearized vector field at £¢ of the Hamiltonian terms > and R=® vanish. Then the linear
part of the equation for the low frequency arise from the linearization of an integrable finite
dimensional Hamiltonian H® + H;‘é’g ),

Despite the integrability, the linearized problem at an approximate solution of an integrable
system presents instability in some directions (the angles directions). Thanks to the fact that
we pushed the non-normalized part of the Hamiltonian at higher orders and to the choice of
the initial data (6.2), we are able to control the evolution of the low modes for long time.

In normal form coordinates the linear dynamics of low and high frequencies are decoupled,
and terms like (1.13) do not appear in the linear problem for high frequencies. In Sect. 5, we
provide energy estimates for the projection of V onto high frequencies where we deal with
the quasi-linear nature of the equation by using normal form techniques and energy methods.

2 Functional Setting
2.1 Hamiltonian Formalism

We denote by H¥(T) := H*(T; C) the usual Sobolev space of functions T 5 x +— u(x) € C.
We consider the following Fourier expansion of a function u(x), x € T,

u(x) = \/% Y ame™ . an) = J%Au(x)e_i”x dx. @2.1)

nez

‘We shall also use the notation

-1

+1
u n

i=u,:=u(m) and u,':=u, :=uMn). (2.2)

For & € R we define (¢§) := /1 + |£|? and we denote by (D) the Fourier multiplier with
symbol (&), i.e.

(D)™ = (n)e"™*, nel.
We endow H¥(T; C) with the norm

MG s =YY |1 (2.3)

JEZ

Moreover, for r € RT, we denote by B, (X) the ball of the Banach space X with radius r
centred at the origin.
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Notation. We shall use the notation A < B to denote A < C B where C is a positive constant
depending on parameters fixed once for all, for instance d and s. We use the notation <, to
highlight the dependence of the constant C on some parameter g. We use the notation A ~ B
to denote that C1{A < B < C, A for some constants C, Cp > 0.

The Klein—Gordon equation in (1.1) reads

deu+ A2 u+Nu) =0 (2.4)
where A is the Fourier multiplier defined by linearity as
Ae" = A",  Am):=In2P+m, VneZ. 2.5)
Introducing the variable v = it = 0;,u we can rewrite equation (2.4) as
i=-v, v=Au+N@u). (2.6)

By (1.3) we note that (2.6) can be written in the Hamiltonian form

. 0, Hr (1, v)
1=t (HEED). -1

where 8 denotes the L2-gradient of the Hamiltonian function

Hg(u, v) = / (11}2 + l(Azu)u + G(u, ux)> dx, .7
T \2 2

on the phase space HY(T: R) x L?(T; R). Indeed we have
dHg (u, V)[ £] = —or (X, (u, v), [£]) (2.8)

for any (u, v), (i, ) in H'(T; R) x L%(T; R), where wg is the non-degenerate symplectic
form

or(Wi, Wa) == /T(MIW —viup)dx,  Wi=[3], W= 2]

The Poisson bracket between two Hamiltonians Hg, Gg : HY(T: R) x L(T; R) — R is
defined as
{Hr, Gr} = orR(X gy, XGp) - (2.9

We introduce the complex symplectic variables
Z u 1 A%u—i—iA’%v u _1(z 1 A’%(z +72)
~)=cC == 1 L1 ) =C == ! ]
z v V2 \A2u —iA"2v v z V2 \—-iA2(z —72)
(2.10)

where A is the Fourier multiplier defined in (2.5). Then the system (2.6) reads as in (1.4).
Notice that (1.4) can be written in the Hamiltonian form

. (0,H(Z i0-H (Z
WZ =Xn(Z) =iJ <82H(Z;> = (—liBZH((Z))> ,J=[5%8] z=[¢]. @i

with Hamiltonian function (see (2.7))

H(Z)=Hr(C '2)=H®2Z)+ H®(2),

_ A2z 47 A2z +20)
2) — 3) o
H (Z)—/TzAz dx, H® 2 ._/TG( 7 , 7 )d(xz,lz)
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and where 3z = (0Re (;) + 10Im (z))/2, 9; = (ORe (z) — 10Im (z))/2. Notice that
Xy =CoXpyyol! (2.13)
and that (using (2.10))
_ _ 2.8),(2.13
dH (@ D[] = @Hp) @, [c 1] VL (XH(Z), [g]) (2.14)

forany 4 € H?(T; C) and where the two form e is given by the pullback of wg through c .
In complex variables the Poisson bracket in (2.9) reads as

(H,G}:=w(Xy,Xg) =i </ 3.Go-H — ZﬁGazH) dx, (2.15)
T

where we set H = Hp o C~!', G = GpoC .

2.2 Preliminaries

In this section we introduce some classes of operators that we shall consider along the paper.

2.2.1 Basic Para-Differential Calculus

We follow the notation of [36]. We denote by j\fsm s > 0,m € R, the spaces of functions
TxR> (x,&) — a(x, &) of symbols defined by the norms

|a|Mnr = sup sup(“g‘)ferﬁllagafa(x, g2 (2.16)
O<a+p=<s&eR

The constant m € R indicates the order of the symbols, while s denotes its regularity. The
following result is a consequence of item (i) of Lemma 2.3 in [36].

Lemma2.1 Letmi,my € R, s > 1/2and a € N["', b € N]*2. One has

|Clb|Mm]+mz + |{a, b}|]\/;211+mz_1 4+ |U(a, b)'MrZ12+mz—2 S |a|Mml |b|Mmz (217)

where
{a, b} := (9:a)(0xD) — (0xa)(9¢D), (2.18)
o(a,b) := (0g£a)(0xxD) — 2(0xga) (3gxb) + (0xxa)(Dzeb). (2.19)

The Weyl quantization. For a symbol a(x, &) in V]" we define its (Weyl) quantization as

ko~
op™ (a(x, E)h : —FZeWZ (j -k, ]+ L5V

JEZL keZ

h(k) (2.20)

where a(n, £€) denotes the Fourier transform of a(x, £) in the variable x € T.
Smoothed symbols. Let 0 < € < 1/2 and consider a smooth function g : R — [0, 1]

L if 5/4
<s>={ if |5l <5/

0 if e =5 nddefine XM =x(68):=glEl/e). @20

Given a(x, §) € NJ" we define
ay(x,&) = F (@M, &)x(Inl/(€))) 2.22)

@ Springer



Journal of Dynamics and Differential Equations

where F denotes the Fourier transform in x.
We denote by

0p™V(a(x, ) == 0pW (ay (x,£)) . (2.23)
Lemma 2.2 Let so > 1. Then the following holds.
(i) Letm e R,a € ./\/;’(’)1, then for any s € R
10p™Y @Rl s n s lalngn s, VA € H (T C). (2.24)

.. mi
(ii) Letmi,my € R,a € N1y b €N0+4, then

0™ (@) 0 0p"V (k) = 0p®V(ab + yla. b} — go(a,b) + Ra.b),  (2.25)
where R(a, b) is a remainder satisfying, for any s € R,

Ss—my—m < s m m . .
IRG@, DRl geemi-mss S Whllaslal e 1B]yons, (2.26)

In particular
[0p®Y (@), 0p™ (B)] = 0p®V (}{a, b)) + R(a,b), (2.27)

with R(a, b) as in (2.26).
(iii) Let p > 0anda = a(x), b = b(x) € H°T0(T; C) (independent of & € R) then, for any
s eR,

I(0pBW (@) 0 0p®Y (b) — OpBW (ab)hll gs+o < Al as lall goso 1B gosso - (2.28)
Proof By the definition of the semi-norm (2.16) we have
@G S5 (§) ") lalw, Vi§ €. (2.29)

We have (recall (2.23), (2.20))

2

1op®Y @Al Gpem < >

JEL \|j—k|<27| j+k]|

(J—k )’Ih(k)l Ur-

We note that | j — k| < 27!|j + k| implies that (j) ~ (k). Then by using (2.29) and Young’s
inequality we have

2

ek
OPBY @11 <o lalm R sy
10PN @113 Ss lalRm 3 > . — (k)| (k)

— k|0
JEL \|j—k| <271 j+k]| J 4

S lalin 3 Yo LKA

JEL \|j—k|<27 | j+k]|

Ss lalinlihl:

The items (ii)—(iii) follows by Proposition 2.5 in [36].
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2.2.2 Multilinear Operators

We are interested in studying properties of multilinear operators of the form

Rplzpt1l = Rp(m,...,zp)[zp+1] (C(T; O)PH - C¥(T; C), p=1.2,

2.30
Rplzps1] = f > R pee (2.30)
Jp+1.J€EL
with
j 1 . .
(R)? = = o G G (2.31)
J1.j2€Z,01€{£}
ojitj2=j
j 1 o
(R} = —— > rSVR G s 3 GDE G . (232)
J1.j2,j3€L,01.02€{£}
orj1to2p+j3=]j
where the coefficients rZ""o”(j, Jiseosjpr1) € Clorany j, ji, ..., jpr1 € Z, p=1,2.
We introduce the following notation: given ji, ..., j; > 0, ¢ > 2 we define
max;{ji, ..., jq} = i—th largest among ji, ..., j; . (2.33)

We need the following definition.

Definition2.3 Letp e R, p=1,2,g e Nand0 <r < 1.
(i) (Multilinear operators). We say thata (p + 1)-linear map R, as in (2.30)—(2.32) belongs

to the class M;p if there is i > O such that for any j, ..., jpy+1 € Z,01,...,0), € {£} one
has ol
. maxa{(j1), ..., (jp+1)}*77

g 7P s D] S a : (2.34)

maxi{{j1), ..., (jp+r1)}?

for¢ =011+ +0pjp+ Jpti-

(i) (Non-homogenenous operators). We denote NH,, ? the class of maps (¢, V,u) —
R(g, V)[u] defined on B.(H*(T))? x H"*(T) for some p > 1/2, linear in u, such that the
following holds. For any s > u, and (¢, V) € B,.(H" (T)2 N H¥(T), u € H*(T) one has

IR, Vyullgs+r Ss,p (l@ls + IV lEs ) wll s s
Idy (R (. V)@l zser Ss.p U@l + IV L) el s Wl s (2.35)
ldv (R, V)) @kl o Ss,p el s 1]l s -

(iii) We denote by Efp [, 3] the space of operators R(¢)[-] of the form

R(p) = Ri1(¢) + R2(9) + R>3(, V),
where R; € M;p,j =1,2,and R>3 € NH;p

We now prove that the operators defined above extend as continuous maps on the Sobolev
spaces.

Lemma 2.4 Let p € R. Consider a multilinear operator R € M;p and p introduced in Def.
2.3-(i). Then, there is so = so(n) > 1/2 such that, for s > so + |p|, the map R in (2.30) with
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coefficients satisfying (2.34) extends as a continuous map from (H*(T; C))? x H*(T; C) to
HSTP(T; C). Moreover one has

p
IR, ... up)lupsilllpgste S Nlupsillas l_[ llutill 125 - (2.36)

i=1

Proof We follow Lemma 2.5 in [33]. We give the proof only in the case p = 2. The case
p = 1 will follow similarly. By (2.3) we have

IR a1, u2) (3]l 3540

< D@L YT kG DImGDIE G @3 ()]

§€Z J1:J2,J3€ZL
J1t+jatj3=E
2
(2.34)
< N . . el s —~ . —~ .
S| X @ mad. o G Gl ) 1@ Gs))
E€Z \ j1,j2,J3€L
Jit+iatj3=§
=I1+I11+1I1,
(2.37)

where I, 1, 111 are the terms in (2.37) which are supported respectively on indexes such
that

mlax{(jl), (j2), (30} = (1), or mle{(jl), (J2), (3)} = (j2), or
ml'clx{(jl), (J2), (Ja)} = (j3)-
Consider for instance the term /7. By using the Young inequality for sequences we deduce
IIT S G a1 Go) * () 0202) * () T3 () |2
S lunll groverion luzll gjorern lusll as

for e > 0, which is the is the (2.36) taking so > p + 1/2. The bounds of 7 and /1 are similar.

Now we introduce class of linear operators obtained by linearizing multilinear and non-
homogenous maps at a C*°-function ¢. Such operators are pseudo-differential according to
the definition given in subsection 2.2.1.

Definition 2.5 Letm e R,s > 1/2,g e Nand0 < r < 1.
(i) (Linear symbols). We denote by SM" the class of maps ¢ € C*(T; C) — ai(¢; ) €
N such that it has the form

aillg;x, &)= Y af(j,Eefe N, (2.38)
jel,oe{t}
and
10 (@) G, &)1 S M E" ", (2.39)

for some & > 0.
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(ii) (Quadratic symbols). We denote by SM;" the class of maps ¢ € C*(T;C) —
az(¢; -) € N such that it has the form

w@ix.6)= Y. a§ (1. jo. £)f ¢l VDT
1, j2€Z,0e{£
e o (2.40)
+ Z a;rf(jl, J2, S)wjlﬁel(fl’JZ)x,
J1.j2€2
and
188 ()72 (j1. jo. &) < max{(jr). (o)} (&)" P (2.41)

for some u > 0.
(ii7) (Non-homogeneous symbols). Let r € (0, 1). We denote by SNHq’” the class of maps

(¢, V) € B,(H“(T))* — asq(p, V) e Nyt for some u > 1/2,
such that, for any s > so 4 . if (¢, V) € (B,(H*(T)) N H*(T))? one has
lasq (@, Vi nm Ss 10l + IV gsen s

(dyazg(p. V. A So (@l + 1V Igsslhllgsre . Vh € HS(T), (242)

ldyazq (e, V., )hllnm S 17 psen
(iv) (Symbols). We denote by SEI’” [, 3] the space of symbols a(p, V; x, &) of the form

ale, Vix, &) = ai(g; x, ) + ax(p; x, §) +a=3(p, Vi x, §),

where a; € SMjm,j =1,2,and a>3 € SNH;".

Lemma2.6 Leta; =aj(p;-) € SM;", Jj = 1,2. Then, there exist > 0, 5o = so(n) > 1/2
such that, for s > so, the maps ¢ — a;(@; -) extend as continuous maps H ST(T) — N/
Moreover

2
lar(@vm Ss lellsn,  la2@lvm S llolgsen-

Proof The proof is straightforward using (2.16) and the bounds on the coefficients of a; in
Def. 2.5.

Lemma 2.7 Letm € R, so > 1. The following holds.
(i) Leta =a(p, ) € SM’]’?, j=1,2. Then OpB®¥ (a) € M'J" and there is i > 0 such that
10PN @l s S 1011 s Il -
(ii) Leta = a(yp, -) € SNHY'. Then, for all h € H*(T),
10p®Y @A)l grs-m S5 (N@l3ysgen + 1V o) 1 ll s - (2.43)
(iii) Leta = a(p, -) € SEI'. Then Op®¥ (a) € T1"[r, 3].

Proof (i) It follows by Lemmata 2.2 and 2.6. (ii) The bound (2.43) is consequence of
Lemma 2.2 and bounds (2.42). (iii) If the symbol a(gp, -) is multilinear (see Def. 2.5), then
the (2.34) follows by (2.23), (2.20), (2.38), (2.39), (2.40) and (2.41) with 8 = 0 and by
explicit computations. Assume that the symbol a (g, -) is non-homogeneous. We first notice
that

dy,y Op™ (@) = 0p™(dy,va).
Then (2.42) and Lemma 2.2 imply the (2.35). This concludes the proof.
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Lemma 2.8 Let m, p1, po € R. We have the following:

(i) SMjm - SNHjmforj =1,2;

()M C NH/" for j = 1,2;

i) If R € M;", Q; € M for some i, j € N, then Ri o 0; € M "7 i
Re X "[r,3], 0 € ;”[r,3] then Ro Q € £ ™01, 3]

Proof (i) Using formulz (2.38), (2.40) one can write explicitly the differential of the symbol
in the variable ¢. Then the bounds (2.42) follows by using (2.39), (2.41) and Lemma 2.6.
(ii) One can reason as done for item (i) using (2.30)—(2.32), (2.34) and reasoning as in the
proof of Lemma 2.4. (iii) Since Definitions 2.3, 2.5 are equivalent to the classes of symbols
and operators introduced in [9, 14] we refer to these papers for a detailed proof of the third
bullet.

Lemma29 Letm € R, i,k € N, a € SM/", B = B(p) € M} and c(p;x,§) :=
a(B()p; x, &). Then the following holds.

(@) Ifi =k =1thenc € SM7.

(ii) If i or k are strictly greater than 1 then ¢ € SNH}", .

Proof (i) By (2.38), (2.30), (2.31) we have

clpix§) =D "G BwI] ¢7* = —=3 a7(6) | D (B e | ¢
jez JEZL h€Z
1 Lo )
== D AU, i, e e TR

Jo 1 €L,
01j1+02j2=0]

Then setting, for o j = 011 + 022,

. 1 : L
V(1 o, €)= ga"(J,é)b‘” (J, j1, j2)s

and using the fact that ¢ € C°°(T; C) we have (recall bounds (2.39), (2.34))
19 <™ G, g2 )1 S 10 a” G ) max{ (o). ()M max((n). (j2))"

< max{(ji), (2 (€)" 7,
for some i > 0. This concludes the proof of (i). To prove (ii) we first notice that, reasoning
as before, one can prove that ¢ is homogenous of degree i + k > 3. More precisely
c(g;x,6) = > a® (j, )b, s i) 95 g T
o1 j1++0itk ji+k=0 ]

Without loss of generality we can set (i) = max,—1,.. i+k{(Jjp)}. Therefore, fors > g >0

.....

we have
2
lof c(o: x, )3 S Y 10Fa” (. &) > A IV R
JEZ o1 j1++0itk Ji+k=0 ]
<3 U(@Fa” L) G T g e 1, D1
JEL
2(i+k)

< lal IR
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for some i > 0. Since ¢ is a multilinear symbol its differential can be computed explicitly
and we obtain the bounds (2.42).

Lemma2.10 Lera € SM}", Q € M;” and A == 0p®W¥(a) o Q, O o OpBW (a). Then the
following holds.
(i)VIfi=j=1thenAeM, "

.. . . m—p
(ii) If i or j are greater than 1 then A € NHM;, "

Proof Let us study the case A = OpBW(a) o Q. The other is similar.

(i) By using (2.20), (2.22)—(2.23), (2.38) and (2.30) (with p = 1), (2.31) one deduces that
the operator A can be expanded as in (2.30) with p = 2 with coefficients as in (2.32) where
2/l
J—ouj1)

S . J—o1j1
Sy i, Jos J3) = a® (o1 1, ) )X(<

YO (j — o1ji. j3. J2)
oij1 +o22+ j3=J,

where «°'(p, j), Q°(j, p1, P2)s J, P, P1, P2 € Z are respectively the coefficients of the
symbol a(x, &) and of the operator Q, and satisfy the bounds (2.39) and (2.34). Recalling
(2.21), one can note that

2|1l . . . . . . .
(%) #0 = |jal<<ljl~1j—ouil <lpl+ 131 Smax{{j1), (j2), (j3)}.
(J —o1j1) 2

Therefore, by (2.39) and (2.34), we get

mMax2{(j2), (37
max1{(j2), (j3)}*

< maxa{(j1). (). (j3)}* 7

~ maxi{(1), (j2). (30}

13"y s 2 1S LG = o1 ji)

for some ft > . This implies A € M'znfp.

(ii) It follows by Lemmata 2.2, 2.6, 2.7 and 2.4, 2.8.

Remark 2.11 Givena € S "'[r,3] and b € S "*[r, 3] and reasoning as in [9, 14], one

can note that the remainder R(a, b) € Zlm‘+m273[r, 3].

2.2.3 Matrices of Operators

We define some special classes of linear operators on spaces of functions.

Definition 2.12 Let p € R, p = 1,2, ¢ > 3. We denote by M,_,p ® M>(C) the space of

2 x 2 matrices whose entries are operators in M,,”. We denote by SM;" @ M>(C) the
space of 2 x 2 matrices whose entries are symbols in SM ). Given a matrix of operators

0 € M,” @ My(C) (resp. NH, ”[r] ® M2(C), £, ”[r, 3] ® M>(C)) we shall write

/ 07 03
0 = (07 Jo.oelt) i= < Qit Q; (2.44)
where Q7' € M,,” denote the entries of the matrix Q.

Similar definitions and notations are used when we consider NH, °Irl, N PIr, 3] instead of
M,”.
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Along the paper we shall consider special subspaces of matrix valued operators introduced
above.

Definition2.13 Letp € R, p e NU{0},0 <r < L andlet Q € M},”.
(i) We define the operator Q as

Olh] := O[], h e HS(T). (2.45)

(ii) We say that a matrix of linear operators Q € M;p ® M3(C) is real-to-real (or reality
preserving) if it has the form (see (2.44))

+ —_
Q= QLj% . ie. 079 =09, Vo.o €4}, (2.46)
0; of

for some Qi, 0 € M;p.
(iii) We say that a matrix of linear operators @ € M,” ® M»(C) is real if it has the form

Q.= Q+Q— h +._ 0t -0 o _ 0o 2.47
=\o-0+)" where Q7 =07, Q0 =0,, 0°=0 (2.47)
for some Qi,QIeM;p.

Similar definitions and notations are used when we consider NH,, °Irl, Efp [r, 3] instead of
M,”.
p

Recall the spaces H®(T) defined in (1.5). One can easily check that a real-to-real linear
operator Q preserves the spaces H*(T). We also observe that a real matrix is real-to-real.
On the space H°(T) we define the scalar product

(U, V)2 ::/U-de, U=[x]. v=[%] (2.48)
T

Given an operator Q of the form (2.47) we denote by Q™ its adjoint with respect to the
scalar product (2.48), i.e.
(QU, V)2 =(U,Q"V);2, VU, vV e HO(T). (2.49)

One can check that

= i 2.50
Q) (0" (@) (O (2.50)

where (Q1)* and (Q7)* are respectively the adjoints of the operators Q™ and Q~ with
respect to the standard complex scalar product on L2(T; C).

o CQ*V(QV)(@@(TQ*V(QV)

Definition 2.14 Let O € M;p ® M>(C) be a real linear operator of the form (2.47). We say
that Q is:

e self-adjoint if
©H*=0%., 0 =) (2.51)

e Hamiltonian if
Q=iEA, E=[}Y]. (2.52)

where A € M;p ® M5 (C) is a self-adjoint operator matrix.
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Similar definitions are used when we consider operators in NH, ”[r]® M (C), £, "[r, 3]®
My (C).

Consider now a symbol a(x, §) € SX"[r, 3] and set A := Opw(a(x, £)). Using (2.20)
one can check that (recall (2.45))

A=0pValx,—&), A*=0pV(ax,§)). (2.53)

By (2.53) we deduce that the operator A is self-adjoint with respect to the standard scalar
product on L?(T; C) if and only if the symbol a(x, &) is real valued.
We need the following definition. Consider two symbols a, b € N and the matrix

a(x,§) b(x,%‘))
b(x,—&) a(x, =&/

A=Ax,§) = (

Define the operator

(2.54)

W w
M= 0pV (Ax, £)) = ( Op™(a(x,§)) Op"(b(x,§)) ) .

op¥(b(x, =§)) Op™(alx, —§))
For the matrix of pseudo-differential operators defined above the following facts hold:

e Real-to-real: by (2.53) we have that the operator M in (2.54) has the form (2.46), hence
it is real-to-real;

e Self-adjointeness: using (2.53) the operator M in (2.54) is self-adjoint with respect to the
scalar product (2.48) if and only if (recall (2.51))

a(x,§) =a(x,§), blx,—§) =b(x,§). (2.55)

e Reality: if both the symbols a(x, &), b(x, &) are real valued we have that the operator M
in (2.54) has the form (2.47), hence it is real and self-adjoint.

Definition 2.15 (Symplectic map) Let Q € M,” ® M>(C) (resp. NH,,”[r] ® M>(C) or
z fp [, 31 ® M3 (C)) be a real-to-real (or real) linear operator of the form (2.46) (or (2.47)).
We say that Q is symplectic if

Q*(GE)Q =iE. (2.56)

3 Birkhoff Normal Form

In this section we construct a suitable normal form for the Klein—-Gordon Hamiltonian H
in (2.12). This is the content of Proposition 3.9. This normal form procedure presents small
divisors problems. Estimates on such small divisors are provided by Lemma 3.8. In Sect. 3.1
we recall some properties of homogeneous Hamiltonian functions. In Sect. 3.3 we construct
the oscillating function which approximate the dynamics of the Klein—Gordon.

3.1 Homogenous Hamiltonians

Let F be a homogenous Hamiltonian of the form

FZ)y= Y F;::0..27, zZ=[Z], 3.
7@ ,/)=0
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where ¢ = (o1, .. an) is a n-dimensional vector of signs {£}, ] = (j1,..., Ju) € Z",

o, -
2 =2j,2; =2, F; ;€ Cand

n
75, j) =Y oiji. 3.2)
i=1
The equality 7 (o, f) = Oencodes the fact that F commutes with the momentum Hamiltonian
1 b2 _ S22
M= =2 Ze, Dpoy = Y 12)]

JEZL

If we want to highlight the degree of homogeneity of the Hamiltonian F we shall write
F=F®,
Fixed a subset S of Z, we define for0 <k <n

A =1, 7) € {£)" x Z" : there are exactly indexes j; that belong to S, 7(5, j) = 0}.

We define also
An,fk = UAn,h An,zk = UAn,iy
i<k i~k
and
(n,k) __ R On
FUR =% " Fy 2225
An,k

Analogously one can define F"=K and F"=% replacing A, with A, < and A, >
respectively. We define the projections

Nl p = pek ne=br - pt.sh ne®=k p — po.zk) (3.3)

Remark 3.1 By the conservation of momentum, if S is a finite set then .4, <; is finite, for all
neN.

Definition 3.2 (Resonances) Let n > 0. We say that (7, ;’) € {£}" x Z" is a resonance, or a
n-resonance, if

n
Qm:5,j)=Q@G . j) =Y oiA(j)=0, 7, j)=0. (34)
i=1

We say that a n-resonance (o, f) is trivial if if n is even and, up to permutations, one has
j:(j5j5k7ks"')7 &:(+a_»+7_a"')'

Definition 3.3 (Resonant monomials)

e We say that z?ll . z‘;’: is a resonant monomial if (5, j) is a resonance.

e A resonant monomial z;‘ . z(;: is said action-preserving if it depends only on the square
modulus (or actions) |z ; 12.
e Given ahomogenous Hamiltonian F of degree n as in (3.1) we denote by Freg the projection

of F on the space of resonant monomials.
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Remark 3.4 Using the conservation of momentum, one can prove that actually all 4-
resonances are trivial. This means that the only resonant monomials of degree 4 are
action-preserving. We prove this in Lemma 3.8-(iv).

Definition 3.5 We denote by adyo () := {-, H (2)} the adjoint action of the Hamiltonian
H®_ We denote by IMger and l'[Rg the projections on the kernel and the range of the
adjoint action respectively. We observe that T is the projection on the space of resonant
monomials.

Definition 3.6 Let E be a subset of Z. Let us define the subspace
1 .
Vei=|Z=—=) 7 :2;=0 j ¢ E}. (3.5)
E ,—27_[ jgzz J J J ¢

We denote with Iy, the projection on the subspace V.
If E is a finite subset and a vector field X has image contained in Vg then we say that X
has finite rank or it is a finite rank vector field.

In the following lemma we provide estimates for the vector fields associated to the gen-
erators of the Birkhoff maps. With an abuse of notation we denote L°°(T) x L°°(T) by
L°(T).

Lemma3.7 Letn > 3 and S C 7Z be a finite set. Let F' be a homogenous Hamiltonian of
degree n as in (3.1) such that

F=F"=D and [F]:= sup |F; 5| < oo, (3.6)
@)
Then the following holds:
(i) We have the estimates
IXF(Dlus Ss IFNZIGE N Zl o, 1Xp(D)lle S TFIIZIG
vZ € H(T) N L>®(T),
I@XF) D Z1as Ss TFINZIGENZN o, YZ € HOT),
I@XF) D Z]lI STFMZIG N Zle.  YZ € L¥(T).

(ii) If G is another homogenous Hamiltonian of degree m then {F, G} is a homogenous
Hamiltonian of degree n + m — 2 such that its vector field has finite rank and the
following estimate holds

IX(r.oylms s IFIIGUIZIGE" 1 Zllyo  ¥Z € HO(T) N L(T).

Proof By Remark 3.1 the assumption (3.6) guarantees that the vector field X r has finite
rank. In particular its image is contained in Vg, (recall (3.5)) where E,, := (n — 1) S. Then
I XF(Z)|lgs < Cl|IXF(Z)||go where C > 0 is a constant depending on the index s and on
the set S. For some constant C,. > 0 we have

IXr(D)llgo < CIFINZ %+ % Zll2 = Ca IFIIZ" I o < CAIFIIZIG 1 Z o

where we denoted by 7 the sequence of the Fourier coefficients of Z. This concludes the
proof of the first bound in item (i). The third follows similarly using the fact that X is a
multilinear operator (see (3.1)).
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Regarding the second bound, we have that IIZIILOo < Z|l,1, where

1Zllgr == —= Z|

] €Z
Therefore by Young inequality

HXF(Z)uLoo<||XF<Z)||ZINfZ\ > z;?;...zj;;ws[[ﬂ]( Z|z,) -

JEE Yyl o ji=j JEE"

for some E C E,. By noticing that |Z ;| < NZAVAIER get the second bound in (7). The
fourth bound is obtained in the same way using that d X r is a homogenous polynomial of
degree n — 1.

Item (i7) follows using formula (2.15) and reasoning as in the proof of item (). We observe
that the support of the Hamiltonian {F, G} is contained in the support of F, which is finite,
hence X(r ) has finite rank.

The following lemma provides lower bounds on the function Q (a, ;’) in (3.4).

Lemma 3.8 (Small divisors) Let S be a finite subset of 7. There exists a full measure set
M C [1, 2] such that for all m € M the following holds:

(i) ifn =3,5 then Q(U ]) # 0 forall (G, j) € An <1
(ii) ifn =4 and (o, ]) € Ay.<1 is such that Q (o, ]) =0 then (o, ]) € A, 0. Moreover the
4-resonances are trivial, namely they have the following form (up to permutations)

J=Ghikk), &=+ —+ —). 3.7)
(i) Ifn =3 and (G, j) = O then

S 2 m
1200, )| 2 —F————, (3.3)
2/ j +m

where | j| = minj= 23 | jil.
(iv) Ifn =4, 7 (o, ]) =0and (0, ]) is not a trivial resonance (recall Def. 3.2) then

_ o= m
1Q(0, NI = cx————+. (3.9
W+ my
where |j| = min;—1 234 | ji| and for some absolute constant c, > 0.
(v) Foranym € M and for n =5 one has
1Qm; 5, )l > v, (3.10)

for some y > 0 depending only on S, for any (c, j) € As <.

Proof First of all, given (o, f) € {£}" x Z", n > 3, without loss of generality we can
consider [ji| > --- > |j,| = 0. We have to give lower bounds for the resonant combinations
of the j;’s with any possible choice of the signs o;. To simplify the notation we shall write

(recall (3.2), (3.4))
Qoo () = Q3 5, J), Ty =T, ).

,,,,,

Proof of item (iii). First we observe that Q4 (m), Q4_4(m) > Q_4 4 (m). Hence we can
find a bound from below just for _  (m). We have First we note that

Q1) =—ljl+1pl+ 1531 =0,
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since m_4 = —j1 + j2 + j3 = 0. Secondly we also note that

1 1 1 1 1
/
SO Y (SR EA B
A 2\ AGD  AG)  AG) 2A(j3)
where A(j) is in (2.5). Then we have

Q_++(m) = Q_++(O) + /0 Q/_++(7711) dm >

_m
2,/j3+m
which is the bound (3.8).

Proof of item (iv). The interesting cases are when there are 3 and 2 plus signs. For the first
case we reason as before. We have Qy_ 4 (m), Qiy_y(m), Qyqpq_(m) > Q_44 1 (m).
Hence we study the latter case. Recalling again that

Mgyt =—j1+p+j3+js=0,

we observe that

Q. 0) = — >0, Q
4t 0) = —[j11 + L2l + Ljal + Ll () 2 5

Then we obtain

m
Qi (m) > ———.
2/ji+m

For the case of 2 plus signs we have Q4 _4_(m), Qi4__(m) > Qy__ (m). All the other
cases are obtained by a global change of sign. Let us now write

Qi) 1= Q) =\ +m = tm = [ F 4 m [+ m.

We notice that Q. (m) vanishes identically on 4-resonances (&, f) of the form

J=GoEi k), 5= =),
up to permutations. Actually we claim that the above resonances are trivial. Indeed, up to
permutations, we have the following cases.

The first case is when f =(j,j,k,k)or ; =(j,j,—k,—k),0 = (+, —, —, +) which
are obviously trivial. The second case is when j =, —J k —k), o = (+, —, —, +). Then
(recall (3.2)), by the conservatlon of momentum, we have 7 (o, ]) =2j i 2k = 0, which
1mphes that j = k. Then (o, j) has the form (3.7). The other case is j = (j, —J, k, k),
6 = (+,—, —, +). Then n (o, ]) = 2j = 0. Again (7, ]) has the form (3.7). This proves
the claim.

Hence, recalling the momentum conservation j; — j» — j3 + ja = 0, and assuming that
(o, ]’) is not a trivial resonance (see Def. 3.2), we can follow Lemma 7.2 in [7] to obtain the
lower bound

Q(m) = Cx
(Jj}+m)?

for some absolute constant ¢, > 0. This implies (3.9) and concludes the proof of item L (iv).
Proof of item (ii). By item (iv) proved above we know that Q (7, j) = 0 only if (&, j) isa
trivial resonance, i.e. if it has the form (3.7). This implies item (i7)
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Proof of items (i) and (v). By section 5 in [22] we have that for almost every mass m, there
are ¢ > 0 and N € N such that (see (3.4))
1Qm: 3, DI = c(L+ [l + -+ LD

for any (o, f) € {£}" x Z" and n odd. We are only interested in the case n = 3, 5. Moreover,
taking (a ]) € A, <1,n = 3,5, wehave, by Remark 3.1, that only a finite number of choices
of (o, ]) are possible. Hence, the bound above implies that actually |Q(m; 7, ])I > y for
some constant y depending only on the set of indexes S. Therefore bound (3.10) and item
(i) follow. This concludes the proof.

3.2 Partial Birkhoff Normal Form

In this subsection we prove the following result.

Proposition 3.9 Let S be a finite subset of Z and M the set defined in Lemma 3.8. Then for
allm € M and for all s > 0 there exists C(s) > 0 such that for all r > 0 satisfying

Cr<l, (3.1

the following holds. There exists afinite set E C Zsuchthat S C E and an analytic, invertible,
symplectic change of variables ®p : Bi(H*(T))NB,(L*°(T)) — B2(H*(T))N By, (L*°(T))
of the form

Op =1+ Ty, PMy,, Dp(Z) =W, (3.12)
with

1®5(Z) — Zllms S rllZllgo . (3.13)

1dPs(Z)Z = Zlgs s rl|ZIlgo.  VYZ e HYT), (3.14)

such that the Hamiltonian H in (2.12) is transformed in
Hi=Hody' = H® + HO=D L 1D + H*=D L 1G22 4 yE0 - (315)
where H*=2 H=2 and REO generate a finite rank vector field. Moreover
(i) 'H(r‘é’g )isa action-preserving Hamiltonian of the form
4,0
Higy (W) = Z Cirlw;Pluwel?.  CjeR, Cj=Cy. (3.16)
j,keS
(ii) The remainder Xy=¢) is a smooth function with a zero at the origin of order 6 and
X0 W llas Ss IWITeIWllas . YW € H(T). (3.17)

Moreover the vector fields Xyazr, Xq6.22 are homogenous of degree 4 and 5 respec-
tively and satisfy
2
1 X4z W)llas Ss IWIzee IWas

X520 (W)l Ss IW 700 W gs -
(iii) Let ¢ € B.(H*(T)). Then the linearized operator (dXx=6)(@)[-] belongs to the class
NHZp[r] (see Def. 2.3) for any p > 0. In particular one has
1 dX o) @IWllas Ss l@lgs W ilas
1(d* X 26 (@)W1, Walllzzs S Il Wil s | Wall s

(3.18)

(3.19)
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forany W, Wy, W € H5(T).
The inverse map @El fulfils bounds like (3.13)—(3.14).

Proof The map ®p is constructed in three steps.
First step: Let us consider the homogenous Hamiltonian (recall (3.4))

HG=D
0] . - 7
3 _ (3) 71,72 %3 G ._ ) —=—= ifQ(,j)#0,
FO= Y PG50 F=iae. )
As <1 0 if Q(a, j)=0.

By definition the Hamiltonian F® solves the homological equation
(FO, HP) 4 g3=D = HKerHo’fl) . (3.20)

By item (i) of Lemma 3.8 we have that I, H =" = 0. We observe that by Remark 3.1
the equation 7Z=X F£® (Z) is an analytic finite dimensional ODE. In particular the image of
X @ is contained in a subspace of the form (3.5). Then it is flow <I>’3 is well defined, at least
for small times, and analytic. Since F® is a homogenous Hamiltonian of degree 3, then the
vector field X ) is a homogenous function of degree 2. Moreover by the lower bound (3.8)
on the 3-resonances and the fact that [H ]| < 1 we have

FP1<1. (3.21)

Since F® is homogenous, in a sufficiently small neighbourhood of the origin the flow d>t3
is defined for times 7 € [0, 1]. We call &3 := CDIF(}). We claim that

195D llas < 21 ZIas s 195(D)llze <20 Zlipe, Vi e[0, 1], (3.22)

for Z € B1(H*(T)) N B,(L*°(T)) for r > 0 small enough.
We start by proving the bound for the L°°-norm. We use a bootstrap argument. Let us call

Ty :=sup{T = 0: | ®5(2) |z < 2[|Z]|ze}.

We observe that T, > 0. Assume that 7, > 1. We shall prove that at time ¢t = 1 a better
estimate on || d>g (Z)]| L holds and then T has to be greater than 1. We have that

t
dLZ)=Z +/0 X o (®3(2)) dr, (3.23)
then, by Lemma 3.7-(i) and using that Z € By (H*(T))NB,(L*°(T)), we havefort € [0, T})

195(2) |z < I Z]| 1o +2C[[F]]r/ 1976 (2L~ dT,
for some universal constant C > 0. By Gronwall Lemma
195(Z) L < I Z]l L expC[Frt).

Then taking r < QCIFP])~" we have that [|[®} . (Z)|r= < (3/2)[|Z]|L. Hence we
proved the claim on the bound of the L°°-norm. Now we prove the one on the H* norm. By
Cauchy-Schwarz and Lemma 3.7-(i) we have, for Z € B;(H*(T)) N B, (L*°(T)),

*I|<I> D30 S 1X po (P52 o [R5 (2) ] o

S NP5 1 1P5(2) 150 < 2r 1 95(2) 1350 -

@ Springer



Journal of Dynamics and Differential Equations

Again by Gronwall Lemma we have ||<bt (Z)||H0 < 1Z)? 70 exp(2rCt) for all t € [0, T).
Takingr < 2rC)~ Uwe get ||d>g(Z)||Ho <2||Z]| yo forallz € [0, 1]. By (3.23) and Lemma
3.7-(i)

t
1952 11 < 1 Z)l s + CHIFT / 193 (2) I oo [|D5(2) ]l o dT
0

t
< 1ZlIlgs +2COIFOTr / 1932 s d
0

for some constant C(s) > 0 depending on s. Reasoning as for the bound of the L°°-norm
we get the estimate ||¢>’3(Z)||Hx < 2||Z||gs forallt € [0, 1].
Now we claim that

AU Z s <20 ZNps . 1P Z e < 20 Z]Ize Ve [0,1],  (3.24)
for Z € Bi(H*(T)) N B,(L°°(T)) for r > 0 small enough. We have

~ ~ t ~
DL Z1 =7+ /0 dX gy (9 (2)) [dD% o (D) Z]] dT . (3.25)

By Lemma 3.7-(i) and (3.22) we have
1d®5(Z) [ Z]]IL < 1 Z]| +2CTFDTr / Id®% ) (Z)[Z]]| . dT

for some universal constant C > 0. Taking r small enough and using Gronwall Lemma we
obtain the bound for the L°°-norm in (3.24). In the same way one can prove the bound for
the H*-norm.
By Lemma 3.7, bounds (3.21), (3.22) and the expression (3.23) we have for all Z €
Bi(H*(T)) N B, (L>(T))
1®3(2) — Zl|ns = SUP] 11X po) (P5(Z2) || s

t€l0,1

(3.26)

~S

sup [ @5(Z) (1L 1 D5(2D) 1o Ss T Z1 po s
1]

tel0,

which is a bound like (3.13). By using the estimates (3.24) we obtain a similar bound for the
differential d <I>g. For the inverse of ®3 a similar estimate holds.
We obtain the new Hamiltonian by Taylor expanding H o ®% atr = 0. Hence

H :=Ho®;'=H+(F® H}+ Z {F<3> (FO, . Hy-- )+ 10
——
P= 2 p—times
C2HO 4 G2 L g® 1 g 4 R/
with

H® = Lo gesny 4 (pO) go22)
P , ,
1 1
"= .= o / 1 =HFOAFO (FO (FO H})) o d7" dr,
= Jo

and where H, 3 collect all the terms of degree of homogeneity 5. By (3.21) and the fact that
Xro is ﬁmte rank we have

(HOTS 1L HFY(FOFO (FO HIL L.
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We observe that H — H® — HG:=2 generates a finite rank vector field. Moreover, using
that

1 ! _
Xpizo) = 5[ (1 =0*d4X poy, [Xpo), [Xpo, [Xpor, Xullll o @37 d1,
- Jo
Lemma 3.7-(i) and the estimates (3.22), (3.24) on the map ®3 and its differential one can
check that X REO has a zero at the origin of order at least 5 and it satisfies (3.17) and (3.19).
1

Second step: Now we look for a transformation that normalizes the term H1(4’§1). Let us
consider the homogenous Hamiltonian

F4=D
a,j . - 7
“@ _ @ o1 o o3 o4 @ ._ )= ifQ(o,j)#0
= Z F; G ntate Fa,j =) i&(o, )
Adsi 0 if Q@G j) = 0.

By definition the Hamiltonian F® solves the homological equation
(FO, H®y + H=D = g m™=Y. (3.27)

By item (ii) of Lemma 3.8 we have that HKerH1(4’Sl) = HKerH1(4’0)- By Remark 3.4

MgerH, *0) s a homogenous Hamiltonian action-preserving of degree 4, then it has the
form (3.16). By Lemma 3.8-(iv) and by considering that .44 <1 is finite we have

[FO] < 1.
Reasoning as in the first step and using item (i) of Lemma 3.7 we have that the flow
@'y BI(H*(T) N B, (L(T)) — Ba(H*(T)) N Bay (L™(T))

for times ¢ € [0, 1] and r > 0 small enough (satisfying a condition like (3.11)), has estimates
as in (3.22) (and similar for its differential as in (3.24)). We call &4 := <I>1F(4) and we have,
reasoning as in (3.26),

194(Z) — Zllus Ss P ZN o, YZ € Bi(H(T)) N B(L™(T)). (3.28)
Using the smallness condition (3.11), we have that (3.28) implies a bound like (3.13). The
bound (3.14) follows by reasoning as in the previous step. We obtain the new Hamiltonian
by Taylor expanding H o & F(4) att =0
1
Hy:=Ho®,' = H +{FY, H) +/0 A =0(FY {FY, H}) o @, dt

3.27
(3:27) H® 4 g6z 4 nKerHl(w) + H1(4,z2) + H2(5) +‘ﬁ(226)

with
(5) {F(4) H(3 >2)}+H(5)
RES = REO 4 (), H(4)+9%(>6)}+/ (U= O(FD (FO H) o o, dr.
We have

[HOTS L2, HFDAFD, B < 1.
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We observe that H 1(4’ 22), HZ(S), 9%526) generate finite rank vector fields. Moreover, reasoning
as in the previous step, one can check that X RO has a zero at the origin of order at least 5
2
and satisfies (3.17), (3.19).
Third step: We want to normalize HZ(S’EI). Let us consider the homogenous Hamiltonian

F6=D
] o T
) — (5) o1 02 03 04 05 (C)RN BN if (0, j) #0
FY = Z F 5.7 S %t tintise F&,]’ =180, )
As <1 0 if Q(a, j)=0.

By definition the Hamiltonian F® solves the homological equation

5,<1 5,<1
{F(S), H(Z)}+H2( <D _ HKeer( =h

By item (ii) of Lemma 3.8 we have that HKerHZ(S’Sl)

by considering that As < is finite we have

= 0. By item (iii) of Lemma 3.8 and

[FO1 51
Reasoning as in the first step and using item (i) of Lemma 3.7 we have that the flow

st BIGH () N B (L™(T)) — Ba(H*(T)) N Bor (L(T))

FO) -
for times 7 € [0, 1] and r > O satisfying a condition like (3.11), has estimates as in (3.22)
(and similar for its differential as in (3.24)). We call &5 := @;(5) and we have, reasoning as
in (3.26),

195(Z) — Zllus Ss PPl ZIgo.  YZ € BA(L¥(T)). (3.29)

Using the smallness condition (3.11) (taking a > 0 large enough), we have that (3.29) implies
a bound like (3.13). The bound (3.14) follows by reasoning as in the previous step using the
fact that @s is the time one flow map generated by the vector field X ;s). We obtain the new
Hamiltonian by Taylor expanding H o <I>_f5) att =0

dt

Hy:=Ho®;' = H) +{FY, H2}+f (1 =n{FO {FO, Hy)} o @

3.27

with

F(S) dr.

SR(>6) %(>6) + {F(S) H(4) + H(5) m(>6)} + / - I){F(S) {F(S) Hy}} o ®~

We observe that H14’22), H2(5,32)7 %§Z6) generate finite rank vector fields. Moreover, rea-

soning as in the previous step, one can check that X REO) has a zero at the origin of order at
3

least 5 and satisfies (3.17), (3.19).

Now we define

Ppi=Dsodyod;, NED = RFO

Then formula (3.15) holds. Since each Birkhoff map has the form (3.12) then ®p has the
same form. By the estimates (3.26), (3.28), (3.29) and using the smallness condition (3.11)
we obtain (3.13). The bound (3.14) follows by composition since the maps ®;,i = 3,4,5
satisfies the same properties.
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3.3 The Dynamics of the Normalized Hamiltonian

Let S C Z be any finite set. In this section we study the dynamics of the first order of the
Hamiltonian which has been normalized following the procedure described in Proposition
3.9. We call 0

N=H® 4 HO=D L 1) 4 H*=2 622 (3.30)

the Hamiltonian in the Birkhoff coordinates ®p provided by Proposition 3.9, up to the
remainder RE® . We observe that the vector field of H 322 4 H*=2 4 16522 vanishes
on the finite dimensional subspace

Us ={w, =0 n ¢ S}.

The restricted Hamiltonian ./\/"Mg coincides then with

Hyes = H? + H&D. (331

Thus, the equations of motion read as

Wy =i (A(n) + chk|wk|2> w,, neSs. (3.32)

keS
For all subsets S C S the subspace
Vs ={w, =0 n¢5)

is invariant by the flow of (3.32). The actions |w j|2, Jj € S are all conserved quantities.
Then the complementary of | J $cs Vs is foliated by maximal (n-dimensional) invariant tori

{ Iw.,-l2 =§&;, jeStwith&; >0, j € S. They support quasi-periodic motions given by

P&, 0:1,x) =Y JEdOTeI O g = (&) jes,  0=(0)jes 0, €T,
=
(3.33)

where the frequency vector has components
wjE)=AG+Y Cixh JES. (3.34)
keS

We observe that these frequencies can be very close to resonant, depending on the choice of
the &;’s. The subspaces V5 are foliated by lower dimensional invariant tori supporting the
quasi-periodic motions

Q€01 x) =) JEj IO g e T
jes

4 Setting of the Problem in the Birkhoff Coordinates

Let us fix some N € N and consider a finite symmetric subset such that

S:{j17~'~7jN}CZ7 jES = _jES,

j€S e 1jl> max(lk). @D
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We need the above properties of the set S only for then construction of the modified energy
on high frequencies in Sect. 5.2.2, see Lemma 5.16. Consider the new variables

W:=[8]:=dp(2)

where @ p is the Birkhoff map constructed in Proposition 3.9 applied with S as in (4.1). By
the symplectic nature of the Birkhoff map we have that, the equation 9, Z = Xy (Z) with H
in (2.12), becomes

W =Xy(W), 4.2)

where X7, is the vector field of the new Hamiltonian H = H o <I>El in (3.15).

4.1 The Approximate Solution

We consider a solution ¢(¢, x) of the normalized Hamiltonian system A with initial condition
on the subspace Vg. We could consider also solutions with initial data in Vg with Scs
symmetric without relevant changes in the proof.

The function ¢(f, x) = @(&,0; 1, x) has the form (3.33), where § = (§;) es can be
any vector with positive components and 8 = (6;) jes is any vector of angles. Since the
normalized change of coordinates ® g provided in Proposition 3.9 is well defined only on a
small neighbourhood of the origin of L, it is convenient to rescale the actions & j 825 s
with ¢ > 0 small enough such that if ¢ = r condition (3.11) is satisfied. Then the rescaled
solution has the form

8(/7([,)() = SZ\/gjei(G.f+wj(S)l+jX) . (43)
jes
‘We observe that
sup llegllps Se Vs = 0. (4.4)
teR

In the following we shall assume further smallness conditions on the parameter ¢. Such
conditions can all be written in the following form

Cee <1, 4.5)

for some constant Cy > 0 depending on s > 1/2 and the set S.
The next lemma shows that the functions ¢ constructed in (4.3) are approximate solutions
of the Hamiltonian equation given by H.

Lemma4.1 Lets > 1/2. There Cy > 1 such that if (4.5) holds, then the residual

Resy(ep) := —e0rp + X1 (@) 4.6)
satisfies
sup [[Resy(eg)|lms <o € (4.7)
t€[0,T]

Proof We have that X7y = X+ X6 . Since £¢ is a solution of the Hamiltonian system
given by N'we have

Resy(ep) = X6 (€9).

Then the thesis follows by estimates (3.17) and (4.4) taking ¢ small enough.
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4.2 The Error Function in Birkhoff Coordinates

We set
PV =W —cp, forB>2, (4.8)

where e¢ is the approximate solution of the form (4.3), supported on a set S as in (4.1),
and with frequencies of oscillation given in (3.34). We also recall that estimate (4.4) holds
true. Then the error function V in the Birkhoff coordinates solves the equation (recall the
definition of Resyy in (4.6))

V =dX(ep)[V]+ P Qeg)[V, V14 & PResy(eq) . (4.9)

where

1
Qep)[V, V] = / (1 =) d*Xn(ep +1teP V)V, V]dr. (4.10)
0

In the next proposition we show that the control on the function V implies the main result
Theorem 1.1.

Proposition 4.2 There is Cs > 1 such that if

sup P Vms <26F, B>2,
tel0,T]

, @.11)
sup | Zllws Sse, T=coe "%, 0>0,

1€[0,T]
for some co > 0 and with ¢ satisfying (4.5), then the error e R := Z — e satisfies the bound

sup & IR as s &2, (4.12)
t€[0,T]

Proof Recall that Z = GDEI (W). Then, by estimate (3.13) in Prop. 3.9, which holds also for
dDEl, and the assumptions (4.11), (4.5) with Cy > 1 large enough, we deduce that

IWllas Sse. and |2 — Wigs = |95 (W) = Wiigs S el Wilas S &2
uniformly in ¢ € [0, T]. Then, recalling 8 > 2, one has

@8) 5 @2 5
1Z —epllns < I1Z=Wlas + 11" Vins S5 676" Sse7s

~

uniformly in ¢ € [0, T']. This implies (4.12).

The result above guarantees that in order to obtain our main result we must show that the
solution V of (4.9) satisfies the (4.11). To do this we will provide some a priori estimates on
V.

Recalling (4.9) the main issues are the following:

e Show that the term d Xy (ep)[V] + e Q(ep)[V, V] has a pseudo-differential structure.
This is the content of Sect. 4.3.
e In Sects. 5-6 we provide the energy estimates for the flow.
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4.3 Pseudo-Differential Structure of the Equation for the Remainder

As explained before, in the next sections we shall provide a priori bounds (see (4.11)) on
the solution V of the problem (4.9). In Sect. 3.3 we provided suitable upper bounds on the
non-homogenenous term e PResy (ep) appearing in the right hand side of (4.9) (see Lemma
4.1). Hence, we shall prove that the vector field

Nep, V) :=dXn(ep)[V]+ Qep)V, V], (4.13)

which is nonlinear in V, generates a well-defined flow on the spaces H*. In this subsection
we show that actually V(eg, V) has a pseudo-differential structure. We deal with the two
summands in (4.13) separately.

Define the following real symbols (recall (1.2)—(1.3))

!
a(Usx) 1= =30, L)@ ¢x.br) . =7 @+m. U=[g],

b(U; x) := (0g, f2)(d, b, Pxx)
c(U: x) := (g [2) (), ¢x. bax)

dU; x) := —ma(U; x) — %axx(U;x) - %bx(U;x) +cU;x).

(4.14)

Consider the functions in (4.8) and the symbols in (4.14) with U ~» ¢, V. Let us define

£(ep, Vi x) := a(ep; x) + 3a(V;x),

X (4.15)
glep, V; x) :==d(ep; x) + 7d(V; x).
As a consequence of Propositions 4.4, 4.8 we deduce the following result.
Proposition 4.3 The vector field Y(ep, V) in (4.13) has the form
Yew, V) =iEOpP ([19]+ [ 1]£ e, Vi) A®)V
(4.16)

+iE0p™ ([11]ateg. Vi AT ®)V +iEQep)V + R(V),
where the remainder (recall Def. 2.3)
Q(eg) = Qi(e) + Q2 (e9) + Q3(e9) € T77[r, 310 M2(O),

is real according to Def. 2.13. Moreover the non-homogeneous component Q>3(ep) €
NH3_2[r] ® M (C) satisfy bounds like (2.35). Moreover for s large enough the remain-
der R(V) has the form

(RT(V), RF (V)T

and it satisfies
IRV sz ScIVIGs YV € Be(HY). (4.17)

Eventually, for s large enough and ¢ satisfying (4.5), one has

IVep, VIigs—1 Ss WVilles, YV € B, (HY). (4.18)
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4.3.1 Para-Differential Structure of the Linearized Operator

Consider the function ¢ in (4.8) and recall the bound (4.4). The aim of this section is to
prove the following result.

Proposition 4.4 There exists so > 0 large enough such that for all s > sg there is Cs > 0
such that the following holds. If € satisfies (4.5) and ¢ defined in (4.8) satisfies (4.4) then
we have that a(eg; x), d(ep; x) € SM(I) (see Def. 2.5) are independent of & € R and real
valued, and

@X70) V1 =iEOp™ (([49]+ [11Jatew: ) AE))V
+iEOpPY ([ 1 ]d(ep; ) AT () +iEQ(@)V,
where H in (3.15), A(§) is in (2.5) and where the remainder
Q(eg) = Qi) + Da(ew) + Q=3(e9) € I°1r. 318 Ma(C),

(4.19)

is real according to Def. 2.13. Moreover the non-homogeneous component Qs3(ep) €
NH;z[r] ® My (C) satisfy bounds like (2.35). Finally the following estimate holds: for
S > 50

ld X (e Z -1 s 1 Z1as (1 + Cillegllms) (4.20)

forany Z € H®.

Remark 4.5 We remark that the operator (d X4/)(e)[-] is Hamiltonian according to Defini-
tion 2.14.

We have the following.
Lemma 4.6 Recall (3.15) and let X := XH<4,0> + Xz + Xq/6.22). Then we have
res

3
dX)(e)[]1:=)_S; ).
j=2

for some real S; () € M;p ® My (C), for any p > 0. Moreover the coefficients of S»(e¢)
and S3(gg) satisfy (2.34).

Proof 1t follows recalling that X is sum of finite rank vector fields (recall Def. 3.6).

In view of Lemma 4.6, we have that the linearized operator of the vector field X7 has the
form
dX1)(EPV]I=1EAV + (dX yez2) () [V]+ Sep)[V], (4.21)

for some S(sp) € T l_p [r, 3@ M3 (C) (see Def. 2.3) for any p > 0. To study the contribution
coming from the Hamiltonian H ®-=% we first analyse the linearized operator of X g where
H® is the Hamiltonian in (2.12). We have the following Lemma.

Lemma 4.7 Considerthe symbols a(eg; x), d(e@; x) in(4.14). Then we have that a(eg; x), d(ep; x)
belong to SM? (see Def. 2.5), are independent of ¢ € R and real valued, and

dX o) (ep)[V] = iEOpBW([} Haep: )AE) +[ 11 ]d (e x)A*l(S))V +Sep)V

~ 4.22)
for some real S(ep) € Mf2 ® M»(C), where A(§) is in (2.5).
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Proof Recall that

¥ X0 & 1 i A2y <A—1/2(v+5>)
=\ > =
o=\, ) X = A V2

where N is the nonlinearity in (1.2), (1.3). Therefore, by linearizing at (recall C in (2.10))
ep = C[g], we get

iA—1/2
V2
iA—1/2

v

where h := A~Y2(v 4+ 7)/v/2 and V = [%] We now expand in decreasing symbols the
above operators. Since the function G in (1.3) is C* and cubic it is easy to check that the
functions 9, f>, du, f>, du,, f> are symbols independent of £ € R and in the class SM? (see
Def. 2.5). As a consequence all the symbols defined in (4.14) belongs to SM? as well.

We write

dX 36 (ERV] =

((au S2) (s uy, ”xx)h)
(4.23)

+ (aux ), ux, uxy)hy + (au“ f2)(u, uy, uxx)hxx)

a(eg; x) = ay(eg; x.6) + Blewix, &), Blegix.6) = F (@ (1 = x(nl/(€)))
(4.24)
The operator O0pV (B) has the form (2.30), (2.31) with

L . +2p 21 . .
VU(]»]1,12)=a<11,T>(1—X<j1+2j2 s =1+ ).

Let us consider OpW(E) = Opw(g (ep; x, £)) as the multinlinear operator with the form
(2.30), (2.31) with coefficients

o (i, g1, j2) it j1 e S,
7, 1, J2) =
(U, J1s Jj2) {0

if j1 ¢ S.
Slnce r’(j, j1, j2) # Oimplies that (j;) > (j + j2) and S C Z s finite, we have OpW(E) €
M’
Slnce g is compactly Fourier supported (its Fourier support is contained in S) then
0p™ (B) = Op™ (B). By abuse of notation we say that OpW (B) € M.
One can reason in the same way to deal with the term depending on the symbol d(e¢; x).
By the symbolic calculus in Lemma 2.2 we get that

A_1/2OPBW (814)()( f2) aXXA—l/Z
1
= 0™ (- &%, L1 ® - (A7), sZA—‘/Z@aumfz})

-1 2@)
8

1
+0pBW(8 (A—f@) By HEXATE(E)) + {A‘f(&) (B, . & A‘f(&)}})
= 0p®WV (=20, LATI(E) - (3uuf2)xl-§/\_l(§) +aV(x, £)

—1/2
_ OpBW ( (5)

(B, S 207201 + 2 Do, 207 @)
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up to smoothing remainders in the class Ml_2 and where

1
A2 1
a0, 8 =~ Do, 1, 2073 + g0 (A 5@, b0, EA @)
T L
+ 2 {ATZO), 0 2, AT O

(4.25)
Similarly we have

ATV20pPY @ f2) ATV + ATV20pPY (04, f2) AT
= 0p™ (1A~ €)@, ) + 5V (x,))

up to smoothing remainders in the class MIZ and where

D (x, £) =

1
A2 1
S o, AT O) 4 3 A TEE). B AT )]+ AT @)
(4.26)
Therefore

@X ) EV] = S0PV (= 6200, A1 ©) +i6 A7 € (0u, 2 = G f2)x) ) v +7)

+ %OpBW (2P0 &) + 6V, )1+ 7]

4.27)
with a1 b(=D in (4.25), (4.26), up to some remainder in Ml_z. Now we show that, thanks
to the Hamiltonian structure of the nonlinearity, there is a cancelation of the terms of order
zero. Indeed, by (1.2)—(1.3), one has

J2 = (0uG)(u, ux) — Oy, G, ux)ux — By, G(u, Uy )thyy,
Ouy 2 = Buu, G) (U, uy) — (34, G) (1, t1x)
= Ouuu, G) W, ux)ty — Oy, G) (U, Ux )y,
Oure f2 = —Bupu, G)(u, uy),
(Ouyy f2)x = Ou, f2.

Moreover, using formula (2.18)—(2.19), one gets that (recall (4.25), (4.26))

242 45 —4
2D 6) 4 BV, 8) = (G e d ) (5 - Sy S
| 4 8 4 (4.28)
= 5 (0, AT E) + @u)ATHE).
Notice also that (recall (2.5))
g2
—EAT () = o = —VEP e = —A©) +mA 6.

JEr+m JEPEm

E2AT2E) =1 —mAT(®).
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By the discussion above we have that (4.27) can be written as
i
@X ) EQV] = 3 0p™ (= 8, LAE)) [0 +7]
i 3 1 _ _
+ 500" (M@, f2) + 5 O fodox = 3 Pu )1 + @uf) AT )0 +71.
(4.29)
up to some remainder in Ml_z. In the latter equation we have used that pseudo-differential

operators of order —2 are 2-smoothing multilinear operators by Lemma 2.8. Recalling (4.14),
we have that the (4.29) implies (4.22).

Proof of Proposition 4.4 Notice that H® = HG-=D 4 gG-22) Hence

(dXye=2)(EQ)[] = dXye)(ep)l] — @Xpe=n)(ep)l]

Since X y,<1 is finite rank and quadratic we have (d X ya,<1) (@) € M1_2 ® M3 (C). Then
the structure of the linearized operator (d X y.>2)) (¢)[-] is essentially determined by Lemma
4.7. Then (4.19) follows by (4.21).

The bound (4.20) follows from Lemmata 4.6, 2.4 to estimate the smoothing remainders,
and from Lemma 4.7 and Lemma 2.7 (recall also Def. 2.5) to estimate the unbounded pseudo-
differential terms.

4.3.2 Para-Linearization of the Nonlinear Term

We consider the nonlinear term Q(e@)[V, V] appearing in (4.9). Recalling (4.10) we write
Qep)[V, V1= Qep)V, V1+ Q*(eg)[V, V], where

~ 1
Qep)lV, V] := 3 Xpe=(V, V),

(4.30)
Q*(ep)[V, V] := /01(1 — t)deH,Ha.zn (o +tV)[V,V]dt.
We note that Q* has finite rank and the following estimate holds
1Q* V. Villas Ss leglixVIye ¥V e Bo(HY). (4.31)

The (4.31) follows recalling (3.15), (3.1 éi), (3.19) estimate (4.4) and the smallness (4.5). The
aim of this section is to show that term Q in (4.30) has a para-differential structure.
We have the following.

Proposition 4.8 Lets > 2+1/2, V € H* and let Q(ep)[V, V] be the nonlinearity in (4.30)
with e satisfying (4.4). We have that

Qep)[V, V1= SEOp®V([11]a(V:i0)A@) +[11]d(V; AT ®)V +R(V), (4.32)

where a(V; x),d(V; x) are in (4.14). The function R(V) has the form (R*(V), RT(v)T
and it satisfies a bound like (4.17). Moreover we have that a € SM? (see Def. 2.5) and
laW)ao SV IIgp+sot2, Yp+so+2=<s, peN,
! (4.33)
Id(V)I/\/gSIIVIIHpr, Vp+so+4<s, peN,

where s > 1/2.
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Proof By (4.30) we write
1 1
Qlep)lV, V] = EXHG)(V, V) - EXHa,sn)(V, V) + Q" (ep)V, V], (4.34)

where H® is the Hamiltonian function in (2.12). The vector field X y,<1y is finite rank
(recall Remark 3.1). Then the last two summands in the r.h.s. of (4.34) satisfy a bound like
(4.17) using also the estimate (4.31). By applying the Bony-paralinearization formula (see
[48, 53]) to the vector field X ;;3), using symbolic calculus (see Lemma 2.7) and reasoning
as in Lemma 4.7, one gets

Xpo(V, V) =iE0pBV([11]a(Vi0)AE) +[11]d(Vix)A~1 )

up to some smoothing remainder satisfying (4.17). For more details we refer the reader to
Proposition 3.6 in [33]. Therefore formula (4.32) follows. The bound (4.33) follows using
the explicit definition of the symbols a(V; x), d(V; x) in (4.14) and by Lemma 2.6.

Proof of Proposition 4.3 1t follows by by Propositions 4.4 and 4.8.

Remark 4.9 (Hamiltonian structure 1). Recalling (4.15), Remark 4.5 and Proposition 4.4,
we notice that the operator

iEOpBW(([é?] +[11EEe. Vin)AE) +[11]gtep. Vi) a™! (5))WEO[-] +iEQ(ep)[]

is Hamiltonian according to Definition 2.14.

5 The Estimates on the Error Function: High Frequencies

Consider the remainder V in (4.8) which solves (4.9). We shall provide a priori bounds on
the norm of V as long as (4.11) holds. This section concerns the study of the high frequencies
of V. In particular we consider the equation

P TI5V = Mgd Xy (e@)[eP VI + 5 Q(e)[eP V, eP V] + MgResn(ep),  (5.1)
where S is in (4.1). The main result of this section is the following.

Theorem 5.1 (Estimates of high modes) There is so >> 1 such that for any s > sg there is a
constant Cy > 0 such that if ¢ satisfies (4.5) the following holds. Consider ¢ in (4.8) and
let V be a solution of (4.9) defined for t € [0, T] for some T > Q. Then, if (4.11) and (4.4)
hold true, one has

P VIlGs < (1 +eC)e TGV (015

+CT sup Nleglliye sup lleP Vi3

1€[0,T] 1€[0,T] 5.2)
+CT sup [PV 3 +CTe sup [PV s,
t€[0,T] tel0,T]

uniformly int € [0, T].

The proof of the above result involves several arguments. We start by rewriting equation
(5.1) in a more suitable way. Let us define

1
Ut .= aﬂl'lé‘V, UJ‘=<M—> , ut :=8ﬁH§‘v. (5.3)
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In the following lemma we provide some properties of the vector field in the r.h.s. of (5.1).
Lemma 5.2 (i) The function UL in (5.3) satisfies the problem
oU* = ngiEOp™Y ([19]+ [11]£ e, e Vi) a©) Ut
+§E0P™ ([ Jate. ¢/ Vi A~ @)Ut (5:4)
+ IHEQ(ep)UL + i R(s, P V) 4+ Mg Resy(e) ,

where the symbols £, g and the remainder Q are given by Proposition 4.3. Moreover the
remainder

R(ep; ePV) = (R* (eg; P V), R* (s9; 6P V)",
and there is so > 1 such that, for s > sy, it satisfies the bound
IR (e, P V)llus s &P IV I - (5.5)
(ii) The vector field
ME0p™ (([§9]+ [ 1]£Cew. " V; x))A(g))WEOr@ + THEQ(e) TS
+E0p™ ([ ]otew, ¥ Vix, A1 (©))

= Mg (dX3)(ep) 5

V=0

is Hamiltonian according to Def. 2.14.

Proof By Proposition 4.3 and (5.3) (see also (4.9), (4.13) and (4.16)) we have that equation
(5.1) can be written as

oU* = ngEOP™ (([49]+ [} 1]Ew. Vi 0)A®)) (e V)
+ HﬁiEOpBW([} Hoteg, ePv; x)Afl(-‘E))[SﬁV] (5.6)
+ MiEQ(e)[eP V] + T R(eP V) + i Resy (e9) .

Then (5.4) comes from the fact that e# V = [Tgef V + U~ and that the operators in the right
hand side of (5.6) composed with I1g are bounded and satisty (5.5). Recalling Propositions
4.4, 4.3 we notice that

M5 (@X3)(e9)e” V] = Mgd Xp(ep)[Mgel V], (5.7)
where we used that, since e¢ is Fourier supported only on the tangential set S in (4.1) then
M5dX, 00 (e9) = MgdXym=2 (£9)[MsV] = 0.
This proves item (ii).
5.1 Block-Diagonalization and Basic Energy Estimates
In this section we construct a (linear) change of coordinates which block-diagonalize the

system (5.4) up to smoothing remainders. We first introduce a map, given in terms of a
suitable para-product, in such a way one can diagonalize the matrix of symbols

E([§9]+[11]ECp. e Vi), (5.8)
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where f is the symbol in (4.15). This is the content of Sect. 5.1.1. In Sect. 5.1.2 we provide a
correction which give us a map which is symplectic on the restriction of the space H*(T; C) x
H*(T; C) to functions supported only on S¢. Finally in Sect. 5.1.3 we diagonalize at the
highest order the system (5.4).

5.1.1 Construction of an Approximate Diagonalizating Matrix

Let us define the matrices?

+ = + o
G = G(ego,sﬂ\/) = (g g ) , G = G_l(sgo, sﬁV) = ( g _ % ) s
—g

g gt g
5.9)
where the symbols g*, g~ are defined as
1+f4+ 2
gt =gV (ep, V) 1= ————,
V2L 1+ £42)
(5.10)
- By — —f
g =g (69, &"V) 1= ————o—,
201+ £+4)
and
A=A, ePV) =V (1 + £)2 — (£)2 = V1 +2F. (5.11)

The first result of this section is the following.

Lemma 5.3 Recall the symbol £ in (4.15) (see also (4.14)), and the functions ep, V in (4.8).
Assume the (4.4) and (4.11). Then the following holds.

(i) the symbol .. — 1 in (5.11) is independent of § € R and belongs to (see Def.2.5) S% ["[r, 3]
with estimates uniformint € [0, T].

(ii) the symbols g™ — 1, g~ in (5.10) are independent of & € R and belong to (see Def. 2.5)
SX["[r, 3] with estimates uniform in t € [0, T'].

(iii) One has that

99° =T (ep) + 33 (e@. e9) + T3(e0. V), o € (&}, (5.12)
where 5‘,’ IS SM(}, j=12andg%; o € {+£}, are in/\/?, with
1623150 S5 Ne@llgpen + 1€V goen + (5.13)

o €l{x}), forany p+u <s, p €N, for some ;v > 1/2, with estimates uniformint € [0, T].
(iv) Recall (5.8), (5.9). One has that

G_1(8<p, S’SV)E([(I)?] + H Hf(e(p, Py x))G(sq), sﬁV) = E[(l)(l)])\(ago, aﬁV) . (5.14)
Proof Item (i). By Taylor expanding the function X in (5.11) we get

2 363 I s )
0

2 To simplify the notation, from now on we will omit the dependence on (x, &) of the symbols.
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from which we deduce, using also (4.15),

= 1+a(ep) — 3la)) + 3a(’V) = jalep)ae”V) - gla” V)P

3 f3 1 s 5
+7 (I4+2tf)"2(1 —1t)“dt.
0
(5.16)

Using (4.33), (4.4), the fact that the symbol a(e@) in (4.14) is in SMY, and Lemma 2.8 we
deduce that 1 — 1 belongs to the class S " [r, 3] of Definition 2.5.

Item (ii). It follows using the explicit formula (5.10) and reasoning as done for Item (i).

Item (iii). Recalling H in (3.15) and (4.6), we notice that the function ¢ in (4.8) solves
the equation

0rep = X (ep) — Resy(eg).

By the properties of H given by Proposition 3.9 we can write

dep =1EOpV ([ L9]A©E))ep +IEM(sp)ep — Resy(eg) 5.17)
M(ep) = Mi(s9) + Ma(e9) + M=3(cp) '

for some real and self-adjoint matrix of operators M (¢) where M; € le QM (C),i =1,2
and M>3 € NH; [r1® M2 (C). Recall also that V solves the equation (4.9) that, by Proposition
4.3, can be written as

P9,V = V(eg, P V) + Resy () (5.18)

where V(egp, V) is in (4.16). We now compute the time derivative of the symbol g™ in (5.10).
The case of g~ is similar. By item (i) (recall Def. 2.5) we have that g admits the expansion

gt = 1+g] (ep) + 97 (69, 29) + gl3(e0, 6P V), gf eSM}, j=1,2, (519
and g;, o € {+£}, arein ./\/2 with
lot31n0 Ss le@lypen + 1PV Lo (5.20)

forany p+u <s, p € Nand some p > 1/2, with estimates uniformin ¢ € [0, 7']. Moreover
one also has (recall estimates (2.42))

ldepat3e0. V)Rl no Ss le@lypen 1Al moen + 1PVl proes Il gy 51,
oy ats(ep, e VIR g Ss Al '

forany p+pu <s,p e N, forany h € H®.
Consider the symbol gT in (5.19) which is linear in ep. Therefore we have
(5.17) . . .
day (ep) ="gT GEOPY ([ ]AGE)e@) + gf GEMi (e9)ep) + g GEMa(ep)ep)
+ g GEM=3(c9)e9) + g (—Resy(e9)).

Using the properties of the matrices of operators M; (¢¢),i = 1, 2, M>3(e¢p), the composition
properties in Lemma 2.9 we deduce

¥ gy (ep) = ai(ep) + az(c) + a=3(s¢) + g (—Resy (e9)),

for some symbols a; € SM?, j =1,2,and a>3 € SNH;"[r]. The term gT(—ResH(sq)))
can be estimated (as a symbol of order 0) using Lemmas 2.6 and 4.1 to estimate the residual.
One concludes that gfr(—ResH (e¢)) can be absorbed in the term 5; in (5.12) satisfying
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(5.13). Concerning the term g; in (5.19) (which is quadratic in £¢), one can reason as done
for gfr. Consider now gJ>r3 (e, €#V) in (5.19). One has

0igts(e0. P V) = (deyaly(eg. P V) [ed,0] + depy gy (e, P V)P 0, V).

The estimate (5.13) follows using (5.21), (5.17), (5.18), and (4.7), Proposition 3.9 to estimate
the norms of £9,¢, the (4.18) and Lemma 4.1 to estimate £#9, V.
Item (iv). The (5.14) follows by and explicit computation using (5.9), (5.10) and (5.8).

The idea now is that a possible map which block-diagonalizes the system (5.1) at highest
order would be O p(G;l) with G~ asin (5.9). Thisis a consequence of Item (iv) in Lemma
5.3. However the linear map Z +— O p(G;1 (ep, €PV))Z is not symplectic. In the following
we will show how to construct a symplectic correction of such map.

Lemma 5.4 Under the hypotheses of Lemma 5.3 there exists a real valued symbol m :=
(e, eP V) such that the following holds:
(i) one has

g™ (e, £#V) = cosh(Im(eg, P V))) |

‘ (5.22)
% sinh(jm(eg, e V)))

where g°, o € {£}, are given in (5.10).
(i1) the symbol m is in (see Def. 2.5) SX ["[r, 3].
(iii) One has that

g (eg, V) =

dm(ep, P V) = W) (e9) + T (e, £9) + sz (9, e V), (5.23)

where T € SMY, j = 1,2, and T3 is in N, with
[F=3150 s Ne@Uipen + 167V e + €% (5.24)
forany p+p <s, p e N, u > 1/2, with estimates uniformint € [0, T].

Proof We look for a solution of the equations (5.22). First of all notice that, using the estimates
on the symbol £ (see (4.15) and (4.33)), the estimate on A € SX"[r, 3] (see item (i) of
Lemma 5.3), estimates (4.4) and (4.11) on the functions ¢, V and the smallness assumption
on g, we get that

2
+ B2 (5.10),(5.11) f
ep, ePVy))T —1 = — >0
(g™ (ew 2 20 (1+ £ +2)
Therefore we set

|m(eq, aﬁV)| = arccosh(g+(8(p, e V)

(5.25)
=In (g% (eg, &P V) + V(g (eg, P V)2 — 1).
Consider now the second equation (5.22). We first observe that
sinh(|m(€go,ﬂs‘f b _, ¥ (m(g;k, gﬁIV?)Zk _
m(eg. P V)] & @+
Hence we set P
,ePV

m(ep, V) =g (¢, e V) (e, eVl (5.26)

sinh(jm(eg, P V)|)
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Using the properties of the symbols g™, g~ (given by Lemma 5.3), and by Taylor expanding
formul® (5.25), (5.26), reasoning as in item (i) of Lemma 5.3 and using the (5.19)—(5.20),
one obtains that (see Def. 2.5) S¥ "[r, 3]. This proves item (i7).

Item (iii) follows by an explicit computation using (5.26), estimates (5.21) and reasoning
as done in the proof if item (iii) of Lemma 5.3.

We need the following technical Lemma, which is essentially a consequence of Proposition
3.61n [35].

Lemma 5.5 Under the hypotheses of Lemma 5.3 the following holds. For any k > 1 one has
that the operator

0 (eq, V) := (0p™ (m(eg, eﬂvn)k — 0p"¥ ((m(ew, e V)))

belongs to the class Zf3 [r, 3] ® M2(C) (see Def. 2.3). More precisely there is C = C(s)
independent of k > 1, such that
10® (e@, P V)Z| ys+o < CK(llepllys + 1P VI Z I s
Idey (Q® (e, P V)) (D)l o < Clll@llys" + IV Z I s Al s . (5:27)
ldesy (QP (e, e V)N Z)h gseo < IV N Z N s 1R s
anyZ = %] € H.

Proof The case k = 1 is trivial. Let us consider k = 2. This case is essentially a consequence
of (2.28) in Remark 2.2. Indeed, notice that

02 g, V)h = (09" @iep. V) 0 Op™ (meg, 6 V)) — Op™™ (@m(ep. " V))?) )

DI CEDIGR
EeZ
Q2@ = 1) 3 Y. (1 — ). 6, MRE — HRE — h(n)
A/
! (5.28)
where
E—01\_ (16 —nl & = nl
,0,n) = , ,n) = 5.29
i 0m X<<s+e>)x(<9+n>> 261 X(<s+n>> 429

and m(¢) denotes the Fourier transform in x of the function (m(s¢, ePV))(x) evaluated at
£ € 7. We remark that the remainder Q® is bilinear in the symbol m(g¢, e/ V). Recall that,
by item (ii) of Lemma 5.4, the symbol m belongs to SX " [r, 3]. Therefore, using (5.28),
we can expand Q@ as the sum of two remainders, the first depending only on g¢ and the
second depending at least linearly in the variable ¢# V. The estimates (5.27) can be deduced
by following almost word by word the proof of Proposition 2.5 in [36], and using formule
(5.28) and (5.29). In order to get the result for any k > 3, one reasons by induction following
the proof of Proposition 3.6 in [35]. The Taylor expansions in e¢ and ¢#V follow again
recalling that the remainders 0® are multilinear in the symbol m(g¢, ePV) e ST ", 3]

Consider the matrix of symbols

(5.30)

B
M = M(eg, eh V) = ( 0 m(ep, V)) ’

m(eg, e#V) 0
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where m(e@, e# V) is given by Lemma 5.4. We shall study, for = € [0, 1], the properties of

the flow map of the following problem:
3 L (eg, P V)1 = OpBY M(ep, P V) @ (e, P V)1, 531)
(e, V)1 =11, '

where M, is the matrix whose entries are given in terms of the symbol m, (e¢, eP V) defined
as in (4.15). More precisely we prove the following.

Lemma 5.6 Under the hypotheses of Lemma 5.3 the following holds. The flow map of (5.31)
is well-posed for T € [0, 1] and have the form

L (e, PV 1= 1 =Q(r;e0,PV)  1€]0,1], (5.32)

for some real operator Q € Z?[r, 3] ® M>(C) (see Def. 2.3), with estimates uniform in
T € [0, 1]. The same holds for the inverse map (P (sp, PV Moreover for the time
one flow map we have the following expansion

DL (e@, P V)[1jr=1 1= 0PV (G (e, P V))[1 + R(eg. e V)[],  (5.33)
(% (e0. P V) [ 1je=1 = 0p"V(Glep. P V))[1+ R (eg. P V)[],  (5.34)

where G, G™" are in (5.9), the operators R, R are real and belong to Zf?’[r, 31 @ M>(C)
(see Def. 2.3). Finally

(@ Pr (e, P VI[-Dje=t 1= 0pPV (G eg, e V))[1+ Rea(e9)[] + Rz (e, P V)L,
(5.35)
where G(ep, ePV) is a 2 x 2 matrix of real valued symbols, independent of & € R, of the

form _ ~ _ _
G(eg, eP V) := G1(e9) + Ga(t: e, £9) + G=3(e0, P V), (5.36)

where 5j € SM(} ® M»(C), j = 1,2, and where (~}Z3(1:; £Q, PV is in./\/(;7 with
1G=3100 So le@lggmen + 1PVl + €., (5.37)

forany p+p <s, p €N, forsome i > 1/2, with estimates uniform in t € [0, 1]. Moreover
the operator ﬁsz has the form

Ra(t;89) :=Ri(t;60) + Ra(1:89),  R;, e M@ My (0), j=1,2,
and R>3 satisfies
IR>3(e0, e VIZ Il gsvs So 1Z1ms (le@lyys + 1P Viims + &%) (5.38)

Proof By Lemma 2.2 (see (2.24)) and the bounds for the semi-norm of the symbol
m(ep, PV) € SZ?[r, 3], we have that OpBW(M(ego, ¢ V)) is a bounded operator on H¥.
Then by standard theory of Banach space ODE we have that the flow @] is well-defined. In
particular we have

k
05 (ep. " V)1 = exp (v0p"Y M. P V) ) = Y- - (0p™V Meg. e/ V)).
=

Hence by Lemma 5.5 one has

k
0% ep. " V)1 = Op™ (exp(xMisp. £/ V) ) + 3 - 0V ep. V).
k=0 "
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Reasoning as in Corollary 3.1 in [35], one deduces that
DL(ep, P V)] = OpBW(exp<tM<e<p, ef v))) +R(e9,6"V) (5.39)
where RT € 2;3[r, 31 ® M»(C), with estimates uniform in T € [0, 1]. The latter assertion

follows by estimates (5.27) and using the smallness assumption on ¢ to have the convergence
of the series. Furthermore, by (5.30), we have

& 2n 2n © 2+l 2n
8 . T || 0 |m|*"m
exP(TM(SQD, & V)) = Z (211)' ( 0 |2n> + Z (2n T 1)‘ ( |2nm 0
n=0 n=0

B ( cosh(t|m|) ] smh(1'|m|)>

sinh(t|m|) cosh(z|m|)

]

(5.40)

We claim that there exists two real valued symbols K° (t; ¢, P V), o € {£}, independent
of £ € R, such that

KH(; 0, V) K (1; e, P V)

exp(tM(eq, &7 V)) = (K’ (t; 80, PV) Kt (1; 80, ePV)

) e S29[r, 31 ® My(C),

(5.41)
with estimates uniform in = € [0, 1]. Indeed cosh(z|m|) and (m/|m|) sinh(z|m|) are analytic
functions of the symbol m(eg, ePv) e SE?[r, 3] (see Lemma 5.4 and Def. 2.5). Therefore
the multilinear expansions in e and estimates (2.42) follow by explicit computations. This
implies the claim (5.41). By the discussion above we have that the (5.39) reads

Kt (z; 60, ePV) K (1; 0, ePV)

T BV = 0pBY
P (e, " V)[-]=Op (K_(‘E; ep, ePV) KT (1; e, ePV)

) +E e P V). (5.42)
This implies (5.32) recalling Lemma 2.7-(iii) and the fact that R” € 21_3[r, 31 ® My (C).
Using Lemma 5.4 (see (5.22)) and recalling also (5.9)—(5.10) we deduce that formule

(5.39), (5.40) and (5.42) imply the expansion (5.33). The expansion (5.34) follows similarly.
Let us check (5.35). By differentiating in ¢ equation (5.31) we get

3 (3 PL (e, P V)1 = Op®Y M(eg, P V) (3, L (eg, P V)]
+ 0pBV (3 M(ep, e V) ®L (e, P V)[ ],

with (3; D7 (e, &b V)[-ljz=0 = 0. By Duhamel formulation we deduce that
T
(0, L (g, V)] = L (e, V) / (@5 (20, V)~ 0p®W (a:M(eg, £ V) D7 (e9, V)[1do.
0

Theterm Op™ (3;M « (e, ¢PV)) in the integral, is completely under control forany # € [0, T
thanks to item (iii) of Lemma 5.4 and recalling (5.30). Therefore, the expansion (5.35),
together with (5.36)—(5.37) and estimate (5.38) follow using the expansions (5.42) for the
flow @I (eg, P V), Lemma 2.2, Lemma 2.10, Lemma 2.8 and using the expansions (5.23)
and of m, (5.42) and (5.24).

Remark 5.7 (Hamiltonian structure 2). Notice that the operator OpBY (M(e@, £/ V))|y=o[']

is Hamiltonian according to Definition 2.14. Therefore the flow map @] (s¢, &P V)v=ol-]is
symplectic according to Definition 2.15.

@ Springer



Journal of Dynamics and Differential Equations

Lemma 5.8 (Equivalence of the norms) Consider the function e in (4.8) and let V be a
solution of (4.9). For any s > sq for some so > 1 there is a constant Cy > 1 such that if
(4.11) and (4.4) hold true with ¢ > 0 satisfying (4.5) the following holds. One has that

sup (% (e, P VNVE Zl s < 1 Z1 s (1 + Cslleglls + CslleP Viigs),  (5.43)
7€l0,1]

for any Z € HS, where Dl (ep, ePV) is the the flow map given in Lemma 5.6. Moreover,
defining the function
W= [5]:= (Ph(ep, " V) _ [P V], (5.44)

one has the equivalence
(1 +eCo) P Viips < IWlgs < (1 +eC)llP Vs . (5.45)

Proof Consider the mapin (5.33) and recall G~ 'in(5.9)=(5.10). Then, using (5.20) and (2.43)
to estimate the action of the pseudo-differential operator O pBW(G_1 (e@, &P V)), using that
R € 21_3[r, 3] ® M(C) (see Lemma 5.6) and the smallness assumptions on ¢, V, one
gets the bound (5.43) for the map @7 (s, ¢ V). The bound (5.43) on the inverse follows
similarly using the (5.34). The equivalence (5.45) follows by (5.43) using also (4.4), (4.11)
and the smallness (4.5).

5.1.2 The Symplectic Correction

The map ] (sp, ePV)[-] introduced in Lemma 5.6 is a linear symplectic map w.r.t. the
symplectic form w in (2.14). However we need to study the equation (5.4) which is posed on
the subspace

H{ :={U e H' : IU =U}. (5.46)

Hence we need to find a correction of the map ®[ (¢, ePV)[-] which is symplectic with
respect to the restricted symplectic form w(l'[é‘ ), Hé‘ (-)). This fact plays an important role
in order to prove item (iii) Prop. 5.11 (see also Remark 5.12). The Hamiltonian structure of
these operators in the conjugated vector field will be used in Sect. 5.2 to ensure some terms
in the energy forms vanish on resonances.

This is the content of the next lemma.

Lemma 5.9 Recall (5.30), (5.31). Under the hypotheses of Lemma 5.3 the following holds.
Consider the flow WT = Wi (ep, ePV), T € [0, 1], defined by the system

(5.47)

3 Wi (ep, P V)[]1 = 5 Op®Y M(ep, P V) TS W] (g, e V)1,
W(ep, P V[T =111,

where 1 is the identity on H? in (5.46). There exists a real-to-real matrix of linear operators
O (e@, P V) belonging to Zl_’o[r, 31 ® M2 (C) for any p > 0 with estimates uniform in
T € [0, 1], such that

Wl (g, P V) = s dL (g, P V) o (1 + O (s, eP V) T3 . (5.48)
In particular one has the expansion

Kt (t;e0,ePV) K (1; 69, 6P V)

z BUALT — T4 0 nBW
Yn(ep, 7V =Ty Op (K’(r;s(p, ePV) Kkt (1; 80, 8P V)

0§ +R g, V),
(5.49)
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where symbols K°, o € {£}, are in (5.42) and R™ € 21_3[r, 31 ® Mo (C). The inverse map
W (e, ePV)[-1 admits a similar expansion as (5.49). Moreover

@ Vi (ep, P VI Dot = OpPV (G (eg, e V))[1+ Ry (e[ ] + Riz(ep. e VL1,
(5.50)
where G (e, ePV) is a 2 x 2 matrix of real valued symbols, independent of & € R, of the
Sform _ ~ ~ _
Gl(e. ePV) := Gy (e9) + G (1 29, £9) + GZ3(e9, € V), (5.51)

where 5j‘ € SM(} Q M>(C), j = 1,2 and where 512‘3((; e, ePV)is in/\/(l)7 with
1G2sln0 s Ne@lgpen + 6PVl gren + €7, (5.52)

forany p+so+3 <s, p €N, and some pu > 1/2, with estimates uniform in t € [0, 1].
The operator RJS‘2 has the form

R (t;69) =R (r;: e90) + Ry (1: £9), Ry eM;> @ Ma(C), j=1,2,
and Ré?, satisfies
IRE3(e0, P V) ZI I goss S 1 Z1ms (legllys + 1P Vs +€7) . (5.53)

Finally one has that U+ +— W (e, eBV)UL] is symplectic with respect to the restricted
symplectic form a)(l'[é(), H§(~)) (recall w in (2.14)).

Proof To simplify the notation during this proof we denote by X the operator OpBY (M(e,
PV)). Recalling (5.30) and Lemma 5.4 we shall write

X=X+ X>3, ey
B . BW 0 m<2(ep)
X< =X<(ep) :=O0p (mfz(w) 0 ) ’
B
~ P o BW 0 m23(8(,0,8 V)
X>3 = X>3(e9,6"V) := Op <m33(8</’, A% 0 7

where me = mj +m, m; € SMY}, j = 1,2 and m>3(sp, 6# V) € SNHY. To lighten the
notation in the following we omit the dependence of the maps on (g¢, £ V). We look for a
one-parameter group of bounded linear transformations Y'*: H® — H? such that

W' =TIf & o Y M5 . (5.55)

We differentiate both sides with respect to the parameter t using (5.31), (5.47). One obtains

Mg XMW" = Mg XOLY 5 + Mg dL(d, Yy,
which is equivalent to

—Ms XTgdL Y M5 = Mg ®F (3, Y )5,
by noticing that
NgXOLY My = Mg XOLE Y Iy + Mg XL Y 5.

Then (5.55) is satisfied by the solution of the following Cauchy problem

YT =Y (r)(YY), Y(r)=Y = -0 " XII5P],

5.56
YO=1. (5.56)
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We observe that XTI is a finite rank operator. In particular

Xolls(Z) =) Zjcj.  X=3Tls(Z) =) Zjo;.
jes jes

with
el
gj=X=a(e)), 0j=Xx3(e), €= (e—ijx)~
Recall that the operator Q in (5.32) is in E?[r, 3] ® M>(C) and so can be expanded as

O(t; 69, P V) 1= 0 (15 £9) + 053(1; 890, 6P V),
Q<a(t; £9) = Qi(T; £9) + Lo(T; 69)  Q; eMI @ Ma(C), j=1,2,

and some operator Q>3(7; €9, P V) satisfying, for s > so > 1,
1053(t; e, P V) ZIlms Ss 1 Z1ws (llegllyys + 1PV Ims) (5.57)

uniformly in v € [0, 1]. In turn the vector field Y is finite rank, since ®, is a linear operator
and Y = —XTIIg + Y<2 + Y>3 with, by using (5.32) and recalling (2.48),

Yo (DIZ] ==Y (Z.e))120<(~1;e9)l5j1 — Y _(Q=a(r: £9)[Z], €)) 26,

= jes

— Y (Q(t; 89)[Z], )) 1202215 89) 51 — D _(Z,€)120<2(—T; £9)]0;]
Jjes jes

— > (Qx(rie9)[Z], e)20) — Y _(Q<2(T: £9)[Z], ) 1202 (—T: 9)[0;],
Jjes jes

and Y>3 can be written explicitly as done for Y<,, but it depend on V or it is at least cubic in
e@. We recall that by Lemma 5.6 we have that Q| () € 2?[r, 3] ® M3 (C) (recall Definition
2.3-(iii)). Then it is evident that, by the structure of Y<», it has an expansion in linear and
quadratic terms with respect to e¢. Moreover every term in Y<> is an infinitely regularizing
operator. Then Y<»(7) € El_p[r, 31 ® M3 (C) forall p > 0.

By (5.57), the fact that Q(7) € E?[r, 3] ® M»>(C) and that Y~3 is finite rank, we have

1Y=3(DZ gs+o S5 1 Z 1 ms (le@llys + 1PV ms).

By classical theory of Banach space ODEs the Cauchy problem (5.56) is well-posed on
H*(T). In particular Y is invertible and bounded on any H*(T) for z € [0, 1], namely

IO (D ls SNZIws, T el0,1]. (5.58)

By Taylor expanding Y* at T = 0 we have
T
Y[ —1[]= -7 Y(O)[] +/ (1=0a2Y'[)dl =: ©7.
0

We claim that ©F is in I, ”[r, 3] ® M>(C). We observe that

PY =z,  ZWU):=dY()+ YD),
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and

0¥ ==Y (X(PL(2)). €7) 12 @17 () + Y (PL(Z). €7) 12 X (@57 (5))

jes jes
— Y (X(PL(2)), €7%) 2 7 (0)) + Y (DPL(Z), €7 12 X (D7 (0)))
=N jes

Y2 =Y2, + Y23+ Yo¥o3 + Yo3¥op.
Recalling (5.54), (5.32), we consider the splitting X o &I = X<»(t) + X>3(r) where
X<2(1) =X+ X00<2(7),  X>3(7) := X3 + X<20>3(7) + X>30<2(7) + X>30>3(7).
We write Z(t) = Z<2(t) + Z>3(1), where Z<x = Z<»(7) is obtained by the sum of

e terms of ;Y where X o @[ is replaced by X<2(7) and ®f by 1 + Q<1(7);
e the term Y%z,
while Z>3 = Z-3(7) is defined by difference. We notice that Z~3 is sum of terms depending
on V (plus terms with high homogeneity in €¢), while Z <, is independent of V. Moreover,
reasoning as for Y<» and Y>3, we have that, forall p > 0, Z<5 € pr[r, 31 ® M»(C) and
Z >3 satisfies

1Z>3@Z1 gs+e Ss 1 Z1as (Ile@llyys + 1PV (1 as).

We set

T
O := -1t X<pIls + 7 Y<2(0) + f Zoo()o ! dl,
0
T
OF 1= —1 X315 + 7 ¥>3(0) + / Z=3(1) o Y dl.
0

By the discussion on Y7, the bound (5.58) and Lemma 5.4-(ii) we can conclude that @f + (:55
belongs to the class X PIr, 31 ® M3 (C). Therefore formula (5.48) is proved. By (5.48), the
expansions on the map OF, (5.42), Lemmata 2.8, 2.10 we deduce the expansion (5.49).

To prove (5.50) we proceed exactly as in the proof of (5.35) in Lemma 5.6. We have

0 (3 W (e, P V)] = Mg Op™Y Mg, e” V) 5 (3 W (e, €” V)]
+ 3 0p®Y (8, M(eg, e V) I3 W (eg, P V)]
with (3, W] (e, P V)[-]jz=0 = 0. By Duhamel formulation we deduce that
@ Vi (ep, P VI
= Wl(sp, V) for(\pg (g, P V) TIIE 0pBY (9, M(eg, P V) TF WE (9, P V)[-1do.
The term H§ OpBW(E),M(e;(p, ef V))H§ in the integral can be controlled for any ¢ € [0, T']
thanks to item (iii) of Lemma 5.4 and recalling (5.30). Therefore, the expansion (5.50)

and estimate (5.53) follow using the expansion (5.49) for the flow ¥ (¢, V), (5.23), the
properties of m in Lemma 5.4 and Lemmata 2.2, 2.8, 2.10.

Corollary 5.10 Consider the flow map VY (e, P V) given in Lemma5.9. Then, foranys > so
with so > 1 one has that

sup I(WE(ep, P VNE ZI s < 1 Z1us (1 + Cyllegllms + CslleP Vigs)  (5.59)
7€(0,1]
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for some Cg > 0 depending on s, for any Z € H® such that H?Z = Z. Define the function

Wt =[] == Wn(ep, P VUL, (5.60)

w

where UL is in (5.3) and (e, ePvy = (\Ilrﬁ (e, &P V)) - One has the equivalence

le=

(1+eCo) NP Viigs < IWHgs < (1 +eCo)1P V] s . (5.61)

Proof Let us check the bound (5.59) on W[ (g¢, &P V). First of all, using (2.35) and Lemma
2.4 to estimate O (g, ¢ V) (which belongs to Efp[r, 3]1® M3 (C) for any p > 0) one can
prove that (recall also the assumptions (4.4), (4.11) and (4.5))

1©7 (e, " V) Zll s Ss 121 mas (le@ s + 18P VI a5 (5.62)

for any Z € H®. The bound (5.59) follows by formula (5.48), estimates (5.43) and (5.62).
Using Neumann series, estimate (5.62) and the smallness (4.5) one can prove that (1 +
®7)~! — 1 satisfies an estimate like (5.62). Then the estimate (5.59) on the inverse map
follows using (5.43). The equivalence (5.61) follows by (5.59) using also (4.4), (4.11) and
the smallness (4.5).

5.1.3 Conjugation and First Energy Estimate

We are now in position to state our conjugation result.

Proposition 5.11 Under the assumptions of Theorem 5.1 the following holds. Let U~ in (5.3)
be a solution of (5.4), then the function W+ in (5.60) satisfies

Wt =iENE0pBY ([(‘)?]x(w, PV AE) +[11]a O (eg, PV x, s)) Wt

+ iEH?SREZ(Sw)WL + H?S‘izg (eo, &P V)+ H?lllm(e?(p, eﬂV)ResH(zs(p) ,
(5.63)
where the symbol (s, P V) is in (5.11), the symbol a% is real and belongs to SE?[r, 3]
with estimates uniform in t € [0, T]. Moreover the following holds.
(i) The remainder R<1(e@) is real (see Def. 2.13) and has the form

Rar(ep) = Ri(ep) + Ra(ep,e9), R eM7@Mo(C), j=1,2. (564)
(i) The remainder R>3 (e, ePV) has the form
Ro3(ep, P V) = (R (e0, P V), BRI (60, P V)" (5.65)
and it satisfies the bound
1R=3(e0, P Vlims S lle@lys 167V Ims + 1P VG + 1P Vs . (5.66)
(iii) The vector field

M§E0p™ ([§9]0tew. Vi A +[11]a g, PV x, s>)w:0n§
+iET R (ep) T3

is Hamiltonian according to Def. 2.14.
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Proof By (5.4) and (5.60) we have

HWE = (8 Wn(ep, P V))[U] + Wn(ep, e V)[3,U]

5.50 ~ ~ ~
C200pBY (G- (eg, e V) U 1HRL, (e@) U 14RE (69, P V) UL+ W (e, P V) (3, U]

CILED B (G L) (60))[(Wn(ep, V) W (5.67)
+ RS () [ (Wale, P V)T W (5.68)
+ 0pPV ((GLy) (2@, P V) ULT + RE; (e, P VIUL + Wn(eg, P VIS R(eg; P V)
(5.69)
+ Wp (e, & V)Hé‘ResH(ago) (5.70)
+ Wn(eg, e VITFHEOP™Y ([§9]+ [11 £, e Vi 0)AE) ) I(Wn(eg, e V)~ W
(5.71)

+ Un(eg, e VITFHEOP™Y ([1 otew, eV )A™1©) ) 1(Wntew, e V) W (5.72)

+ Wy (eg, P VITIEHEQ(ep) (Wn(ep, P V) ~IWL. (5.73)

By Lemma 5.2 and Proposition 4.3 we have Q(eg) € 2]_2[r, 3] ® M3 (C). Recall the
expansion (5.49). By Lemmata 2.8, 2.10 we deduce that the remainder (5.73) can be absorbed
in a remainder SR<2(¢¢) satisfying the conditions in item (7), up to a term satisfying (5.66).
Similarly, using Lemmata 5.9, 5.2, one can check that the remainders in (5.69) can be absorbed
in the remainder R>3(e¢, V) satistying the conditions in item (ii). Consider now the terms
in (5.71)—(5.72). Using formula (5.48), the estimates on the remainder ®% € Efp[r, 31®
M>(C), for any p > 0, and the composition properties in Lemmata 2.8, 2.10 one deduces
that

(5.71) + (5.72)
= T§ Dy (e, V)[iEOpBW(([(l)?] +[11]ECep, V; x))A(g))]@m(e(p, vy~twt

+ M @n(eg, VIGEOP™ ([} ]ateg, Vi ) AT ()1 @alep, V) WE

up to remainders which satisfy the properties of R<2, S>3 in items (i), (ii). Using the
expansions (5.33)—(5.34), by Lemma 2.2, Remark 2.11 and the (5.14) in Lemma 5.3 one
gets

(5.71) 4 (5.72) = i EO0p®W (([(1](1)]()\(8(,0, VINAE) +[11]d0 g, e V;x, g)) wt

for some @ € SE?[r, 3], up to remainders that can be absorbed in terms R <>, A>3 satis-
fying items (i), (ii) and where A(eg, V) is in Lemma 5.3.

Consider the term (5.68). By Lemma 5.9 we have that RJ<-2 € 21_3 [r, 3] M3 (C). By Lemma
5.9 the term in (5.68) can be absorbed in terms R<>, R=3 satisfying items (i), (ii). Finally,
consider the term in (5.67). Recalling (5.51), the expansion (5.49) and Lemmata 2.2,2.10 we
deduce that (5.67) is the sum of a pseudo-difterential operator of order zero (with symbols in
SE(])[r, 3]) plus remainders of the form <>, PR3 asinitems (i)—(ii). The item (iii) follows
recalling item (ii) of Lemma 5.2 and the fact that the map UL v (e, PVHU is
symplectic (see Lemma 5.9 ). This concludes the proof.
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Recalling Proposition 5.11 we have the expansions of the symbols in the r.h.s. of (5.63)

M@, ePV) =14+ ha(ep) + As3(e0, P V), (5.74)
a®(ep, P V) = a0 (ep) + a(ep. P V), (5.75)
where
hea(e@) = hi(eg) + ha(eg. ep),  A; € SMY, j=1.2, (5.76)
aQ)(e) = a\” (ep) + &) (eg.e9). " eSM), j=1.2, (5.77)

and A>3, a(>03) are in J\/(;7 with

23150 S Ie@lypn + 6PV, (5.78)
0
1S3 150 Sp le@llfy + 1e°Vll o, (5.79)

forany p+u <s, p € N, and some u > 1/2.
We now expand the right hand side of (5.63) in degrees of homogeneity in ep. We define

+
M= (Ag /\2+) MT = ME + M+ M7,

(5.80)
z.= (? ?) . =z 4Z, Z =+
where
MG =ngopV @), M i=T0p™ (ew 0A®), =12,
2= 15 0p"" (o (eg: v, §)) + IERE (o)
and
() 2(5E)
ME = 0pBV (ha3(e0, P Vi x, E)A(E))
Zi' = Hé‘OpBW (a(zog (e, gﬁV; X, E)) s Z_ Hé‘OpBW (a(ZO; (o, aﬁV; X, E)) R

>

(5.81)
We finally define the function Z := Z(g¢p, ePV) as
Z = M+ Ras(eg, P V) + M Wa(ep, P V)Resy (e9) , (5.82)
where PR3 is in (5.65). Using the notation above we rewrite the equation (5.63) as
WL =iEM+ 2)WL +iEM. + Z)WH + Z. (5.83)

Remark 5.12 By item (iii) of Proposition 5.11 one deduces that the operators M, Z and
M., Z. are self-adjoint according to Def. 2.14. This will be used to obtain the commutator
structure in (5.86).

Consider the Fourier multiplier (D) := opV (&), set D := [ %)) <g> ] and
1
No WD) = Wy = S(DEWE, W (5.84)
(see (2.48) and (2.3) ). We have the following.
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Lemma 5.13 (First energy estimates) Under the assumptions of Proposition 5.11 the follow-
ing holds. One has that, fort € [0, T]

IN;(WH) = LAED® A(e@) W, W) 12 + B(eg, eP V),

where
o the remainder B(sg, efv) satisfies

sup [IBeg, P V)il <5 sup lleglyys sup 1PV %
t€[0,T] t€[0,T] t€(0,T)

(5.85)
+ sup PV +&° sup [PV as;
1€[0,T] tel0,T]
o the operator A(ep) has the form
Aeg) =47 41 1= D2 [IEM + 2)(e9). iED], (5.86)

and it is real, where Z is in (5.80). In particular
A% (ep) = AT (ep) + A (ep, e9), o € {£}, (5.87)
where (recall (5.80))
AL (ep) = (D) Z[iM (e9) + Z{ (e9)). i(DY]. k=1,2,

_ (e —_ o (5.88)
A (eg) = (D)2 (120 o)D) +iD)iZ (eg)) . k=12,
Moreover the following holds.
e The operator Af' has the form
Af(ep) = Op®V(ai(ep: x. £)) + A1(ep). a1 €SM], A eM?, (589

and (A7) (j,0, j) =0foranyo € {%}, j € Z.
e The operator A;r has the form

AT (g, e9) = Op®W (az(eg; x, £)) + Ba(ep), ar € SMY, Ay eM;?,  (5.90)

and (A;')”’_“(j, p1, P2, j) =0, forany o € {£}, j, p1, p2 € Z.
o The operators A, belongs to Mg, k=1,2.

Proof By (5.83), Remark 5.12, and an explicit computation one gets
N, (W) = L@@, wh, wh . + LD wh o wh)

= LAED® A(ep)WH, W) (5.91)
+ JGED® ((D) 2 [iME (DY )W, wh (5.92)
+ YGE[IEZ- iED* W+, W), (5.93)
+ 1@ Z,wh e+ DPWE 2), (5.94)

where A(gg) is in (5.86) and where we used the fact that
(LEMSiED* W+, wh),» = 0.

The terms in (5.94) satisfies the bound (5.85), by (5.82), Cauchy—Schwarz inequality,
estimates (5.66) and (5.59), the equivalence (5.61), bounds (4.4), (4.11), the smallness (4.5)
and Lemma 4.1 to estimate the residual.
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By (5.81) Zi are bounded para-differential operators with symbols in SNHO[ ]. Then, by
Lemma 2.2, we have that the operator D% [1E Z.,1E Dzs] is bounded. Therefore one can
check that the term in (5.93) satisfies the bound (5.85).

Consider the term (5.92). By Lemmata 2.2, 2.1, and recalling the definition of ./\/l;r in
(5.81), we deduce that the operator

(D)D), 0p®Y (z3(e0, 6PV x, ) AE))]
is bounded and
(D) [(D)*, 0PV ((h23)x (9, £° Vi x, ) AE) |l s
So Il (sup llegld + sup [1ePV il ),
t€[0,T] t€[0,T]

where we used (5.78). This implies that the term (5.92) satisfies (5.85). Consider the term
(5.91) which has components in (5.86)—(5.88). Since M + Z in (5.80) is a bounded para-
differential operator plus a smoothing remainder, the operator M is diagonal, one can note,
using Lemmata 2.2, 2.1 and the commutator structure in A,:r, that A, isin Mg and A,j admits

the expansions (5.89)—(5.90). Since AZ‘ involves a commutator with the diagonal operator
(D)™ itis easy to see that (AT)? (j, p, k) and (AF)” =% (j, p1, p2, k) are zero when j = k.

5.2 Modified Energies

We introduce the following energy forms (recall (2.48), (5.84)):
= %(i ED*Q(sp)WL, Wwh),2,

Q) =[g Q+] e 2V[r, 31 @ My(0), (5.95)

& =N, +E. (5.96)

In particular we look for an operator Q(¢) which is self-adjoint, real-to-real and that admits
an expansion of the form (recall Def. 2.3)

0%(¢) = Q5 (p) + 03 (¢, 9) QzeM,‘i, k=12, oe{t}. (5.97)

We shall construct the modified energies Qf, Q5,0 € {£}, in a suitable way. More precisely
we prove the following.

Proposition 5.14 Under the assumptions of Theorem 5.1 the following holds. There exists a
real, self-adjoint operator Q(¢) as in (5.95) with Q7,1 = 1,2, 0 € {£}, of the form (5.97)
such that the energy & in (5.96)—(5.95) satisfies, for any t € [0, T] and for s > sy with
so > 1,

19 £, (W) <5 sup llgllyys sup [PVIEe+ sup [PV +¢&° sup [1ePVilps.
t€[0,T] t€(0,T] t€(0,T] t€(0,T]
(5.98)

Moreover the following holds:
o (Off-diagonal). The operators Q, belong to M,:l, k=1,2.
o (Diagonal I). The operator QT has the form

0 (e9) == 0p™Y(ai(ep; x, £)) +Qi(e9), @1 €SM], Q eM;”. (599
e (Diagonal II). The operator Q2+ has the form

03 (e9) := Op®V (@ (ep; x,£) + Qa(ep), @ eSMI, Q0 eM;'.  (5.100)

@ Springer



Journal of Dynamics and Differential Equations

Finally (recall 2.32, (2.34) and (2.40)) one has

1957 Gt oy ©)1 < v~ max{(jn), ()" (5.101)

_ymaxa{{ji), (), Gt

max{(j1), (j2), {/3)}
(5.102)

()&, ji, j2, JI + Q)7 1. jo. B S Y

for some > 0.

In Sect. 5.2.1 we construct the operators Qf, o € {£}, while in Sect. 5.2.2 we construct
the operators 05, o € {£}, Then in Sect. 5.2.3 we prove Proposition 5.14 and then we
conclude the proof of Theorem 5.1.

5.2.1 First Order Homological Equation

In this section we prove the following result.
Lemma 5.15 (Homological equation 1) There exist operators er satisfying (5.99) such that
AT + QT GEAep) + (D) *[(D)* Qf iA1= 0 (5.103)
and Q| € Mfl such that
AT + Q7 GEAg) — (D)™ ((D)* Q] A+ A(D)* 0]) =0, (5.104)

where Afr, AY are the operators introduced in (5.88) and A is the Fourier multiplier in (2.5).
Moreover QF = Qi‘]7 o € {£}.

Proof We start by writing the equation (5.103) for the Fourier coefficients. We have, fixing
j,ke S, peSando € {£}suchthatop =j —k

(@H7 G p Kyt Ap) +iAK) = AGN@TY (s . K) + (ADY (. p. k) )77 (p) = 0.
Then we set

1
i(AG) = Ak) — o A(p))

The coefficients (Q;r)‘7 (j, p,k) vanish as j = k because by Lemma 5.13 we have
(Afr)" (7,0, j) = 0. Recalling (5.89), Definitions 2.3, 2.5, (2.20), we have

o, . - . 2|p|
AN, p.k) == (@)’ (o p, (j +k)/2))<((].+k>

(O G,p. k) = (AN p k) (5.105)

) + 273, p, k),

where
A7 (j, p. B)| < (p)* (max{(p), (k)}) 2 (5.106)

for some 1 > 0. We observe that, by definition of S in (4.1), the modulus of a site in S is
always greater than the modulus of a site in S, then we must have jk > 0 because otherwise
the momentum condition implies | p| = | j|+|k|, whichis not possible since p € S, j, k € S¢.
Now we claim that we can expand the denominator in (5.105)

1
_— _2(p; J, k if j,k>0
1 - GP_GA(p)er 2ps jo k) it jok >
A(j) — A(k) —oA(p) 1 . . .
- 47 2(p; j. k if j,k<O
opt+oAp) 2(pi J. k) J
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where
Ir—2(p: j, 01 [F—2(p; j, )| < (p)* (min{(j), k)2 . (5.107)

for some p > 0. Let us prove the claim in the case j, k > 0. The other case is similar. We
use that

AG) = 1]+ —= + O(j ).

21/
‘We have that
1 B 1 _Ak)—=A()+op
A(j)—A(k)—oA(p) op—oA(p)  op—oA(p)
1
cr_o(ps j. k).

AG)—AK) —oA(p)

By momentum condition j — k = o p we have that

op+ Ak) — A()) %(k“ —j7H + O(min{(j), (k)H ™)

maop . . — . . _
=3 57 T Omin{(). (kD %) = O((min{(j), ().
Therefore, using bound (3.8), we notice that r_, satisfies (5.107). This concludes the proof
of the claim.
Therefore (recall that j, k € S¢ then j, k # 0) we write

gy o 2|p| ~
QNG p. k) =3](. p,k)x(u +k)) +07(j. p. k) (5.108)
where
N 1
ai (., p. k) = @n’(op, (j+k)/2) (5.109)

i(X(j+k) op—oA(p))
and (recall j + k # 0 because j k > 0)

oo |1 =0
X) =
X 1 ifx <0

and 5(1’ (J, p, k) is defined by difference. Using the bound (5.107) and Lemma 3.8 (see bound
(3.8)) we deduce the estimate

187 G p. I S (p)* (max{(p), (k)}) 2,

for some & > 0 (possibly larger than the one appearing in (5.106)). Then the operator Q; of
the form (2.30)—(2.31) (with p = 1) with coefficients 5‘17 (j, p, k) is aremainder in the class
Mfz. We shall consider a slight modification of G . Let us now introduce the C* cut-off
function n : R — R defined as

==l 5.110
=102 (5.110)

Let us define the symbol

af (e@; x, &) == n(§)A] (Lyeg; x, &) + (1 — n(E)TT (L_e@; x, §)
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where L are the operator defined by linearity as
_ 1
T top—oAp)

Lielapx eory, peSs,

and O otherwise. It is easy to check that gf (ep; x,§) € SM(I) and g — @f is infinitely
smoothing. By the discussion above we have that the operator QT of the form (2.30) with
coefficients as in (5.108) can be written as

0 (e9) := 0p™(au(eg; x,£) + Qi(e9), @ € SMY, 0 e M;?,
where Q1 := O pBW (a1 — 1) + Q1. We now study the equation (5.104). In Fourier we have,
fixing j,k € S, pe Sando € {*}suchthatop = j —k
(@)U, p. k) ai Alp) @7 (p) —i(AG) + AK))(Q) (, p. k) @7 (p)
+ (A7 G, p. k)@ (p) =0.
We set
1
i(A() + Ak) — o A(p))

(), p k)= (AD) (. p. k). (5.111)

First we note that, by Lemma 5.13, A| € M? and then

I(AD7 G p RIS (P

for some p > 0. Moreover |A(j) + A(k) — o A(p)| = A(j), since min{(j), (k)} > |p|.
Therefore the operator Q] with coefficients in (5.111) belongs to Ml_l. This concludes the
proof. O

5.2.2 Second order Homological Equation
In this section we prove the following result.

Lemma 5.16 (Homological equation 2) Recall (5.17) and Lemma 5.13. Consider the opera-
tors QF, o € {£}, given by Lemma 5.15. There exist operators Q;’ € Mg such that

0T GEAeg, e9) + 0F (e9,iEAe@) + (D) P [(D)* QF ,iA] =
=—A] — O (M1 (sp)eg) (5.112)
— (D)7 (LD)> OF iMY + ZD1 = i(D)> 07 27 + 27 (D) 07)) .
and Q, € Mz_l such that
0, GEAeg, ep)+Q, (@, iIEAep) +1AQ, +10, A =
=—A; — 0] (Mi(ep)eg) —ilQf, 21— (D)X [(D)Y* 0T .12 ]

+(D)™* (i<<D>2S Oy Mf +2ZDH + M + 2/(D)y* Q;)).
(5.113)
Moreover the operator Q;‘ has the form (5.100) and satisfies (5.102). Finally Q5 = 09,
o € {£}.
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Proof We start by considering the equation (5.112). We claim that the right hand side of
(5.112)
can be rewritten as

F(ep) = Op®V (£(eg; x, £)) + F(ep)

where f(ep; x,§&) € SMg and F(ep) € Mz_l. By Lemma 5.13—(5.90) AEL is the sum of a
pseudo differential operator of order O and a 2-smoothing operator. By Lemma 5.15 the same
holds for Q1+. The most critical term is the one involving MT + Zt, because it is unbounded.
Indeed, we recall that MT + ZT in (5.80) is the sum of a pseudo differential operator of

order 1 and an operator Ml_z, that for notation convenience we call respectively P, 3. Then
the commutator [(D)25 Q7 , i(./\/ll+ + Zfr)] looses just 2 s derivatives, indeed

(DY QF iM{ + 201 = (D)* 0p®Y (). iP1 + (D) 01, iP1 + [(D)* QF . iB].
The first term is the commutator between two pseudo differential operators, then it is a pseudo
differential operator and it gains one derivative, hence it has a symbol in SM%X ; the second

term is, by composition, a linear operator in M%‘P' because Q1 € Mfz; the third term is, by
composition, in M%S ~2_ Therefore

(D)™ 2[(DY* OF , iM[ + ZD)]

is the sum of a pseudo differential operator with symbol in SMg and an operator in M5’ I By
recalling that Z| is bounded and Q| € Mfl, the remaining terms in the right hand side of
(5.112) are My ' This proves the claim.
Recalling Definitions 2.3 2.5 and Lemma 2.6 we have the following bounds on the coefficients
of f£(ep; x, &) and F(ep):

[£7%2 (1, p2, DI S5 max{(p1). (p2)}"

max 1 {(p1), (p2)} maxa{(p1). (pa), (k)}*+! G.114)

maxy{(p1). (p2). (k)}

forany j, k € S, p1, p2 € S, 01,02 € {1} and for some u > 0.
Then we define

[F192(j, p1. p2, O] Ss

)

£7192(p1, pa, (j + 0 /D x (7255) + 2, pi, p2, )
i(AG) = AK) — 01A(p1) — 02A(p2))
if A(j) — A(k) —o1A(p1) —02A(p2) #0 and o1p +oopr = j —k,

(03)7' (. p1. p2. k) =

(5.115)
and
()" (. p1. p2. k) =0
if A(j) — Ak) —o1A(p1) —o2A(p2) =0 and o1p1+opr=j—k.
We have to show that the operator defined by (5.115)—(5.116) solves the equation (5.112).

We know that the only possible resonances at order four are (j, k, p1, p2) such that (up to
permutations)

(5.116)

il =1kl |pil=Ip2l or [jl=Ipil. [kl =|p2l.

Since S is symmetric and j,k ¢ S, p1, po» € S then the only possible case is |j| = |k,
[p1] = |p2| with o1 # 07. By the Lemma 3.8 we have that

A(j) — A(k) —o1A(p1) —02A(p2) =0,  o1p1+oapa=j—k,
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only if
Jj=k, pi=p2, o1=-02. (5.117)

Therefore the operator Q;r defined by (5.115)—(5.116) is a solution of the equation (5.112)
if and only if the coefficients of the operator in the right hand side of (5.112) are zero when
(5.117) holds true. In order to prove this we study each summand in the r.h.s. of (5.112).
By the previous step in Lemma 5.15, in particular (5.105) and the fact that (AT)" (j,0, /) =0,
the coefficients of the operator QT(iE M (ep)ep) are zero as j = k. By Lemma 5.13 the
same holds for the coefficients of A;“ .

Consider the linear operator [(D)?* Q7 ,i(M] + Z)]. Recalling the expansion (2.32),
and the (5.105), (5.88), for indexes satisfying

oprtoapr=j—k,
we have that
(D) QT . iMT + ZD17 (. p1. p2. k)
= M + 2D G pr KM + ZD2 K, pa. k) x
5 ( | ()® — (k) _ (k) — (k) )
I(AG) — AK) —o1A(p2)  I(AK) — A(k) — 02A(p2))

where
kK'=j—o1p =k+oap.

If (5.117) holds one can check that [(D)?SQf,i(M] + ZD)1°v=°1(j, p1, —p1, j) = 0.
Concerning the term

(DY* Q7 27 + 27 (D)* Q7

one can reason as above using equation (5.111). This proves the claim.
It remains to prove the (5.100) for the operator Q;‘ . It is easy to check (using (5.114) and
(3.9) in Lemma 3.8) that the coefficients

F1%2(j, p1, p2, k)
A(j) = A(k) — o1 A(p1) — 02 A(p2)

appearing in (5.115) contribute to a smoothing remainder satisfying (5.102). To estimate the
contribution of the first summand in the r.h.s. of (5.115) we reason as done for the operator
QT in Lemma 5.15. Notice that, by the momentum condition o1p; + o2p2 = j — k we
deduce that, if jk < 0, then

max{|j[, [k]} < max{|p1], |p2l}.
Therefore the coefficients
£9192(p1, p2, (j +K)/2)
A(j) — A(k) — o1 A(p1) — o2 A(p2)’

satisfy the (5.102), which means that they contribute to a smoothing remainder in M, I
Hence we only study the case jk > 0. We Taylor expand the denominator

jk <0

1
+
1 _ J o+ oepr+o1A(py) +02A(p2)
A(j) — Ak) — o1 A(p1) — 02 A(p2) 1 4
—o1p1 —o2p2 +o1A(p1) +02A(p2)

r,, j.k>0

1, Jj.k<0,
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where r1 :=r1(J, p1, p2, k), 71 :=7F1(j, p1, p2, k) satisfy
(. p1. p2. L IF1LG prs p2. k) < max{(pr), (p2)}* min{(j), (k)} ™",
and p1, p2» € S. Recalling (5.110) we set

@ x, &)= Y B7(p1, p2, )¢5, 95,7 PP
p1.p2€L,0 €{£}

+ Z a3~ (p1, p2, E)fpplrmei(pl —p2)x

P1.p2€EL
with
o102 . in(€)£2(p1, p2, &) i(1 —nE)E"%2(p1, p2,§)
ay (p1, p2,8) =

o1p1 +02p2 —01A(p1) —02A(p2)  —o1p1 —02p2 — 01A(p1) — 02 A(p2)’

By (5.114) and (3.9) one can check that gz (¢; x, &) is a symbol in the class SMg with
coefficients satisfying (5.101). Therefore, the discussion above implies that the operator Q;r
with coefficients in (5.115) can be written as

0F = 0p®V (w(eg; x, ) + Q2 (ep)

for some Q> (ep) € M, ! Then formula (5.100) follows.

Consider now the equation (5.113). By Lemma 5.13 and Lemma 5.15, using Lemmata 2.2,
2.10 2.8 and 2.11, we note that the right hand side of (5.113) is a linear operator R(¢) in the
class Mg with coefficients satisfying

IR?'2(j, p1, p2. B S max{(pi). {p2), (k)Y (5.118)

for any j, k, p1, p2 € Z, 01, 02 € {£}, for some p > 0. Then we define

iR%1%2(j, p1, p2, k)
A() + Alk) — o1 A(p1) — o2 A(p2)

forany j, k, p1, p2 € Z, 01,02 € {£} witho1p1 +02p2 = j + k. If jk > O then

(05)7' (. p1. 2. k) = (5.119)

max{|j], [k|} < max{|p1l, |p2}.

Hence, without loss of generality we can assume that j > 0, k < 0, otherwise Q, isinfinitely
smoothing because j, k are equivalent to the inner frequencies p, p2. The momentum con-
ditionreads as | j| — |k| = o1 p1 +o02p2. If p1 = p2> = 0 the bound on the coefficients (5.119)
is trivial. Hence we assume that |p| + |p2| > 1 ( they cannot be both zero). Assume that k
is such that

k| > 4(p1] + [p2). (5.120)

Then we have that A (k) > A(p1) + A(p2), indeed
AG? > 16(p1] + [p2D)? +m > (Ipi] +1p2D)® +2m* + m( p1| + [ p2])
+m > (A(p1) + A(p2)’,
where we used that m < 2 and |p;| 4 |p2| > 1. Hence
A(J) + Alk) — o1 A(p1) — 02 A(p2) = A()).

Therefore the operator with coefficients in (5.119) with k such that (5.120) holds belongs
to Mfl. If k is such that |k| < 4(|p1] + |p2l), then by the momentum condition |j| <

@ Springer



Journal of Dynamics and Differential Equations

5(Ip1l + |p21). Therefore we can argue as before, because j, k are equivalent to the inner
frequencies p1, p>.

By estimates (5.118) and the above discussion we deduce that the coefficients in (5.119)
satisfy (5.102). Hence the thesis follows.

5.2.3 Proof of Proposition 5.14
Recalling (5.96) we have

% E(W) = dN;(WH) + %(i ED*0,(Q(eg)) W, Wh) 2
+ A ED* Q)W Wh) 2 + (i ED* Qe@) W, W) 2.
Therefore, using Lemma 5.13 and the equation (5.83) (recall also Remark 5.12), one gets
HE WL = JAED® Le@)WE, Wh) 2 + Bleg, V)
+ %(iE[DZSQ(w), iE(Ms + 22) W wh (5.121)
+ LGED® Q) Z, Wh 2 + LGED* Qep) W, 2)
where M., Z. are in (5.81), Zisin (5.82) and where
L(ep) == Ae@) + 3, (Q(ep)) + D> [D* Q(e), iE(M + Z)],

with M, Zin (5.80). By (5.95), (5.97), (5.80) we can write

L(diag) E(off)
Lee) =\ Lom p@n )

Lag) . — At 4 % (07" (e9))
+ (D)7 (LD QF M + Z0)] = i(D)¥ Q™2™ + Z(D)* 07)),
(5.122)
L0 = A7 4+ 3,(0 (e9))
+ (D)2 (ID¥ Q27— i(D)F Q™ (MT + %)+ (MT + Z) (D) 07)).
(5.123)
Notice that by (5.17) we have, for o € {£},

3 (Q% () = QT (epr) + OF (er, e9) + QF (9, £¢y)

= QT(GEA@) + Q7 (Mi(ep)ep) + QF GE Aeg, ep) (5.124)
+ 09 (ep, iEAep) + RZ;
where
RZ; = 07 (Ma(sp)ep + M>3(e9)e@)

+ 05 (s, Mi(e9)ep + Ma(e9)eg + M=3(£9)eg)

+ 03 (M1 (ep)eg + Ma(ep)eg + M=3(cp)e@, £¢)

+ OF (—Resy(e9)) + Q7 (ep, —Resy(e9)) + 0F (—Resy(e9), ep) .

(5.125)
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Then, using (5.87), (5.97), (5.80), (5.124), we Taylor expand £ and £©® in (5.122)-
(5.123) as

[ (diag) _ ﬁ(ldiag) + Lgdiag) + L(Zdéag)’ Loff) _ ﬁ(otf> + E(off) + E(otf>
where

L = AT + QT GEAeg) + (D) (D) QT 1Al

£ = AT 4 0F (My(e9)e9) + QF GEAcg, £9) + 0F (e, iEAcg)
+ (D)*ZS([(D)Z“Q; IA]+ [(D)* QT iM} 4+ ZD] —i(D)* 0] 27
+ 27 (D) 0D)).

£ = RE, + (D)7 (D) 0F iMT + ZD)1)
+ (D)7 (DY O iMF + ZD)]+ (D) 0 iMF + ZD)1).
— D) ((D)* Q7 25 + 25 (DY* 07 + (DY* 07 27 + 27 (D) 07 )

—iD) (D1 07 25 + 2, (0?03 ),
(5.126)

and

£ = A7 + Q7 GEA9) —i(D) > ((D)* Q7 A+ A (D)™ Q7).

£ = Ay + Q7 (Mi(eg)ep) + Q3 GEAg. £9) + 05 (e, iEAep)
+(0)7 (D) 0f L iZ71)
— (D) (i(D)Y* 07 (M + Z) + (M + ZD(D)* 07))
—i(D)((D)> 05 A+ A(D)* 0 ).

£00 =R, + (D)7 (D) 0F 1271 + D) 01 1271+ (D)* 05, iZ; 1)
D)* 05 (M + Z0) + M{ + Z1)(D)* 07
2‘(1) 207 Zf + Z(D)* 07

— D) ((DY* 07 25 + Z£(D)* 07 ).
(5.127)

By Lemmata 5.15, 5.16 we have constructed 0 0® such that

E(ldiag) _ Egdiag) _ EEOff) _ [’éoff) —0.
Then, by (5.121), we deduce
E (W) = 2(1ED2*L:>3(8¢)Wl Wy, 2 + Blep, V)
+ 5(iE[DZSQ(e@), IEM. + 2w wh .
+ LGED* Q(ep)Z, W) 12 + LGED* Qep) W, 2) 2
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where

(diag)  ~(off)
L L
L23(e9) = Z(;ff) 5119
’623 ’623
. (diag)  (off) 0 ;
We claim that the operators £_3', L5 belong to NH3[r] and satisfy for s > s (so large
enough)
di )7
1L s + 1L Rl s Ss L2110 geny Il s © (5.128)

>3

forall h € H'. )
We start considering the term ﬁﬂag) in (5.126). First of all we recall that, by (5.97), (5.99),
(5.100), we have a

0% () = 0pV(a1 + @) + Q1(0) + Q2(9), g1 € SMY, ¢p € SMY,
Q1 € Mfz, Q€ M{l~

We also recall that

0 (@=0@+05@. QyeM' 0;eM'. (5.129)

We now analyse the cubic contributions coming from each summand in (5.126) and we show
that they are all bounded operators. We point out that M ™ is an unbounded operator of order
one, while Z7 is bounded. By the properties of Q%, 0 = £, j = 1, 2 discussed above we

have that RY} in (5.125) are bounded.
In the second line of (5.126) the terms are bounded because Qj =0pV(q )+ Q; and

(i) the commutator between the pseudo differential operators
op™(ap. Mf+Z{ (b e{(1,2),2.1.2.2),

gains one derivative;

(ii) the composition between Q; and ./\/lk+ + Z,:r, (J, k) € {(1,2), (2, 1), (2,2)} is bounded
by Lemma 2.10 and because Q; are 1-smoothing.

The third and fourth lines in (5.126) are bounded because they are compositions of bounded
operators.

Now we make a similar analysis for £(>°§f) in (5.127). As before the only critical terms are the
ones involving M, namely the terms of the third and fourth lines in (5.127). By (5.129) and
Lemma 2.10 the composition of QJT with M,“:, (j, k) € {(1,2), (2, 1), (2, 2)}, is bounded.
The estimate (5.128) is consequence of (5.102) and (5.76), (5.77), (5.64) for the estimates
on M,:r, ZIQ_L, k=1,2.

Recall Z in (5.82). By (5.66), (5.59) and (4.7) we have

1Z1as Ss le@l3s P Vilas + 1PV I% + 6. (5.130)

We observe that [DQS Q(ep), iIE(Ms + Z>] looses only 2 s derivatives thanks to the com-
mutator structure since M is a diagonal matrix of para-differential operator of order one,
while Q, Z.. are (uo to smoothing remainders) para-differential of order zero.

By Cauchy-Schwarz inequality, (5.85), (5.128), (5.78), (5.79) and (5.130) we obtain (5.98).
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5.3 Proof of Theorem 5.1

We are now in position to conclude the proof of Theorem 5.1. Consider the function ¢#V
which is a solution of (4.9). Our aim is to prove an a priori estimate on & H? V which solves
the equation (5.1). Recall that, by Lemma 5.2, the (5.1) can be written as (5.4). By Proposition
5.11 (see also Lemma 5.9) we have that the function W+ in (5.60) solves the equation (5.63).
Now consider the modified energy E; (W) in (5.95)—(5.96) (recall also (5.84)) where the
operator Q(eg) is given by Proposition 5.14. We claim that there is C; > 0 such that, for
& > 0 small enough,

IWE 1% < 1E W] < (1+eCHIWE(I%s . (5.131)

14+ eCy

Indeed, using (5.99)—(5.102), recalling Definitions 2.3, 2.5, Lemma 2.2 and the Cauchy—
Schwarz inequality, one gets

E W1 O W1 + 146 ED Qe W, Whyypl
< IW 113 + e 1 Q@)W L as W [ 125
< IWH I3 (1 +csllegllae)
which implies the second in (5.131). The first inequality follows similarly. Using (5.131),
estimate (5.98) and integrating in ¢ one obtains

IWE 1% < IWEO) I35 + CsT sup [l@llye sup V1%
te[0,T] tel0,T]

+CT sup ||Vl +CsTe sup |V g,
tel0,T] tel0,T]

for t € [0, T]. Therefore, using the equivalence (5.61), one gets the bound (5.2). This
concludes the proof.

6 The Estimates on the Remainder and Proof of the Main Result

Consider the function V in (4.8) which solves the problem (4.9) and set
O<o<1/4, Be(2+20,3—-20). 6.1)
The main result of this section is the following.

Proposition 6.1 (Main bootstrap) Let o, 8 as in (6.1). There exists so > 1 such that for all
s > sq there exist constants co = co(s) > 0, Cy > 0 such that the following holds. Let
& > 0 satisfying (4.5) and let @ be the approximate solution in (4.3) and satisfying (4.4). Let
V (t, x) be a solution of (4.9) with initial condition Vo € H*(T) defined for times t € [0, To]
for some Ty > 0. If

PIVollms <&, e IMsVoll < e, (6.2)
then V (t, x) extends over an interval [0, T] with
T :=coe 277, (6.3)
and we have the following bound
sup &P | V(D)ms <26 (6.4)

tel0,T]
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The proof of Proposition 6.1 is based on a bootstrap argument. We define

Ty := sup {T >0: sup ||8ﬂV||Hx < 28’3} . (6.5)
1€[0,T]

By assumption of Proposition 6.1 we have that 7, > 0. We shall prove, by contradiction,
that the supremum T, cannot be smaller than 7 in (6.3).

Remark 6.2 The bootstrap assumption implies (4.11).

We split the equation (4.9) in the following way
P, TV = P Msd Xy (e@)[V] + P TIs Q) [V, V] + MgResy(e¢) , 66)
Py TSV = ePTIcd Xy (ep) V] + e TT5 Q(eg)[V, V] + Mg Resy(ep) . '

The rest of the section is organized as follows: in Sect. 6.1 we show the improved bound

3
ef sup ||HSV||HS(11‘)§§8'3 (6.7)
t€(0,T]

aslongas T < T in (6.3). Similarly in Sect. 6.2 we prove

3
e? sup IIHéVllmmfisﬂ (6.8)
t€(0,T]

aslongas T < T. By continuity the bounds (6.7)—(6.8) imply that the supremum 7 in (6.5)
should be larger than 7" in (6.3). Then we will conclude the proof of Proposition 6.1.
From now on we consider (by contradiction) 7 < T, < T in (6.5)—(6.3).

6.1 The Equation for Low Frequencies
We study the time evolution of the Sobolev norms
d . ‘
Engﬂnsvuﬁ,x = ?(D¥3,TsV, gV) 2 + e (D* MgV, 8,T15V) 2.

We use the first equation in (6.6) and we provide estimates for each term. The most delicate
term is the one involving d X3 (e¢). Recall the definition of H,., in (3.31).

Lemma 6.3 We have
Hsd X1 (ep)[V] = dXn,,, (ep)[TsV] + Tsd Xnz0 (e@)[V].
Proof Notice that, since ¢ is Fourier supported on S, we have
Msd X, m=0(9)[VI=0, n=345.

Hence the thesis follows.
Lemma 6.4 Recall Ty in (6.5). We have forO < T < T,

T
&P f (D* gd X0 (e9)[V], TsV) 2 dt| Sy e*T2PT.

0

Proof The estimate holds by item (iii) of Proposition 3.9, in particular the first bound in
(3.19), (4.4) and using the Cauchy—Schwarz inequality.
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In the following Lemma we give energy estimate for the term [Tgd X, (e9)[V].
Lemma 6.5 Recall Ty in (6.5) and let V be the solution of (6.6). We have, for 0 < T < T,

Ezﬁ 2ﬁ .

1
4

T
f ((D*TMsd X1, (e9) + [dX1,,, (e9)*TIsD*) [T V], TIsV),, dt
0

(6.9)

Proof By (3.16) we have

Hres(W) = HO (W) + HEO W) =Y AGDIw, 1>+ Y Cilw;Plunl*,  (6.10)
jeZ jikes

with Cjx = Cy;j € R, and hence X3, (W) = (x;m(W), X;"”(W))T with

(x;;m(W))j = —id;Hres (W) = —iA(wj —i (Z c_,»k|wk|2) wj,  JjES.
keS

We define B := I1gd X#,,, (¢¢). Then, for j € S, we have

k,+
B]+vk+B

(BIMsV]); =) -
(s \B o+ )

_ (_iA(j)”j (ZkeS Cjkleg] ) j — 2ie (ZkeS CjkRe (Uk‘/’k)) 8%)
ING)T] +1 (Xges Cilegr|?) U7 + 2ie (Xyes CjkRe i) €77 )

(6.11)

Therefore we have

ki _ |G +267Cjile ) =k, - |2E2C07 =k,
B'q+ = .2 _ . + ) ) / .

I —2ie”"C jkpry; j#k, J: —=2ie“Cjrpre;  j #k,
gh— . AU+ 26°Cjleil)  j =k, st 2i2Cji9;° j=k,

- 2ie? Cjk i) J#k, A 2ie’Civong;, J#k.
We define

A= D¥B 4 B*D* = D¥Msd Xy, (e¢) + [dXn,,, (e9)]* gD
By using the following formulas

ko _ k—o _ ko wko _ ko _ k-0
B} =Bj_s =Bj, B = Bigr =B o

we have

((HZB 485 (02)ue + ((H¥B5 + B8 (02)ur
(armgvy), =) s s
S L=
Te (0BT + B )+ (G)2ES T + B )
By using that

k— _ ok kot _ ok
j— = i j= = P
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we get

@A[MV], MsV),2 = Z( 2s (k>2s ( j+vkvj +B, +vkv]+B vkvj +B vkvj>.
Jj.keS

By using that Cj; = Cy; € R and that the set S is symmetric we have

ko' — gk—o B2k = _g7%/ Vi, kesS.

J.o Jj,—o’ o,j —o,k’

Therefore

GISVL sy = Y ()% + (0% (B 7007 + B L))

j.keS
=2ie? Y () + (k) )(=Cjxpne; v + Cjx @i viv;)
j.keS
=8> Y (/) + (K)*)CjxRe (@rv) Im (@5 v;) .
j.keS
We have
AMgV], TgV)2 =16 Y (Z Cjr(k)*Re (vks(pk)) Im (e9;T7) . (6.12)
jeS \keS
We now study the derivative of Re (v,e9,) with p € S. One has
d _ . IR .
ERe (Vp@,) = Vpe@y + VpeQ, + Vpepp + Vpe@) . (6.13)

Recall that in Sect. 3.3 we constructed ¢ in such a way (see (3.30), (3.31))

edip = Xn(ep) = X, (¢9) (6.14)
which in Fourier reads as

$p =iwpE)@p,  pES.
The first equation in (6.6) reads in Fourier, for p € S, as’

oy = (MsdXpe@)[VD} + e (s Qep) [V, VD, + e F (MsResy(e))

= (Msd Xn,,, () [V} (6.15)
+ (Msd X0 (e9) VD +&” (M5 Qe@)[V. V)| + &P (MsResy(ep)) | .
7 11 111

Notice that, by estimate (3 19) on de(>6), (4.4) on €¢, and the bootstrap assumption on
eV, one gets |I| <, &*. Recalling (4.30)—(4.31) and that we are projecting on a finite
dimensional subspace of H*, we get |[11| <, ¢ . Finally, by Lemma 4.1 on the residual, one
gets [111| <; e~P. All the latter estimates are uniform in ¢ € [0, T']. By substituting (6.14),

3 Here by X* we are denoting the first component of a vector field X = (XT, Xf)T (see (2.11)), and recall
that X— = X .
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(6.15) into (6.13) we obtain

d _ . IR .
ZRe (vpgap) = VpE@p + VpeP, + Vpe@), + Ve,

= 2Re(e@(l’[5dXHm (sgo)[V]);,r + ﬁeiwp(é)gap) (6.16)
+2Re(e@, (I + 11 +111)). (6.17)

Using the explicit form of [Tgd X4, (¢¢)[V]in (6.11) and recalling (3.34), one can check
that (6.16)= 0. On the other hand, we also have [(6.17)] <; e(e* 4+ &P +57P). Let us define

P, :=Re (v,£9,)(0), L,(t) := Re (v,e9,)(t) — Re (v,£9,)(0).
By the discussion above we deduce

sup |L,(0)| Se(et+ef +57P),  vrelo,Tl.
7€[0,7]

Let us now write (6.12) as

@AV (O], TV ()2 =16 (Z C (k)% (B + Lk(t))> Im (e, (1)05(£)).

jeS \keS

By the bootstrap assumption (6.5) and the bound (4.4) we get

sup |Im (ep;v;)| S e.
1€[0,T] ’

Setting 6 := maxkes Pk, one can note that

©2) 5
3 <2 IsVollgrme = 2&°.

Thus

T
/ @[TV (O gV (1) 2 dt| Sy 86T +&*(e* + e +7P)T? <9, (6.18)
0

provided that
seT < T <1, T2<1, 212 <1, P12 <1,
Since we set T < 7279 (see (6.3)), we need that

8674720 — 82720 Sx 1, 8ﬂ+27472(r _ 8572720 Sx 1, 877/374720 — 837/3720 g 1,

(6.19)
which follows by taking o and B as in (6.1). This implies the thesis.

Lemma 6.6 Recall Ty in (6.5). We have, for 0 < T < T,

T
PR / (D*TsQ(e)[V], TIsV) 2 dt| g 3PT.
0

Proof 1t follows by Cauchy—Schwarz, recalling (4.30)—(4.31) and that we are projecting on
a finite dimensional subspace of H*.

Lemma 6.7 Recall Ty in (6.5). We have, for0 < T < Ty,

T
&P ‘ / (D*TIsResy (@), V) 2dt| < ePT.
0
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Proof Tt follows by Lemma 4.1.

By collecting Lemmata 6.4, 6.5, 6.6, 6.7, we get

e sup |TsV ()3 < e ITTsVol%s
t€(0,T]

+C(s)e* (84T T4 ePT 4 eHT) .

The bound (6.7) holds for T < 67277 by (6.2) and (6.1).

6.2 The Equation for High Frequencies

Consider the second equation in (6.6), which is the (5.1), and take an initial condition Vp
satisfying the assumption of Proposition 6.1, and take the solution V (¢, x) evolving form
Vo and defined on a time interval [0, 7] with T < T, (see (6.5)). By Remark 6.2 and the
assumptions of Proposition 6.1 we can apply Theorem 5.1. Then, by the bootstrap assumption
on V and the bound (4.4) on ¢, we have that estimate (5.2) implies

e sup TIFV )% < (1+ Coe)e?P | TFV(0) (1%
t€[0,T]

+ C382ﬁ<83T +ePT + Tss’ﬂ),

for some C; > 0. If we take T = cos_z_", 0 < o < 1/4, then taking ¢ small enough and
(6.1) we obtain the (6.8), provided that c¢ is small enough.

Proof of Proposition 6.1 By the discussion of Sects. 6.1, 6.2 we have that, if the bound (6.5)
holds true, then one obtains the improved estimates (6.7) and (6.8). Then the time T, <
c0& 277 is not the maximal time for which the bound (6.4) holds. This is in contradiction
with the definition (6.5). Then the thesis follows.

6.3 Proof of the Main Results

Proof of Theorem 1.1 Fix N € N and consider a symmetric subset S C Z of cardinality N as
in (4.1). Fix the mass m in the full measure set M given by Lemma 3.8, so that the normal
form Proposition 3.9 applies. By the arguments in Sect. 4.1, for (£, 8) < [1,2]" x TV * we
construct an oscillating function e¢(¢, x) of the form (4.3) supported on S, with frequency of
oscillation w;(§), j € S, in (3.34), where C j; are the coefficients computed in (3.16). This
also defines the linear operator C : RY — RV,

Now take any Vy € H® such that (6.2) holds with 8 := 5/2 and set

Zo = Z(0) = 0" (e9(0) + P Vp) . (6.20)

We observe that e¢(0) is determined by the choice of (&, ). Consider the solution Z(t) of
the Klein—Gordon equation (1.4) with initial condition Z(0) = Z (which exists by local
theory), and notice that, by the continuity of the map @El, Z can be chosen in an open set
of H¥.

4 Here for simplicity we fix O = [1, 2].
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We shall prove that the bound (1.7) holds over a time interval [0, 7] with T = 8_%+5 for
any § > 0. We write

— 1 _ .—2—0
£9/4-38

T = £ 88/2, o =

B
N >

By this choice of o, we have
5 5
2420 = - —6, 3—20=—+439.
+ 20 3 o 2—|—

Then the choice 8 = 5/2 is so that the condition (6.1) is fulfilled and Proposition 6.1 applies.
It guarantees that if V is a solution of (4.9) with initial condition V (0) = Vj satisfying (6.2)
then the bound (6.4) holds over a time interval [0, T] with T = coe 279 for some cg = ¢o(s)
small. Notice that, taking ¢ small enough w.r.t. s, we also have that

~ 1
I, S §/2 .—2—0
= >T = =
T = cpe T =¢"¢ 9745

The bound (6.4) on ¢# V, and estimate (4.4) imply that

sup [|Wllgs = sup lleg + e Vg <y e,
[0,T] [0,T]

which, together with the estimates on the map & 5, guarantees that 4.2 holds true, so Propo-
sition 4.2 applies. Estimate (4.12) implies (1.7). This concludes the proof.

Proof of Proposition 1.3 We define the map F := <I>E1 where ®p is the Birkhoff map con-
structed in the proof of Theorem 1.1 (see Prop. 3.9).
By definition (recall (1.8), (1.9)) a function u € AZ /2 can be written as
u=uy+uy, u=Fepsp), N|uzlgs < — B:=5/2, (6.21)

for some (£,0) € OV x TV. By the proof of Theorem 1.1 we know that u € Ugfe if it is

the image, under the map F (see (6.20)), of a function egg o + &PV, for some V; satisfying
(6.2). So to prove the inclusion (1.9) it is sufficient to show that there is some Vj (satisfying
(6.2)) such that

Fl(ul-f—uz):]'kl(u):é‘(pg,g +8ﬁV() & Lt]-f-uz:u:f(e(pg,g-i—eﬁVo).
By (6.21) we have
Flwy) = F 1 (Flegs.0) +u2)

=e@eg+ur+ F ' (Fleggo +u) + R) — F! (7"(8%,9 + uz)) (022
where
R = Flepe p) +uz — Flegs p +uz) = uz — dF (e g + ouz)uzl,
for some o € [0, 1]. By estimates (3.13), (3.14) we get
IRl gs < Cye luzllps , (6.23)

taking ¢ > 0 small enough. Similarly, by (6.22), we can write

Flw)=egeo+ f,  fi=ur+dF " (Flegeo +u2) + tR)[R],
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for some t € [0, 1]. Hence, again by (3.13), (3.14), we deduce that

6.21),(6.23
( )<( ) B ,

I fllzs < lluzllzs + Cael R s (6.24)

taking ¢ > 0 small enough. Notice that the function f depends only on the known functions
£@g g, Up. Setting ePvy = f we have that condition (6.2) is fulfilled thanks to estimate
(6.24). This implies the thesis.
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