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Abstract
We study the convergence of a sequence of evolution equations for measures supported on
the nodes of a graph. The evolution equations themselves can be interpreted as the forward
Kolmogorov equations of Markov jump processes, or equivalently as the equations for the
concentrations in a network of linear reactions. The jump rates or reaction rates are divided
in two classes; ‘slow’ rates are constant, and ‘fast’ rates are scaled as 1/ε, and we prove
the convergence in the fast-reaction limit ε → 0. We establish a �-convergence result for
the rate functional in terms of both the concentration at each node and the flux over each
edge (the level-2.5 rate function). The limiting system is again described by a functional,
and characterises both fast and slow fluxes in the system. This method of proof has three
advantages. First, no condition of detailed balance is required. Secondly, the formulation in
terms of concentration and flux leads to a short and simple proof of the �-convergence; the
price to pay is a more involved compactness proof. Finally, the method of proof deals with
approximate solutions, for which the functional is not zero but small, without any changes.

Keywords Quasi-steady state approximation · �-Convergence · Linear network · Rate
functional · Fast reaction limit

1 Introduction

The aim of this paper is to prove a fast-reaction limit for a sequence of evolution equations
on a graph. We first specify the system.

Let G = (V,R) be a finite directed diconnected graph with weights κε : R → [0,∞).
For each edge r ∈ Rwe denote r = (r−, r+), with r−, r+ ∈ V the corresponding source and
target nodes. We consider the classical problem of deriving effective equations for the flow
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on (V,R) with two different rates:

ρ̇ε(t) = − div(κε ⊗ ρε(t)), ρε(0) fixed. (1.1)

with discrete divergence (div A)x :=∑
r−=x Ar−∑r+=x Ar , product (κε⊗ρ)r∈R := κε

r ρr− ,
and t ∈ [0, T ], T > 0.We assume that the space of edges is a disjoint unionR = Rslow∪Rfast

so that

κε
r =

{
κr , r ∈ Rslow,
1
ε
κr . r ∈ Rfast.

(1.2)

We are interested in the limiting behaviour as ε → 0, where the fast edges equilibrate
instanteously onto a slowmanifold. Such limits, also known as ‘Quasi-Steady-State Approx-
imations’, have a long history in the literature, see for example [41,43].

1.1 0-Convergence of the Large-Deviations Rate

Often, one is not only interested in convergence of the dynamics, but also in convergence of
somevariational structure such as agradient structure, ormoregenerally an ‘action’ functional
that is minimised by the dynamics (1.1). Of course this convergence is particularly relevant
if this action has a physical meaning. The functional that we study in this paper can be
interpreted as an action functional in the following way.

Consider a microscopic system of n independent particles X ε
i (t) ∈ V, i = 1, . . . , n

that randomly jump from state X ε
i (t−) = r− to a new state X ε

i (t) = r+ with Markov
intensity κε

r . This is a typical microscopic model for a (bio)chemical system of unimolec-
ular reactions with multiple time scales. The concentration of particles in state x is then
ρ
n,ε
x (t) := n−1

∑n
i=1 1{Xε

i (t)=x}, and the vector of random concentrations ρn,ε(t) converges
to the deterministic solution ρε(t) of (1.1) by Kurtz’ classical result [21]. For large but finite
particle numbers n, there is a small probability that ρn,ε(t) deviates significantly from ρε(t).
These small probabilities are best understood through a large deviations principle [1,14,22]:

−n−1 log Prob (ρn,ε ≈ ρ
) n→∞∼ Iε

0 (ρ(0))+ Iε(ρ), where (1.3a)

Iε(ρ) := inf
j∈L1([0,T ];RR):

ρ̇=− div j

∑

r∈R

∫

[0,T ]
s
(
jr (t) | κε

r ρr−(t)
)
dt, (1.3b)

s(a | b) :=

⎧
⎪⎨

⎪⎩

a log a
b − a + b for a, b > 0,

b for a = 0, b � 0,

∞ otherwise.

(1.3c)

and Iε
0 reflects whatever randomness is taken for the initial concentration ρn,ε(0). We stress

that this formula is typical forMarkov jump processes; chosing a differentmicroscopicmodel
for the dynamics could lead to different functionals.

If the network satisfies detailed balance, then the rate functional (1.3b) can be related to a
gradient flow [30,31,34,35]. We shall revisit the detailed balance condition in Sect. 1.9. For a
similar interpretation in terms of an action without the detailed balance condition, see [3,38].

Note that Iε is indeed minimised by solutions ρε of (1.1). This implies that we can
consider the equation Iε = 0 as a variational formulation of the Eq. (1.1); this is the point
of view known as ‘curves of maximal slope’ [2] or the ‘energy-dissipation principle’ [27].
An important advantage of this choice of formulation is that �-convergence of Iε implies
converge of the minimising dynamics (see [11, Cor. 7.24] and [27]); in other words, one can
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prove convergence of the solutions by proving �-convergence of the functionals. This is also
the method that we adopt in this paper.

1.2 0-Convergence of the Flux Large-Deviations Rate

One difficulty in proving �-convergence of the functional Iε
0 + Iε , however, is that Iε is

implicitly defined by a constrained minimisation problem. The constrained infimum of the
sum in (1.3b) is an infimal convolution (see [30, Sec. 3.4]). This shows that the evolution of the
concentrations in different nodes are strongly intertwined, which considerably complicates
the mathematical analysis. For example, the related work [10] requires an orthogonality
assumption to decouple the concentrations.

We can however avoid this difficulty by considering a different functional instead. Observe
that the variable jr (t) in (1.3b) has the interpretation of a flux: it measures how much mass
is transported through edge r at time t . Naturally, one can rephrase (1.1) in terms of this flux
as the coupled system

ρ̇ε(t) = − div jε(t) and jε(t) = κε ⊗ ρε(t), ρε(0) fixed. (1.4)

On the level of the microscopic particle system one can also define the random particle flux
Jn,ε , which yields the large-deviation principle [4,37,38]:

− n−1 log Prob
(
(ρn,ε , Jn,ε) ≈ (ρ, j)

) n→∞∼ Iε
0 (ρ(0))+ J ε(ρ, j), where (1.5)

J ε(ρ, j) :=

⎧
⎪⎪⎨

⎪⎪⎩

∑

r∈R

∫

[0,T ]
s
(
jr (t) | κε

r ρr−(t)
)
dt, if ρ ∈ W 1,1([0, T ];RV ), j ∈ L1([0, T ];RR),

and ρ̇ = − div j,

∞, otherwise.

(1.6)

Indeed, the functional J ε is related to (1.3b) by Iε(ρ) = inf ρ̇=− div j J ε(ρ, j), which is
consistent with the ‘contraction principle’ in large-deviations theory. Its minimiser (1.4)
follows the same evolution as the minimiser (1.1), but provides with more information: the
flux. From a physics perspective, this additional information is important to understand non-
equilibrium thermodynamics; see for example [3,30] and [38, Sec. 4]. From a mathematical
perspective, we will use the property that the flux functional J ε is a sum over edges to
decompose networks into separate components.

The goal of this paper is to prove convergence of the functional Iε
0 + J ε to a limit

functional, whose minimiser describes the effective dynamics for (1.4). As a consequence,
we obtain �-convergence of the functional Iε

0 + Iε , convergence of solutions of the flux
ODE (1.4), and convergence of solutions of the ODE (1.1).

In order to track diverging fluxes and vanishing concentrations, we shall introduce a
number of rescalings before taking the �-limit, as we explain in the next section.

1.3 Network Decomposition: Nodes

We decompose the network into different components according to their scaling behaviour.
To explain the main ideas, consider the example of Fig. 1. Recall from (1.2) that we assume
that R = Rslow ∪ Rfast, where the slow edges have rates of order 1, and the fast edges of
order 1/ε.
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1 2

3

4 5

slow edge

fast edge

Fig. 1 An example of a network with slow and fast edges

The first step in the decomposition is to categorise the nodes. In the example, node 5 is
expected to have low concentration, since any mass at node 5 will be quickly transported to
node 4. We make this statement precise by considering the equilibrium concentration. Since
we assume the network to be diconnected, there exists a unique equilibrium concentration
0 < πε ∈ R

V for the dynamics (1.1); we will always assume that πε is normalised, i.e.∑
x∈V πε

x = 1. We use the equilibrium concentrations to subdivide the nodes into two
classes, V = V0 ∪ V1, where

V0 :=
{
x ∈ V : πε

x
ε→0−−→ πx > 0

}
, and V1 :=

{
x ∈ V : 1

ε
πε
x

ε→0−−→ π̃x > 0
}

, (1.7)

and the tilde is used to stress that the quantity is rescaled. This decomposition implies that πε
x

is either of order 1 or of order ε. In fact, one can construct networks withR = Rslow ∪Rfast

with stationary states πε
x of order ε2, ε3, or higher, but in this paper such networks will be

ruled out by our assumption that there are no “leak” fluxes (see below).We introduce a further
subdivision of the nodes after categorising the fluxes.

1.4 Network Decomposition: Fluxes

We expect that jεr is comparable to κε
r ρε

r− , which in turnwe expect to be comparable to κε
r πε

r− .
Hence the flux or amount of mass being transported through an edge r not only depends on
the order of κε

r , but also on the amount of available mass in the source node r−, of order
πε
r− . Therefore the scaling behaviour of the flux falls into one of the following four different

categories:

jεr r− ∈ V0 r− ∈ V1
r ∈ Rslow O(1) “slow” O(ε) “leak”
r ∈ Rfast O(1/ε) “fast cycle” O(1) “damped”

In this paper we rule out “leak” fluxes by assumption, so thatR = Rslow∪Rfcyc∪Rdamp,
with

Rfcyc := {r ∈ Rfast : r− ∈ V0} and Rdamp := {r ∈ Rfast : r− ∈ V1}.
Let us nowexplain these four categories inmore detail by considering the example network

of Fig. 1, which can now be redrawn as Fig. 2.
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1 2

3

4 5

V0-node

V1-node

slow flux
fast cycle flux

damped flux

123

4 5

Fig. 2 The example from Fig. 1, redrawn using the categorisation of nodes and fluxes (left); the final reduction
to a two-node network in the limit ε → 0 (right)

1. What we shall call the slow fluxes are fluxes through a slow edge that start at a node in V0.
Typically, these slow fluxes will be of order O(1), and they depend on ε only indirectly
through dependence on the other fluxes.

2. For the fast edges however, there is a fundamental difference between the fluxes 1 →
2 → 3 → 1 and the flux 5 → 4. The three fluxes 1 → 2 → 3 → 1 constitute a cycle
of fast edges, with fluxes of order O(1/ε). Therefore mass will rotate very fast through
this cycle, and in the limit ε → 0, the mass present in the cycle will instanteneously
equilibrate over these three edges. Moreover, any mass inserted into this cycle through
the slow flux 4 → 1 will also instantaneously equilibrate over the nodes in the cycle,
and any mass removed from the cycle through the slow flux 2 → 5 may be withdrawn
from any node in the cycle. Practically this means that in the limit the cycle/diconnected
component 1→ 2→ 3→ 1 acts as one node c := {1, 2, 3}. We shall see in Lemma 3.2
that all edges with r ∈ Rfast and r− ∈ V0 are indeed part of a cycle, which justifies the
name fast cycle.

3. By contrast, the fast edge 5 → 4 is not part of a fast diconnected component. One does
expect mass in node 5 to be transported very fast into node 4, but since there is no fast
inflow, the mass in node 5 will be strongly depleted after the initial time. After this, the
amount of mass that will be actually transported through edge 5 → 4 is fully subject to
the amount of inflow of mass into node 5 by the slow fluxes 2→ 5 and 4→ 5, and will
therefore be of O(1). We shall call the flux 5→ 4 a damped flux; its corresponding edge
is fast, but the flux is damped by the fact that there is not enough mass available in the
source node 5. In the limit, any mass that is inserted into node 5 from node 2 or 4 will be
immediately pushed into node 4.

4. Now imagine a flux 5→ 1, not drawn in the picture. Since there is a damped flux going
out of node 5, almost all mass from node 5 will follow that flux into node 4, whereas
very little mass from node 5 would leak away into node 1. We shall call such fluxes leak
fluxes. Since they contribute little to the behaviour of the whole network we rule out this
possibility by assumption. Asmentioned above, this also rules out the possibility of higher
orders of πε

x , see Lemma 3.1.

An even further subdivision of Rdamp will be discussed in Sect. 1.8, but this will not be
needed in the general discussion.
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1.5 Network Decomposition: Connected Components

After categorising the fluxes, we now further subdivide the nodes of V0 into V0 = V0fcyc ∪
V0slow, consisting of nodes that are part of a fast cycle and the remainder:

V0fcyc := {x ∈ V0 : ∃r ∈ Rfcyc, r− = x}, and V0slow := V0\Vfcyc.

The notation reflects the expectation that the concentration in the nodes in V0fcyc will instan-
tenously equilibrate over the diconnected components of the graph (V0,Rfcyc). We collect
these components in the set

C :=
{
c ⊂ V0 : ∀x, y ∈ c, ∃(rk)Kk=1 ⊂ Rfcyc, r1− = x, rk+ = rk+1− for k = 1, . . . , K − 1, r K+ = y

}
.

To each c ∈ C corresponds the equilibrium mass

πε
c :=

∑

x∈c
πε
x , c ∈ C. (1.8)

We will see in Lemma 3.2 that a component c ∈ C can be written as a union of cycles in the
graph (V0fcyc,Rfcyc). Consequently, if there exists a fast-cycle path from x to y then there
also exists a fast-cycle path from y to x . This remark also implies that each fast component c
is a subset of V0fcyc.

Observe that, as suggested in Fig. 2, certain combinations of nodes become slaved to each
other, in the sense that their concentrations move in unison. This is for instance the case for
all nodes in a fast cycle. It is therefore common in the literature to pass to the limit by a
coarse-grained description that neglects the difference between those nodes; see for instance
[5,16,33] ormore generally [18,Ch. 4] or [20,Ch. 2]. By contrast, we preserve the information
about the separate nodes and we keep track of the fast cycle as well as the fluxes between
these nodes. This is motivated by our Theorem 1.1, which yields sufficient compactness
in the V1-concentrations, damped fluxes and fast cycle fluxes. The �-convergence of the
coarse-grained functional follows directly from our result, see Remark 6.2.

1.6 Rescaled Flux and Initial Functionals

In Sects. 1.3 and 1.4 we categorised the nodes and fluxes by their typical scaling behaviour.
We shall prove that the scaling behaviour of these categories is not only typical for the
effective dynamics but actually for any dynamics with finite large-deviation cost. In order to
do so we rescale all concentrations and fluxes according to their respective scalings.

We expect concentrations ρε
x to follow πε

x , and therefore to be of order order 1 on V0

and of order ε on V1. This motivates the rescaling the concentrations by working with the
densities uε , defined by

uε
x (t) :=

ρε
x (t)

πε
x (t)

,

where x ∈ V ∪ C, using (1.8). Although V0fcyc = ⋃
C, we study uε

x (t) for x ∈ V0slow ∪
V0fcyc ∪ C, assuming that uε

c and u
ε
x , x ∈ c are related by

πε
c u

ε
c(t) :=

∑

x∈c
πε
x u

ε
x (t), (1.9)
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which we consider as a special continuity equation, additional to ρ̇ε = − div jε . The
distinction between uε

x and uε
c allows for two different notions of compactness: a weaker

compactness for uε
x with x ∈ V0fcyc, and a stronger compactness for uε

c for any c ∈ C.
As explained in Sect. 1.4, the fluxes are expected to scale as jεr (t) = O(κε

r πε
r−). The slow

and damped fluxes are of order 1 and therefore need not be rescaled. For fast cycle fluxes, of
order 1/ε, we introduce the rescaled flux j̃ ε

r , defined by

jεr (t) =: κε
r ρε

r−(t)+
1√
ε
j̃ ε
r (t) = 1

ε
κrπ

ε
r−(t)u

ε
r−(t)+

1√
ε
j̃ ε
r (t), r ∈ Rfcyc.

It turns out that this deviation from κε
r ρε

r of order 1/
√

ε is the right choice for sequences along
which Iε

0 + J ε is bounded, since this scaling is natural in the context of the compactness
and �-limit results that we prove below.

To shorten the expressions we shall write

uV0slow := (ux )x∈V0slow , uV0fcyc := (ux )x∈V0fcyc , uC := (uc)c∈C, uV1 := (ux )x∈V1 ,

jRslow := ( jr )r∈Rslow , jRdamp := ( jr )r∈Rdamp , j̃Rfcyc := (j̃r )r∈Rfcyc ,

and finally by a slight abuse of notation (u, j) := (uV0slow , uV0fcyc , uC, uV1 , jRslow , jRdamp ,

j̃Rfcyc). With these rescalings and notation we now rewrite the large-deviations rate func-
tional (1.6) as:

J̃ ε(u, j) = J̃ ε
(
uV0slow , uV0fcyc , uC, uV1 , jRslow , jRdamp , j̃Rfcyc

)

:= J ε
(
πεu, ( jRslow , jRdamp , ε

−1κ ⊗ πεuε + ε−1/2j̃Rfcyc)
)

=
∑

r∈Rslow

∫

[0,T ]
s
(
jr (t) | κrπε

r−ur−(t)
)
dt

︸ ︷︷ ︸
=:J̃ ε

slow(uV0slow ,uV0fcyc )

+
∑

r∈Rdamp

∫

[0,T ]
s
(
jr (t) | 1

ε
κrπ

ε
r−ur−(t)

)
dt

︸ ︷︷ ︸
=:J̃ ε

damp(uV1 , jRdamp )

+
∑

r∈Rfcyc

∫

[0,T ]
s
(
1
ε
κrπ

ε
r−ur−(t)+

1√
ε
j̃r (t)

∣
∣
∣ 1

ε
κrπ

ε
r−ur−(t)

)
dt

︸ ︷︷ ︸
=:J̃ ε

fcyc(uV0fcyc ,j̃Rfcyc )

, (1.10)

where J̃ ε = ∞ if the finiteness condition of (1.6) or condition (1.9) is violated. Recall that
πε
r− ≈ πr− for r ∈ Rslow and πε

r− ≈ επ̃r− for r ∈ Rdamp, so that the two functionals J̃ ε
slow

and J̃ ε
damp are very similar.

In order to control the initial condition we include the initial large-deviation rate func-
tion Iε

0 in the analysis. As mentioned in Sect. 1.1, this function depends on the choice of
the initial probability. As is common, we choose the random dynamics to start indepen-
dently at the invariant measure. Since linear reactions correspond to independent copies of
the process, the particles modelled by the invariant measure are also independent, and hence
Iε
0

(
ρ(0)

) = ∑
x∈V s

(
ρx (0) | πε

)
by Sanov’s Theorem [12, Th. 6.2.10]. We again rescale
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this functional to work with densities instead:

Ĩε
0

(
u(0)

) = Ĩε
0

(
uV0slow(0), uV0fcyc(0), uC(0), uV1(0)

) := Iε
0

(
πε ⊗ u(0)

)

:=
∑

x∈V0slow

s
(
πε
x ux (0) | πε

x

)+
∑

x∈V0fcyc

s
(
πε
x ux (0) | πε

x

)+
∑

x∈V1

s
(
πε
x ux (0) | πε

x

)
.

(1.11)

The minimiser of Ĩ0 is the vector u(0) ≡ 1.

1.7 Main Results: Compactness and 0-Convergence

We now focus on the �-limit of the rescaled functional Ĩε
0 + J̃ ε , in the space

� := C([0, T ];RV0slow)× L∞([0, T ];RV0fcyc)× C([0, T ];RC)×M([0, T ];RV1)

× LC ([0, T ];RRslow)×M([0, T ];RRdamp)× LC ([0, T ];RRfcyc),

where C is the space of continuous functions, M denotes spaces of bounded measures, and
LC denote Orlicz spaces corresponding to the nice Young function (see Sect. 2.2):

C (a) := inf
p−q=a s(p | 1)+ s(q | 1).

We always make the implicit assumption that uC and uV0fcyc are connected by (1.9).
Wemake� into a topological space by equipping each spaceC with the uniform topology,

each L∞ and LC with their weak-* topologies and each measure space M with the narrow
topology (defined by duality with continuous functions).

Of course �-Convergence properties strongly depend on the chosen topology. In fact, it
is known that different topologies may lead to different �-limits [11, Ch. 6], [28, Sec. 2.6].
The choice of this particular topological space � is motivated by our first main result:

Theorem 1.1 (Equicoercivity) Let (uε, jε)ε>0 ⊂ � such that

Ĩε
0

(
uε(0)

)+ J̃ ε(uε, jε) � C for some C > 0.

Then there exists a �-convergent subsequence.

This equicoercivity identifies a topology that is generated by the sequence of function-
als itself, and therefore natural for the �-convergence. Note that the topologies for uV0

and uC are much stronger than the other ones. This will be needed to interchange limits
limε→0 limt↓0 uε

V0slow
(t) and limt↓0 limε→0 uε

V0slow
(t) in order to converge in the continuity

equation later on. By contrast, such strong compactness is not to be expected for uε
V1
, nor is

it needed, since the uε
V1

(0) will not play a role in the limit due to instantaneous equilibration.
Our second main result is the �-convergence:

Theorem 1.2 In the topological space �:

Ĩε
0 + J̃ ε

slow + J̃ ε
fcyc + J̃ ε

damp =: Ĩε
0 + J̃ ε �−−→

ε→0
Ĩ0
0 + J̃ 0 := Ĩ0

0 + J̃ 0
slow + J̃ 0

fcyc + J̃ 0
damp,
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where, setting ur− := uc for any r− ∈ c,

Ĩ0
0

(
u(0)

) :=
∑

x∈V0slow

s
(
πxux (0) | πx

)+
∑

c∈C
s
(
πcuc(0) | πc

)
,

J̃ 0
slow(uV0slow , uV0fcyc , jRslow) :=

∑

r∈Rslow

∫

[0,T ]
s
(
jr (t) | κrπr−ur−(t)

)
dt,

J̃ 0
damp(uV1 , jRdamp) :=

∑

r∈Rdamp

∫

[0,T ]
s
(
jr | κr π̃r−ur−

)
(dt),

J̃ 0
fcyc(uV0fcyc , j̃Rfcyc) :=

1

2

∑

r∈Rfcyc

∫

[0,T ]
j̃r (t)2

κrπr−ur−(t)
dt,

and we set J̃ 0 = ∞ if the limit continuity equations (3.14) are violated.

The explicit form (3.14) of the limit continuity equations will be derived in Lemma 3.14,
after the required notions are introduced and the required results about the network and
continuity equations are proven. In our third main result, explained in the next section, we
show that both the densities uV1 and the damped fluxes jRdamp may becomemeasure-valued in
time; therefore we use a slight generalisation of the function s to measure-valued trajectories,
i.e.:

∫

[0,T ]
s
(
jr | κr π̃r−ur−

)
(dt) :=

⎧
⎨

⎩

∫

[0,T ]
s
( d jr

κr π̃r−dur−
(t) | 1

)
κr π̃r−ur−(dt), if jr � ur− ,

∞, otherwise.
(1.12)

Comparing Theorem 1.2 with Fig. 1, we see that the limit functional contains additional
information about the V1 nodes that contract to a single node in the limit, and about all
slow, fast cycle and damped fluxes. Due to this additional information, the proof of the
�-convergence is relatively straightforward, e.g. without the need of unfolding techniques.
This illustrates our ‘philosophical’ message that the mathematics becomes easier if one takes
fluxes into account, which was also observed in [37] where the large-deviation principle (1.6)
was proven.

1.8 Main Result: The Development of Spikes

The equicoercivity of uε
V1

and jεdamp will be derived by uniform L1-bounds in Lemmas 3.5
and 3.7 . From these bounds one can only extract compactness as measures, in the narrow
sense, so that uε

V1
and jεdamp may develop measure-valued singularities or spikes in time.

For the densities uε
V1
, such spikes can not be ruled out, regardless of the network structure.

This is easy to see from the fact that these densities become fully uncoupled in the limit
continuity equation (3.14d). From (1.12) one sees that one may choose large ur for r ∈ V1,
provided jr � ur− .

For the fluxes jεdamp, the occurrence of spikes is related to the presence of damped cycles,
i.e. cycles of damped fluxes. The example of Figs. 1 and 2 has no such damped cycles, but
Fig. 3 illustrates the concept.
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1 2

3

4

1 2

3

4

Fig. 3 An example of a network with a cycle of damped fluxes. On the left the network with the distinction
between fast and slow edges; on the right the redrawn network with the node and flux classification as in Fig. 2

To study this we further subdivide Rdamp into damped cycles and the rest, Rdamp =
Rdcyc ∪Rdnocyc, where

Rdcyc :=
{
r0 ∈ Rdamp : ∃(rk)Kk=1 ⊂ Rdamp, r

k+ = rk−1− for k = 1, . . . , K − 1, r K+ = r0−
}
,

Rdnocyc := Rdamp\Rdcyc.

The relation between damped cycles and spikes in the damped fluxes is summarised in our
third main result:

Theorem 1.3 (i) For any sequence (uε, jε)ε>0 ⊂ � such that Ĩε
0

(
uε(0)

)+ J̃ ε(uε, jε) � C

for some C > 0 and (uε, jε)
�−→ (u, j), we have jRdnocyc ∈ LC ([0, T ];RRdnocyc).

(ii) If Rdcyc �= ∅ then there exists a sequence (uε, jε)ε>0 ⊂ � with Ĩε
0

(
uε(0)

) +
J̃ ε(uε, jε) � C for some C > 0 and (uε, jε)

�−→ (u, j) such that

jRdcyc ∈M([0, T ];RRdcyc)\L1([0, T ];RRdcyc).

As a consequence of Theorems 1.2 and 1.3(ii), if Rdcyc �= ∅ then there is a (u, j) ∈ �

with jRdcyc ∈M([0, T ];RRdcyc)\L1([0, T ];RRdcyc) for which Ĩ0
0

(
u(0)

)+ J̃ 0(u, j) � ∞.

1.9 Related Literature

As mentioned in the introduction, this work is related to classical quasi-steady state approxi-
mation theory; see e.g. [18, Sec. 4.2] or [20, Sec. 3.1]. We mention two recent works [10,33]
that study fast-reaction limits in connection with another underlying structure, namely a
gradient structure. A gradient structure consists of an energy 1

2Iε
0 (c) and a non-negative

convex dissipation potential 	ε
c (ξ) such that the evolution equation (1.1) can be rewritten as

D	ε
c(t)(ċ(t)) = −D 1

2Iε
0 (c(t)). Both studies work on the level of concentrations rather than

fluxes, under the assumption that the ε-dependent evolution equation (1.1) satisfies detailed
balance, and under the assumption that damped fluxes do not occur. The detailed balance
condition is needed for the ε-dependent equation to have a gradient structure, and the absence
of damped fluxes guarantees that the gradient structure is not destroyed in the limit.

Disser et al. [10] study general, possibly non-linear reaction networks with mass-action
kinetics. Under the detailed balance assumption such equations have a gradient structure with
quadratic dissipation potential, as discovered in [24,26]. The authors show the convergence
of that gradient structure by the notion of E-convergence as defined in [28]. In order to
do so they assume linearly independent stoichiometric coefficients, which can be seen as a
decoupling or orthogonality between the slow and the fast reactions. In this paper we do not
need such an assumption because the flux setting automatically decouples the reactions.
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Mielke and Stephan [33] study the linear setting, similarly to the current paper. Contrary to
Disser et al., theyuse the gradient structure that is related to the large-deviationprinciple (1.3b)
in the sense of [31], again under the detailed balance assumption. They prove the convergence
of that gradient structure, using the stronger notion of tilted EDP-convergence; see [23,
26,29]. This result implies convergence of the large-deviation rate functions Iε , under the
more restrictive assumptions mentioned above, but also for a wide range of tilted energies
simultaneously. In the recent follow-up paper [32], this setting is generalised to the case of
nonlinear systems, modelled on the class of chemical reactions with mass-action kinetics,
still under the detailed balance condition.

1.10 Overview

Section 2 contains preliminaries that are needed throughout the paper. In Sect. 3, we study
properties of the network, the continuity equations, and their limits, and we derive equicoer-
civity in �. In Sect. 4 we prove our main �-convergence result, Theorem 1.2. In Sect. 5 we
prove the relation between spikes and damped cycles, Theorem 1.3. Finally, in Sect. 6 we
derive implications for �-convergence of the density large deviations, and for convergence
of solutions to the effective dynamics.

2 Preliminaries

We first provide a list of basic facts that will be used throughout the paper. After this we
introduce the Orlicz space LC . Next we recall a FIR inequality that bounds the free energy
and Fisher information by the rate functional which will be needed to derive compactness
of densities later on. Finally, we state a number of convex dual formulations of a number of
relevant functionals.

2.1 Basic Properties

We will use the following properties of the functions s(·|·) and C . For any a, b � 0 and
p ∈ R, we have:

s(a | b) := a log
a

b
− a + b � s(αb | b)+ ∂as(αb | b) = (1− α)b + a logα ∀α > 0,

(2.1)

s(a | b) � a2

b
− 2a + b (using log x � x − 1), (2.2)

C (a) := inf
p−q=a s(p | 1)+ s(q | 1)

= s
( 1
2a +

√

1+ a2/4 | 1)+ s
(− 1

2a +
√

1+ a2/4 | 1)

=
∫ a

0
sinh−1(â/2) dâ = 2

(
cosh∗(a/2)+ 1

)
,

C ∗(p) := sup
a∈R

pa − C (a) (2.3)

= 2
(
cosh(p)− 1

)
, (2.4)
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s(a | b) = b
(
s(a/b | 1)+ s(1 | 1)) � bC ( a−bb ), (2.5)

C (δ p) = δ

∫ p

0
sinh−1(δq/2) dq

(concave)
� δ2

∫ p

0
sinh−1(q/2) dq = δ2C (p) ∀δ ∈ [0, 1],

(2.6)

C (δ p)
(convex)

� δC (p) ∀δ ∈ [0, 1]. (2.7)

2.2 Orlicz Space

The functions C ,C ∗ defined above form a convex dual pair of N-functions (“nice Young
functions” [39, Sec. 1.3]). The primal function C satisfies the �2 property: C (2p) � 4C (p)
(but C ∗ does not). We shall use the corresponding Orlicz space (see [39, Th. 3.3.13]):

LC ([0, T ];RR) :=
{
j : [0, T ] → R

R, ∃a > 0 such that
∑

r∈R
∫
[0,T ]C

( 1
a jr (t)

)
dt < ∞

}
,

‖ j‖LC := sup
ζ∈LC ∗

([0,T ];RR):∑
r∈R

∫
[0,T ]C ∗(|ζr (t)|) dt�1

∫

[0,T ]
| j(t) · ζ(t)| dt = inf

a>0

1
a

(
1+∑

r∈R
∫
[0,T ]C

(
a jr (t)

)
dt
)
. (2.8)

The final characterisation above implies that

a‖ j‖LC � 1+
∑

r

∫

[0,T ]
C
(
a jr (t)

)
dt for all a > 0. (2.9)

We also introduce the space (see [39, Prop. 3.4.3])

MC ∗
([0, T ];RR) :=

{
ζ : [0, T ] → R

R, ∀a > 0 there holds
∑

r∈R
∫
[0,T ]C

∗( 1
a ζr (t)

)
dt < ∞

}

= span
{
step functions ζ ∈ LC ∗

([0, T ];RR)
}LC ∗

� LC ∗
([0, T ];RR).

Then
(
MC ∗

([0, T ];RR)
)∗ � LC ([0, T ];RR) [39, Thms 4.1.6 & 4.1.7], and, since C sat-

isfies the �2-property, also
(
LC ([0, T ];RR)

)∗ � (LC ∗
([0, T ];RR) [39, Cor. 4.1.9]. In

particular, the first of these isomorphisms defines the weak-* topology on LC ([0, T ];RR).

2.3 An FIR Inequality

There are various related notions of Fisher information for discrete systems in the literature
[7,15,25]. The notion that we use is:

FIε(u) := 1

2

∑

r∈R

∫

[0,T ]
κε
r πε

r−

(√
ur−(t)−

√
ur+(t)

)2
dt, (2.10)

where κε
r πε

r−ur+(t) = κε
r

πε
r−

πε
r+

ρr+(t) appears as the backward jump rate for the time-reversed

process. This expression can be recognised as a weighted version of the Hellinger distance
between two measures ur− and ur+ on the set of edges R.

Recall the definitions of Ĩ0 from (1.11) and J̃ ε from (1.10). Using arguments fromMacro-
scopic Fluctuation Theory, one can show the following inequality, that is sometimes known
as the FIR inequality in the literature [17,19,40]:
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Lemma 2.1 (FIR inequality) Let (uε
V0

, uε
V1

, jεRslow
, jεRdamp

, j̃ ε
Rfcyc

) ∈ � be such that

Ĩε
0 (u

ε(0))+ J ε(uεπε, jε) < ∞. Then

sup
0�t�T

1
2 Ĩε

0 (u
ε(t))+ FIε(uε) � 1

2 Ĩε
0 (u

ε(0))+ J ε(uεπε, jε). (2.11)

The proof is a simple rewriting of the results of [17], [19, Cor. 4] and [40], and we omit it.
From the boundedness of Ĩε

0 (u
ε(0)) + J ε(uεπε, jε) assumed above, the inequality (2.11)

implies boundedness of both Ĩε
0 (u

ε(T )) and FIε(uεπε); this will be important in deducing
compactness for the densities uε

V1
.

2.4 Dual Formulations

We recall convex dual formulations for the entropic and quadratic functionals and the Fisher
information.

Lemma 2.2 ([37, Prop. 3.5], [2, Lemma 9.4.4]) If u ∈ L1([0, T ]),

sup
ζ∈C([0,T ])

∫

[0,T ]
[
ζ(t) j(t)− u(t)(eζ(t) − 1)

]
dt =

{∫
[0,T ] s( j(t) | u(t)) dt, if j ∈ L1([0, T ]), j � u,

∞, otherwise,

and if u ∈M([0, T ]),

sup
ζ∈C([0,T ])

∫

[0,T ]
[
ζ(t) j(dt)− u(dt)(eζ(t) − 1)

] =
{∫

[0,T ] s( j | u)(dt), if j ∈M([0, T ]), j � u,

∞, otherwise,

using the notation (1.12).

Lemma 2.3 ([2, Lemma 9.4.4]) If u ∈ L1([0, T ]), u � 0, then

sup
ζ∈C([0,T ])

∫

[0,T ]

[
ζ(t)j̃ (t)− 1

2u(t)ζ(t)2
]
dt =

{
1
2

∫
[0,T ]

( j̃ (t)
u(t)

)2
u(t) dt, if j̃ � u,

∞, otherwise.

Proposition 2.4 For u ∈ L1([0, T ];RV ),

FIε(u) = sup
p∈C([0,T ];R2R):
pr−<1, pr+<1,

(pr−−1)(pr+−1)>1

∑

r∈R
κε
r−π

ε
r−

∫

[0,T ]
κε
r−π

ε
r−
[
pr−(t)ur−(t)+ pr+(t)ur+(t)

]
dt .

Proof The proof follows from a simple duality argument, using the property

(
√
a −√b)2 = sup

p<1,q<1,(p−1)(q−1)>1
ap + bq.
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Remark 2.5 The duality formulation above gives an interpretation of FIε for measure-valued
u. In fact, the supremum is finite for any finite measure u:

sup
p∈C([0,T ];R2R):
pr−<1,pr+<1,

(pr−−1)(pr+−1)>1

∑

r∈R
κε
r−π

ε
r−

∫

[0,T ]
[
pr−(t)ur−(dt)+ pr+(t)ur+(dt)

]

= sup
q∈C([0,T ];R2R):
qr−>0,qr+>0,
qr−qr+>1

∑

r∈R
κε
r−π

ε
r−

∫

[0,T ]
[
(1− qr−(t))ur−(dt)+ (1− qr+(t))ur+(dt)

]

�
∑

r∈R
κε
r−π

ε
r−
(‖ur−‖TV + ‖ur+‖TV

)
.

This shows that a uniformly bounded Fisher information does not rule out the development
of singularities in the densities, as explained in Sect. 1.8.

3 Network Properties and Compactness

In this section we study the network decomposition introduced in Sects. 1.5, 1.4, 1.3, and
in particular the implications for the continuity equation. We derive estimates for sublevel
sets of the rate functional and deduce compactness of these sublevel sets in the topological
space � as defined in Sect. 1.7. We then use that topology to derive the limiting continuity
equations. In addition, we show that any sequence of bounded cost will equilibrate over the
fast cycle components, and then prove a stronger equilibration result that will be needed in
the construction of the recovery sequence in Sect. 4.

3.1 Network Properties and the Continuity Equations

As mentioned in Sect. 1.3, the absence of leak fluxes, through which the non-equilibrium
steady state flux is of order ε, implies that V = V0 ∪ V1. We first prove this claim.

Lemma 3.1 Let πε be the unique invariant measure of (1.1). Let us repeat the assumptions
from Sect. 1:

1. πε is normalised, i.e.
∑

x∈V πε
x = 1;

2. The graph (V,R) is diconnected;
3. There are no ‘leak’ fluxes: if r ∈ Rslow then r− ∈ V0.

Then V = V0 ∪ V1, i.e. for each x ∈ V , either πε
x or ε−1πε

x converges to a positive limit.

Proof The invariant measure πε satisfies the equation
( ∑

r∈R: r−=x

κε
r

)
πε
x =

∑

r∈R: r+=x

κε
r πε

r− for each x ∈ V. (3.1)

To force a contradiction, assume that Ṽ := V \ (V0 ∪V1) is non-empty. By summing (3.1)
over x ∈ V0∪V1 and cancelling terms that appear on both sides we deduce a ‘macro’ version
of (3.1),

∑

r∈R: r+∈Ṽ,
r−∈V0∪V1

κε
r πε

r− =
∑

r∈R: r−∈Ṽ,
r+∈V0∪V1

κε
r πε

r− . (3.2)
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Pick edges with leading order fluxes:

r in ∈ argmax
{
κε
r πε

r− : r ∈ R, r− ∈ V0 ∪ V1, r+ ∈ Ṽ},
rout ∈ argmax

{
κε
r πε

r− : r ∈ R, r− ∈ Ṽ, r+ ∈ V0 ∪ V1
}
.

It follows from (3.2) that

1

|R|
κε
r in

πε

r in−
κε
rout

� πε
rout−

� |R|
κε
r in

πε

r in−
κε
rout

.

As leak fluxes do not occur, κε
r in

πε

r in−
is of either order 1 or 1/ε. Therefore πε

rout−
must be either

of order 1, ε or 1/ε, the latter being ruled out by the normalisation assumption. We conclude
that rout− ∈ V0 ∪ V1 which contradicts rout− ∈ Ṽ .

We further decomposed V0 into V0fcyc and V0slow, where V0fcyc is defined as all nodes
x ∈ V0 such there is at least least one fast reaction that leaves x . The name V0fcyc (‘fast
cycle’) reflects the fact that all nodes in this set belong to a cycle of fast fluxes, as the
following simple lemma shows:

Lemma 3.2 The subgraph (V0fcyc,Rfcyc) consists purely of cycles. More explicitly, let x1 ∈
V0fcyc. Then there exists a cycle (rk)Kk=1 ⊂ Rfcyc, rk+ = rk+1− for k = 1, . . . , K − 1, r1− =
x1 = r K+ . Similarly any r ∈ Rfcyc is part of such a fast cycle.

Proof Let r1 ∈ Rfcyc with r1− = x1, which exists by assumption x0 ∈ V0fcyc, and let
x2 := r1+. The equilibrium equation in x2 reads:

πε
x2

∑

r∈R:r−=x2

κε
r =

∑

r∈R:r+=x2

κε
r πε

r− � κε
r1π

ε
x1 .

The right-hand side is of order 1/ε, and so for the left-hand side πε
x2

must be order 1 (or

higher, which is ruled out by assumption), and the sum contains at least one r2 := r ∈ Rfast.
It follows that x2 ∈ V0fcyc and r2 ∈ Rfcyc. We then repeat the same argument, which only
terminates when xK+1 = x1. The second claim is true by the same argument.

We can then enumerate all possible edges from and to V0slow, V0fcyc, and V1.

Lemma 3.3 (i) If x ∈ V0slow, then all incoming edges r ∈ R, r+ = x are either in Rslow or
in Rdamp, and all outgoing edges r ∈ R, r+ = x are in Rslow.

(ii) If x ∈ V0fcyc, then the incoming edges could be of any type, and all outgoing edges
r ∈ R, r− = x are either in Rslow or in Rfcyc.

(iii) If x ∈ V1, then all incoming fluxes r ∈ R, r+ = x are either in Rslow or Rdamp, and all
outgoing fluxes r ∈ R, r− = x are in Rdamp.

Proof For x ∈ V0slow or V0fcyc, the statement follows immediately from the definitions of
Rslow,Rdamp and Rfcyc. For x ∈ V1 any slow outgoing edge will be of leak type that we
ruled out by assumption and any fast outgoing edge is damped. Since all outgoing edges are
of order 1, an incoming fast cycle edge of order 1/ε would imply that πε

x is of order 1/ε,
which is ruled out by the conservation of mass.

We can now write down the rescaled continuity equations. Although for any ε > 0 all
densities u and fluxes j and j̃ have W 1,1 and L1 regularity respectively, provided the rate
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functional (1.6) is finite, some of this regularity is lost in the regime ε → 0. Therefore it will
be useful to write the continuity equations in a different form. In the following we will say
that

πε
x u̇

ε
x =

∑

r

jεr in the weak sense,

whenever

−
∫

[0,T ]
φ̇(t) πε

x u
ε
x (dt) =

∑

r

∫

[0,T ]
φ(t) jεr (dt) for all φ ∈ C1

0([0, T ]), (3.3)

where we identify ux (dt) = ux (t) dt and jr (dt) = jr (t) dt wherever possible. If for a fixed
ε > 0 we have Ĩε

0 + J̃ ε < ∞, then by (1.6) we know that all densities are absolutely
continuous and all fluxes have L1-densities. We will then say that

πε
x u̇

ε
x =

∑

r

jεr in the mild sense,

whenever for all 0 � t0 � t1 � T ,

πε
x u

ε
x (t1)− πε

x u
ε
x (t0) =

∑

r

∫ t1

t0
jεr (t) dt . (3.4)

Corollary 3.4 After rescaling, the continuity equations (1.4) and (1.9) are, for fixed ε > 0, in
the weak sense,

πε
cu

ε
c =

∑

x∈c
πε
x u

ε
x for c ∈ C, (3.5a)

πε
x u̇

ε
x =

∑

r∈Rslow :
r+=x

jεr +
∑

r∈Rdamp :
r+=x

jεr −
∑

r∈Rslow :
r−=x

jεr for x ∈ V0slow, (3.5b)

πε
x u̇

ε
x =

∑

r∈Rslow :
r+=x

jεr +
∑

r∈Rdamp :
r+=x

jεr −
∑

r∈Rslow :
r−=x

jεr

+
∑

r∈Rfcyc :
r+=x

(
1
ε
κrπ

ε
r−u

ε
r− + 1√

ε
j̃ ε
r

)
−

∑

r∈Rfcyc :
r−=x

(
1
ε
κrπ

ε
r−u

ε
r− + 1√

ε
j̃ ε
r

)
, for x ∈ V0fcyc, (3.5c)

πε
x u̇

ε
x =

∑

r∈Rslow :
r+=x

jεr +
∑

r∈Rdamp :
r+=x

jεr −
∑

r∈Rdamp :
r−=x

jεr , for x ∈ V1. (3.5d)

If in addition Ĩε
0 (u

ε(0))+ J̃ ε(uε, jε) < ∞, then these equations also hold in the mild sense
of (3.4).

3.2 Boundedness of Densities and Fluxes

The aim of this section is to prove uniform bounds that are needed to derive the equicoercivity
Theorem 1.1 later on.

Lemma 3.5 (Boundedness of densities) Let (uε, jε)ε>0 ⊂ � such that Ĩε
0

(
uε(0)

) +
J̃ ε(uε, jε) � C for some C > 0. Then

1. (uε
V0slow

, uε
C) and uε

V0fcyc
are uniformly bounded in C([0, T ];RV0slow∪C) and

L∞([0, T ];RV0fcyc);
2. (uε

V0slow
, uε

V0fcyc
, uε

V1
) is uniformly bounded in L1([0, T ];RV0slow∪V0fcyc∪V1);
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3. ε‖uε
x‖C([0,T ]) −→ 0 for all x ∈ V1 as ε → 0.

Proof From (2.1) and mass conservation we derive a uniform bound on the total mass for
each t ∈ [0, T ]:

∑

x∈V
πε
x u

ε
x (t) =

∑

x∈V
πε
x u

ε
x (0) � Ĩε

0 (u
ε(0))+ (e − 1)

∑

x

πε
x � C + e − 1. (3.6)

This implies the C-bounds on uε
V0slow

, uε
C, and the L∞ bound on uε

V0fcyc
.

From the FIR inequality (2.11) we deduce that

C � 1
2 Ĩε

0

(
uε(0)

)+ J̃ ε
(
uε
V0

, uε
V1

, jεRslow
, jεRdamp

, j̃ ε
Rfcyc

)

� FIε(uε) = 1

2

∑

r∈R
κε
r πε

r−

∫

[0,T ]

(√
uε
r−(t)−

√
uε
r+(t)

)2
dt . (3.7)

Hence by (1.7), for ε sufficiently small and any r ∈ R:

∫

[0,T ]

(√
uε
r−(t)−

√
uε
r+(t)

)2
dt �

⎧
⎪⎪⎨

⎪⎪⎩

4C
κrπr−

, r ∈ Rslow,

4C
κr π̃r−

, r ∈ Rdamp,

4C
κrπr−

ε, r ∈ Rfcyc.

Since V is finite, V0 cannot be empty, since otherwise the total mass in the system would
vanish. Take an arbitrary x0 ∈ V0; by (3.6) we have ‖uε

x0
‖L∞(0,T ) � 2(C + e − 1)/πx0 for

sufficiently small ε. Now take an arbitrary y ∈ V . By irreducibility of the graph (V,R) there

exists a sequence of edges x0
r01−→ x1

r12−→ . . . → xn = y. For the first edge we find, using
the inequality a � 2(

√
a −√b)2 + 2b,

∫

[0,T ]
uε
x1(t) dt � 2

∫

[0,T ]

(√
uε
x0

(t)−
√
uε
x1

(t)
)2

dt

+2
∫

[0,T ]
uε
x0(t) dt � 8C

κ01πx0
+ 4T

C + e − 1

πx0
.

Repeating this procedure for all edges yields that uε
y is uniformly bounded in L1(0, T ).

Finally we prove the vanishing of εuε
V1
.We also deduce from (2.11) that for all 0 � t � T ,

C � 1

2
Ĩε
0
(
uε(t)

)
� 1

2

∑

x∈V1

s(εuε
x (t)π̃

ε
x | επ̃ε

x ) = 1

2

∑

x∈V1

επ̃ε
x s(u

ε
x (t) | 1) �

∑

x∈V1

επ̃ε
x η

(
uε
x (t)

)
,

with η(τ) :=
{
1
2

[
τ log τ − τ + 1

]
if τ � 1,

0 if 0 � τ � 1.

Since the π̃ ε
x are bounded away from zero, we find that

η
(
uε
x (t)

)
� C

ε
�⇒ 0 � uε

x (t) � η−1
(C

ε

)
,

where η−1 is the right-continuous generalised inverse of η. Since η is superlinear at infinity,
εη−1(C/ε) → 0 as ε → 0, and we find that ε‖uε

V1
‖C([0,T ]) −→ 0 as ε → 0.

Lemma 3.6 (Boundedness of slow fluxes) Let (uε, jε)ε>0 ⊂ � such that Ĩε
0

(
uε(0)

) +
J̃ ε(uε, jε) � C for some C > 0. Then the slow fluxes jεRslow

are uniformly bounded in
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LC ([0, T ];RRslow). It follows that there is a non-decreasing function ω : [0,∞) → [0,∞)

with limσ↓0 ω(σ) = 0 such that for all 0 � t0 � t1 � T ,

sup
ε>0

∑

r∈Rslow

∫ t1

t0
jεr (t) dt � ω(t1 − t0). (3.8)

Proof Again by (1.6) we know that jεRslow
and ρε

V0
both have L1-densities. Writing Z :=

(C + e − 1)
∑

r∈Rslow
κr ,

C
(1.10)

�
∑

r∈Rslow

∫

[0,T ]
[
s
(
jεr (t) | πε

r−u
ε
r−κr )

)− πε
r−u

ε
r−(t)κr︸ ︷︷ ︸

non-increasing in πε
r−uε

r−(t)κr

+πε
r−u

ε
r−(t)κr︸ ︷︷ ︸
�0

]
dt

(3.6)

�
∑

r∈Rslow

∫

[0,T ]
[
s
(
jεr (t) | Z)− Z

]
dt

(2.5)

� Z
∑

r∈Rslow

∫

[0,T ]
C
( jεr (t)− Z

Z

)
dt − Z |Rslow|T

(2.9)

� ‖ jε − Z‖LC ([0,T ];RRslow ) − Z(|Rslow|T + 1).

The proof of estimate (3.8) follows from the definition (2.8) of the Orlicz norm and the
superlinearity of C . Define the function

ω : [0,∞) → [0,∞), ω(σ ) := inf
β>0

{
C̃

β
: |Rslow|C ∗(β) � 1

σ

}

,

where C̃ is the bound on jεRslow
in LC ([0, T ];RRslow+ ). The function ω is non-decreasing by

construction, and limσ↓0 ω(σ) = 0 because C ∗ is finite on all of R.
Fix 0 � t0 � t1 � T and take β > 0 such that (t1 − t0)|Rslow|C ∗(β) � 1. Set

ζr (t) := β1[t0,t1](t)1Rslow(r).

Then
∑

r∈R
∫
[0,T ]C

∗(ζr (t)
)
dt � 1 and so ζ ∈ LC ∗

([0, T ];RR). Plugging this function ζ

in (2.8) produces the estimate

∑

r∈Rslow

∫ t1

t0
jεr (t) dt =

∑

r∈Rslow

1

β

∫

[0,T ]
jεr (t)ζ(t) dt � 1

β
‖ jεRslow

‖LC ([0,T ];RRslow ) � C̃

β
.

The estimate (3.8) follows from taking the infimum over β.

Although the form of the rate functional is almost the same for the slow and damped
fluxes, the damped fluxes lack a C([0, T ])-bound on the corresponding densities. Therefore
we obtain a weaker bound on the damped fluxes:

Lemma 3.7 (Boundedness of damped fluxes) Let (uε, jε)ε>0 ⊂ � such that Ĩε
0

(
uε(0)

) +
J̃ ε(uε, jε) � C for some C > 0. Then the damped fluxes jεRdamp

are uniformly bounded in

L1([0, T ];RRdamp). In addition, for all σ > 0,

lim sup
ε→0

sup
0�t0�t1�T :
|t1−t0|<σ

∑

r∈Rdamp:
r+∈V0

∫ t1

t0
jεr (t) dt � ω(σ), (3.9)

where ω is the modulus of continuity of Lemma 3.6.
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Proof Again by (1.10) we can assume that uε
V1

and jεRdamp
have L1-densities, at least for

ε > 0. This allows us to write

C
(1.10)

�
∑

r∈Rdamp

∫

[0,T ]
s
(
jεr (t) | 1

ε
κrπ

ε
r−u

ε
r−(t)

)
dt

(2.1)

�
∑

r∈Rdamp

∫

[0,T ]
(
(1− e) 1

ε
κrπ

ε
r−u

ε
r− + jεr (t)

)
dt,

and so ‖ jεRdamp
‖L1([0,T ];Rdamp)

� C + (e − 1)‖uε
V1
‖
L1([0,T ];RV1+ )

supε>0,r∈Rdamp
1
ε
κrπ

ε
r−,

which is uniformly bounded by Lemma 3.5 and the assumption 1
ε
πε
r− → π̃r− .

Next we prove the estimate (3.9) by summing the mild formulation of the continuity
equations (3.5d) over all x ∈ V1, for arbitrary 0 � t0 � t1 � T :

∑

r∈Rdamp:
r−∈V1

∫ t1

t0
jεr (t) dt −

∑

r∈Rdamp:
r+∈V1

∫ t1

t0
jεr (t) dt =

∑

r∈Rslow:
r+∈V1

∫ t1

t0
jεr (t) dt −

∑

x∈V1

πε
x

(
uε
x (t1)− uε

x (t0)
)
.

Since the first two sums have common terms corresponding to r−, r+ ∈ V1, we can remove
them to find

∑

r∈Rdamp:
r−∈V1
r+∈V0

∫ t1

t0
jεr (t) dt −

∑

r∈Rdamp:
r−∈V0
r+∈V1

∫ t1

t0
jεr (t) dt =

∑

r∈Rslow:
r+∈V1

∫ t1

t0
jεr (t) dt −

∑

x∈V1

πε
x

(
uε
x (t1)− uε

x (t0)
)
.

The second sum is a sum over the empty set, and applying the estimate (3.8) we find

∑

r∈Rdamp:
r−∈V1
r+∈V0

∫ t1

t0
jεr (t) dt � ω(t1 − t0)+

∑

x∈V1

πε
x ‖uε

x‖C([0,T ]).

The estimate (3.9) then follows from part 3 of Lemma 3.5 together with 1
ε
πε
r− → π̃r− .

Lemma 3.8 (Boundedness of fast fluxes) Let (uε, jε)ε>0 ⊂ � such that Ĩε
0

(
uε(0)

) +
J̃ ε(uε, jε) � C for some C > 0. Then the fast cycle fluxes j̃ ε

Rfcyc
are uniformly bounded in

LC ([0, T ];RRfcyc).

Proof Similar to the proof of Lemma 3.6 we write Z := (C + e − 1)
∑

r∈Rfcyc
κr , so that

due to the total mass estimate (3.6), for each r ∈ Rfcyc:

κrπ
ε
r−u

ε
r−(t)/Z � 1. (3.10)
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Again using the existence of L1-densities:

C
(1.10)

�
∑

r∈Rfcyc

∫

[0,T ]
s
(
1
ε
κrπ

ε
r−u

ε
r−(t)+

1√
ε
j̃ ε
r (t)

∣
∣
∣ 1

ε
κrπ

ε
r−u

ε
r−(t)

)
dt

(2.5)

�
∑

r∈Rfcyc

∫

[0,T ]
1
ε
κrπ

ε
r−u

ε
r−(t)C

⎛

⎝
1√
ε
j̃ ε
r (t)

1
ε
κrπε

r−u
ε
r−(t)

⎞

⎠ dt

(2.6)

�
∑

r∈Rfcyc

∫

[0,T ]
Z

κrπ
ε
r−u

ε
r−(t)

Z
C

(
j̃ ε
r (t)/Z

κrπε
r−u

ε
r−(t)/Z

)

dt

(2.7),(3.10)

�
∑

r∈Rfcyc

∫

[0,T ]
Z C

(
j̃ ε
r (t)

Z

)

dt

(2.9)

� ‖j̃ ε‖
LC ([0,T ];RRfcyc )

− Z .

Lemma 3.9 (Equicontinuity of uε
V0slow

and uε
C.)

Let (uε
V0

, jε)ε>0 ⊂ � such that Ĩε
0

(
uε(0)

)+ J̃ ε(uε, jε) � C for some C > 0. Then there
exists a continuous non-decreasing function ω : [0,∞) → [0,∞) with limσ↓0 ω(σ) = 0
such that for all 0 � t0 � t1 � T ,

lim sup
ε→0

{∑

c∈C
|uε

c(t1)− uε
c(t0)| +

∑

x∈V0slow

|uε
x (t1)− uε

x (t0)|
}

� ω(t1 − t0). (3.11)

Proof Fix 0 � t0 � t1 � T . Take x ∈ V0slow and note that by (3.5b) and (3.8)

πε
x

(
uε
x (t1)− uε

x (t0)
)

� −
∑

r∈Rslow:
r−=x

∫ t1

t0
jεr (t) dt � −ω(t1 − t0),

where we again used the mild formulation of the continuity equations. To estimate the dif-
ference from the other side we write

πε
x

(
uε
x (t1)− uε

x (t0)
)

�
∑

r∈Rslow:
r+=x

∫ t1

t0
jεr (t) dt +

∑

r∈Rdamp:
r+=x

∫ t1

t0
jεr (t) dt

� ω(t − s)+
∑

r∈Rdamp:
r+=x

∫ t1

t0
jεr (t) dt,

and by (3.9) one part of (3.11) follows.
The same line of reasoning leads to a corresponding statement about |uε

c(t1)− uε
c(t0)| for

any c ∈ C, after one sums the continuity equations (3.5c) over all x ∈ c to find

∑

x∈c
πε
x

(
uε
x (t1)− uε

x (t0)
) =

∑

r∈Rslow:
r+∈c

∫ t1

t0
jεr (t) dt +

∑

r∈Rdamp:
r+∈c

∫ t1

t0
jεr (t) dt −

∑

r∈Rslow:
r−∈c

∫ t1

t0
jεr (t) dt .

We omit the details.
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3.3 Compactness of Densities and Fluxes

In this brief section we derive the compactness of level sets, and hence the equicoercivity of
Theorem 1.1.

Corollary 3.10 Let (uε, jε)ε>0 ⊂ � such that Ĩε
0

(
uε(0)

)+ J̃ ε(uε, jε) � C for some C > 0.
Then one can choose a sequence εn → 0 and a limit point (u, j) ∈ � such that

uεn
V0slow

−→ uV0slow in C([0, T ];RV0slow), (3.12a)

uεn
V0fcyc

∗−−⇀ uV0fcyc in L∞([0, T ];RV0fcyc), (3.12b)

uεn
C −→ uC in C([0, T ];RC), (3.12c)

uεn
V1

narrow−−−−⇀ uV1 in M([0, T ];RV1), (3.12d)

ε uε
V1
−→ 0 in C([0, T ];RV1), (3.12e)

jεnRslow

∗−−⇀ jRslow in LC ([0, T ];RRslow), (3.12f)

jεnRdamp

narrow−−−−⇀ jRdamp in M([0, T ];RRdamp), (3.12g)

j̃
εn
Rfcyc

∗−−⇀ j̃Rfcyc in LC ([0, T ];RRfcyc). (3.12h)

It follows that uV0slow and uC are continuous.

Proof The boundedness given by Lemmas 3.5, 3.6, and 3.7 immediately implies the weak-∗
and narrow compactness of (3.12b), (3.12d), (3.12e), (3.12f), (3.12g), and (3.12h); we extract
a subsequence that converges in this sense.

The additional uniform convergences of (3.12a) and (3.12c) follow from an alternative
version of the classical Arzelà-Ascoli theorem, which we state and prove in the appendix.
This version applies to sequences that are uniformly bounded and asymptotically uniformly
equicontinuous. The uniform boundedness of uεn

V0slow
and uεn

C follow by Lemma 3.5, and
the asymptotic uniform equicontinuity is the statement of Lemma 3.9. The uniform conver-
gences (3.12a) and (3.12c) then follow by Theorem A.1 (up to extraction of a subsequence).

Remark 3.11 A similar coercivity result is proven in [33, Prop. 5.9] for a system in detailed
balance and with Rdamp = ∅ = V1. More precisely, they obtain uniform compactness of
(uε

V0slow
, uε

C) as we do, and strong L2-compactness of uε
V0fcyc

. Our strengthened equilibration
Lemma 3.17 will imply strong L p-compactness of uε

V0fcyc
for any 1 � p < ∞.

From now on we shall consider sequences that converge in the sense of (3.12).

3.4 Equilibration on Fast Cycle Components

In this section we prove that all mass on fast cycles will instaneously spread over each node
in the fast cycle component.

Lemma 3.12 Let (uε, jε)ε>0 ⊂ � such that Ĩε
0

(
uε(0)

)+ J̃ ε(uε, jε) � C converge to (u, j)
in � in the sense of (3.12). Then ux (t) ≡ uc(t) for almost every t ∈ [0, T ] and each
component c ∈ C, and div j̃Rfcyc(t) ≡ 0 for almost every t ∈ [0, T ].
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Proof For any x ∈ c ∈ C and t ∈ [0, T ], the mild formulation of the continuity equation is:

πε
x u

ε
x (t)− πε

x u
ε
x (0) =

∑

r∈Rslow:
r+=x

∫ t

0
jεr (s) ds +

∑

r∈Rdamp:
r+=x

∫ t

0
jεr (s) ds −

∑

r∈Rslow:
r−=x

∫ t

0
jεr (s) ds

+
∑

r∈Rfcyc:
r+=x

1

ε
κrπ

ε
r−

∫ t

0
uε
r−(s) ds +

1√
ε

∫ t

0
j̃ ε
r (s) ds

−
∑

r∈Rfcyc:
r−=x

1

ε
κrπ

ε
r−

∫ t

0
uε
r−(s) ds +

1√
ε

∫ t

0
j̃ ε
r (s) ds. (3.13)

All terms in the first line are uniformly bounded in L1(0, T ), and the same holds for the
uε and j̃ in the second and third lines. First multiplying the equation by ε, and then letting
ε → 0 thus yields:

∑

r∈Rfcyc:
r+=x

κrπr−ur−(t) =
∑

r∈Rfcyc:
r−=x

κrπr−ur−(t).

Without the ur−(t) factors, this is exactly the equation for the steady state π for a network
consisting only of the fast edges. Since the component c containing x is diconnected, this
equation has a unique solution up to a multiplicative constant, i.e. ux (t) ≡ ac(t) on c, for
some ac ∈ L∞([0, T ]). To identify ac, use (3.5a) together with the convergences (3.12b) and
(3.12c) to find for the limit

πcuc ← πε
c u

ε
c =

∑

x∈c
πε
x u

ε
x⇀

∑

x∈c
πxux = πcac,

so that indeed ux ≡ ac = uc.
The same argument, multiplying (3.13) by

√
ε and letting ε → 0, shows that

∑

r∈Rfcyc:
r+=x

j̃r (t) =
∑

r∈Rfcyc:
r−=x

j̃r (t).

Remark 3.13 Alternatively, the fact that u is constant on c can also be seen from the FIR
inequality (3.7) together with the lower semicontinuity that follows from Proposition 2.4.
The FIR inequality can however not be used tomake a similar statement about divergence-free
fast fluxes.

3.5 The Limiting Continuity Equations

We again place ourselves in the setting of Sect. 3.3 and derive the continuity equations
satisfied in the limit.

Lemma 3.14 Let (uε, jε)ε>0 ⊂ � be such that Ĩε
0

(
uε(0)

) + J̃ ε(uε, jε) � C, and assume
that (uε, jε) converges to (u, j) in the sense of (3.12). Then the limit satisfies the continuity
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equations

πx u̇x =
∑

r∈Rslow:
r+=x

jr +
∑

r∈Rdamp:
r+=x

jr −
∑

r∈Rslow:
r−=x

jr , for x ∈ V0slow, (3.14a)

πcu̇c =
∑

r∈Rslow:
r+∈c

jr +
∑

r∈Rdamp:
r+∈c

jr −
∑

r∈Rslow:
r−∈c

jr , for c ∈ C, (3.14b)

ux = uc and
∑

r∈Rfcyc:
r+=x

j̃r =
∑

r∈Rfcyc:
r−=x

j̃r , for x ∈ c ∈ C, (3.14c)

0 =
∑

r∈Rslow:
r+=x

jr +
∑

r∈Rdamp:
r+=x

jr −
∑

r∈Rdamp:
r−=x

jr , for x ∈ V1. (3.14d)

These equations hold on [0, T ] in the weak sense of (3.3).

Proof Equation (3.14a) follows directly from Eq. (3.5b) by the convergence properties of
Corollary 3.10. For fixed c ∈ C we sum equation (3.5c) over all x ∈ c to find

∑

x∈c
πε
x u̇

ε
x =

∑

r∈Rslow:
r+∈c

jεr +
∑

r∈Rdamp:
r+∈c

jεr −
∑

r∈Rslow:
r−∈c

jεr .

Note that the final two sums in (3.5c) cancel by Lemma 3.2. The left-hand side equals πε
c u̇

ε
c

and converges in distributional sense by (3.12c); the remaining terms also converge by (3.12f)
and (3.12g). The limit equation is (3.14b).

Equation (3.14c) is the content of Lemma 3.12. Finally, to prove (3.14d) we write (3.5d)
for x ∈ V1 as

επ̃ε
x u̇

ε
x =

∑

r∈Rslow:
r+=x

jεr +
∑

r∈Rdamp:
r+=x

jεr −
∑

r∈Rdamp:
r−=x

jεr .

The left-hand side converges to zero in distributional sense by (3.12e), and the right-hand
side again converges by (3.12f) and (3.12g).

As an immediate consequence, the �-limit Ĩ0
0 + J̃ 0 from Theorem 1.2 can only be finite

if these limit continuity equations (3.14) hold.
Note that although the densities uV1 do appear in the limit rate functional J̃ 0

damp, they
become decoupled from the other variables in the sense that they have vanished completely
from the continuity equations. Furthermore, if one does not take fluxes into account, the mass
flowing into a V1 node will be instantaneously distributed over the next nodes, which would
lead to a contracted network as drawn on the right of Fig. 2. At the level of fluxes this is
contraction is reflected in (3.14d).

Remark 3.15 Note that L∞([0, T ]) � ux
a.e.= uc ∈ C([0, T ]), so that in general ux (0) �=

uc(0); the mass that is initially present will be spread out over the component c at every
positive time t > 0, but not at t = 0. The same principle can be seen seen in the strengthened
equilibration in the next section, which only holds in the time interval [t0, T ] for any t0 > 0.

Remark 3.16 If there are no damped cycles, as in Sect. 1.8, then Lemmas 3.7 and 3.14 show
that uV0slow ∈ W 1,C ([0, T ];RV0slow) and similarly uC ∈ W 1,C ([0, T ];RC).
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3.6 Strengthened Equilibration on Fast Cycle Components

In the previous sections we derived that for a sequence with uniformly bounded cost Ĩε
0+J̃ ε ,

concentrations uε
x in a fast cycle x ∈ c ∈ C converge weakly-* in L∞([0, T ]), whereas the

weighted sum uε
c converges uniformly inC([0, T ]). We now show that the convergence of uε

x
can be strengthened to uniform convergence as well, as long as one does not include time 0 in
the interval. This result will be needed later on for the construction of the recovery sequence,
see Sect. 4.2.

Recall from Sect. 3.2 that sequences with bounded cost have uniformly bounded fluxes in
L1. Together with the continuity equations, this will be the only requirement of the following
result.

Lemma 3.17 Let (uε, jε)ε>0 in � such that each (uε, jε) satisfy the continuity equa-
tions (3.5), and assume that all fluxes jεRslow

, jεRdamp
, j̃ ε

Rfcyc
are L1-valued and uniformly

bounded in L1(0, T ;RRslow), L1(0, T ;RRdamp) and L1(0, T ;RRfcyc), and that uε
C → uC in

C([0, T ];RC). Then for any t0 ∈ (0, T ],
uε
x → uc strongly in L∞([t0, T ]) for each x ∈ c ∈ C. (3.15)

If in addition,

−( div jε(t)
)
x :=

∑

r∈Rslow:
r+=x

jεr (t)+
∑

r∈Rdamp:
r+=x

jεr (t)−
∑

r∈Rslow:
r−=x

jεr (t),

and

− 1√
ε

(
div j̃ ε(t)

)
x :=

1√
ε

∑

r∈Rfcyc:
r+=x

j̃ ε
r (t)− 1√

ε

∑

r∈Rfcyc:
r−=x

j̃ ε
r (t)

are both uniformly bounded in L∞(0, T ;RV0fcyc) and uε
x (0) = uε

c(0) for each x ∈ c ∈ C,
then

uε
x → uc strongly in L∞([0, T ]) for each x ∈ c ∈ C. (3.16)

Proof We prove the result for one fast cycle c ∈ C; for the length of this proof we therefore
restrict the parameter x to the elements of c. To exploit the stochastic structure we temporarily
write ρε

x (t) := πε
x u

ε
x (t), and

(
ATρε(t)

)
x :=

∑

r∈Rfcyc:
r+=x

κrρ
ε
r−(t)− ρε

x (t)
∑

r∈Rfcyc:
r−=x

κr ,

so that A is the generator matrix of the Markov chain that consists of the irreducible fast
cycle c, which does not depend on ε. Note that A has one-dimensional kernel spanned by the
all-ones vector 1 := (1, . . . , 1), and AT has one-dimensional kernel spanned by πε . Recall
from (3.5c) that for each x ∈ c:

ρ̇ε
x (t) = −( div jε(t)

)
x − 1√

ε

(
div j̃ ε(t)

)
x + 1

ε

(
ATρε(t)

)
x =: f ε

x (t)+ 1
ε

(
ATρε(t)

)
x .
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Writing με
x (t) := ρε

x (t) − (πε
x /π

ε
c )
∑

y∈c ρε
y(t), we calculate, using the characterisation of

the kernel of A, that

μ̇ε
x (t) = f ε

x (t)− πε
x

πε
c

∑

y∈c
f ε
y (t)

︸ ︷︷ ︸
gε
x (t)

+1

ε

(
ATμε(t)

)
x for x ∈ c.

This equation can be integrated to

με(t) = eA
Tt/εμε(0)+

∫ t

0
eA

T(t−s)/εgε(s) ds.

Recall that A is irreducible so that it has only one zero eigenvalue and no other eigenvalues
on the imaginary axis (e.g. [13, Lemma V.4.2]). We restrict the operator AT to the orthogonal
complement of the zero eigenspace by defining

1⊥ := {ν ∈ R
c : 1Tν = 0}, and B := AT

∣
∣
∣
1⊥

,

and equip 1⊥ with a norm ‖·‖.
Since 1TAT = 0, B is well defined, and B has the same eigenvalues and eigenvectors as

AT except for the zero eigenvalue-eigenvector pair. Therefore α(B) := maxRe σ(B) < 0.
Since the δ-pseudospectrum σδ(B) converges to the spectrum σ(B) as δ → 0, there exists a
δ > 0 such that λ := − supRe σδ(B) > 0. By [42, Th. 15.2] we find that there exists M > 0
such that

‖eBt‖ � Me−λt .

Because (με(t))t , (gε(t))t ⊂ 1T we can estimate,

‖με(t)‖ � ‖eATt/εμε(0)‖ +
∫ t

0
‖eAT(t−s)/εgε(s)‖ ds

= ‖eBt/εμε(0)‖ +
∫ t

0
‖eB(t−s)/εgε(s)‖ ds

� Me−λt/ε‖με(0)‖ + M
∫ t

0
e−λ(t−s)/ε‖gε(s)‖ ds. (3.17)

The fact that the L1(0, T )-norms of gε are bounded uniformly in ε implies that με(t) con-
verges to zero uniformly in t ∈ [t0, T ] for any t0 > 0. This proves (3.15).

To prove the stronger statement of (3.16), note that the strengthened assumptions imply
that ‖με(0)‖ and ‖gε‖L∞(0,T ) converge to zero as ε → 0. In combination with (3.17) this
proves (3.15).

4 0-Convergence

This section is devoted to the proof of themain�-convergenceTheorem1.2,which consists of
the lower bound, Proposition 4.1, and the existence of a recovery sequence in Proposition 4.5.

4.1 0-Lower Bounds

The �-lower bound is summarised in the following.
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Proposition 4.1 (�-lower bound) For any sequence (uε, jε) → (u, j) in �,

lim inf
ε→0

Ĩε
0

(
uε(0)

)+ J̃ ε(uε, jε) � Ĩ0
0

(
u(0)

)+ J̃ 0(u, j).

Proof We treat each functional Ĩε
0 , J̃ ε

slow, J̃ ε
damp and J̃ ε

fcyc separately, and without loss of

generality we may always assume that Ĩε
0 + J̃ ε � C for some C � 0 and hence the

continuity equations (3.5) hold; otherwise the lower bound is trivial. This is carried out in
the next Lemmas 4.2, 4.3 and 4.4.

For the initial condition, recall the definitions of Ĩε
0 and Ĩ0 from (1.11) and Sect. 1.7, and

observe that the first one depends on uV0fcyc(0) whereas the second depends on uC(0), which

may be different, see Remark 3.15. Hence the �-convergence of Ĩε
0 to Ĩ0 does not hold in

R
V0slow × R

V0fcyc × R
C × R

V1 , but only in the path-space convergence of (3.12).

Lemma 4.2 (�-lower bound for the initial condition) Let (uε, jε)ε>0 ⊂ � be a sequence
such that Ĩε

0

(
uε(0)

) + J̃ ε(uε, jε) � C and (uε, jε) → (u, j) in � (i.e. in the sense of
(3.12)). Then:

lim inf
ε→0

Ĩε
0

(
uε(0)

)
� Ĩ0

0

(
u(0)

)
.

Proof By uniform convergence, uε
V0slow

(0) → uV0slow(0) so that

∑

x∈V0slow

s
(
πε
x u

ε
x (0) | πε

x

)→
∑

x∈V0slow

s
(
πxux (0) | πx

)
,

and clearly
∑

x∈V1

s
(
πε
x u

ε
x (0) | πε

x

)
� 0.

Lemma 3.2 shows that every x ∈ V0fcyc is part of exactly one component c ∈ C. From (1.8),
Jensen’s inequality and the continuity equation (3.5a),

∑

x∈V0fcyc

s
(
πε
x u

ε
x (0) | πε

x

) =
∑

c∈C
πε
c

∑

x∈c
s
(
uε
x (0) | 1

)πε
x

πε
c

�
∑

c∈C
πε
c s
(∑

x∈c uε
x (0)

πε
x

πε
c
| 1)

=
∑

c∈C
s
(
πε
c u

ε
c(0) | πε

c

)→
∑

c∈C
s
(
πcuc(0) | πc

)
,

again by uniform convergence of uε
C.

Lemma 4.3 (�-lower bound for the slow and damped fluxes)
Let (uε, jε)ε>0 ⊂ � be a sequence such that Ĩε

0

(
uε(0)

)+J̃ ε(uε, jε) � C and (uε, jε) →
(u, j) in �. Then:

lim inf
ε→0

J̃ ε
slow(uε

V0slow
, uε

V0fcyc
, jεRslow

) � J̃ 0
slow(uV0slow , uV0fcyc , jRslow),
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and

lim inf
ε→0

J̃ ε
damp(u

ε
V1

, jεRdamp
) � J̃ 0

damp(uV1 , jRdamp).

Proof Recall the uniform L1-bounds on the slow and damped fluxes from Lemmas 3.6 and
3.7 . The statement for slow fluxes follows directly from rewriting

J̃ 0
slow(uε

V0
, jεRslow

) =
∑

r∈Rslow

∫

[0,T ]

[
s
(
jεr (t)

∣
∣
∣ κrπr−u

ε
r−(t)

)
+ jεr (t) log

πr−
πε
r−
− πε

r− + πr−
]
dt,

(4.1)

together with the joint lower semicontinuity from Lemma 2.2, and πε → π > 0. The
argument for the damped fluxes is the same after generalising to possible measure-valued
trajectories in time.

Lemma 4.4 (�-lower bound for the fast cycle fluxes) Let (uε, jε)ε>0 ⊂ � be a sequence
such that Ĩε

0

(
uε(0)

)+ J̃ ε(uε, jε) � C and (uε, jε) → (u, j) in �. Then:

lim inf
ε→0

J̃ ε
fcyc(u

ε
V0fcyc

, j̃ ε
Rfcyc

) � J̃ 0
fcyc(uV0fcyc , j̃Rfcyc).

A similar statement is proven in [6, Th. 2].

Proof To simplify notation we prove the statement for one arbitrary r ∈ Rfcyc. We first note
that

πε
r−u

ε
r−⇀πr−ur− in L1([0, T ]) and sup

ε>0
‖πε

r−u
ε
r−‖L1 < ∞,

and that for any test function ζ ∈ C([0, T ]),
1
ε
e
√

εζ − 1
ε
− 1√

ε
ζ

L∞−−→
ε→0

1
2 ζ

2.

It then follows that the following integral converges:
∫

[0,T ]
κrπ

ε
r−u

ε
r−(t)

( 1
ε
e
√

εζ(t) − 1
ε
− 1√

ε
ζ(t)

)
dt → 1

2

∫

[0,T ]
κrπr−ur−(t)ζ(t)2 dt .

Using the dual formulations of Lemmas 2.2 and 2.3,

lim inf
ε→0

∫

[0,T ]
s
(
1
ε
κrπ

ε
r−u

ε
r−(t)+

1√
ε
j̃ ε
r (t)

∣
∣
∣ 1ε κrπ

ε
r−u

ε
r−(t)

)

� sup
ζ∈C([0,T ])

lim inf
ε→0

∫

[0,T ]

[
ζ(t)j̃ ε

r (t)− κrπ
ε
r−u

ε
r−(t)

( 1
ε
e
√

εζ(t) − 1
ε
− 1√

ε
ζ(t)

)]
dt

= sup
ζ∈C([0,T ])

∫

[0,T ]

[
ζ(t)j̃r (t)− 1

2κrπr−ur−(t)ζ(t)2
]
dt

=
⎧
⎨

⎩

1
2

∫

[0,T ]

( j̃r (t)

ur−(t)

)2
κrπr−ur−(t) dt, if j̃r � ur− ,

∞, otherwise.
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4.2 0-Recovery Sequence

For each of the four functionals separately, convergence is easily shown using a constant
sequence (uε, jε) ≡ (u, j). However, such a constant sequence is not a valid recovery
sequence as it violates the continuity equations (3.5). The construction of the recovery
sequence is summarised in the following proposition.

Proposition 4.5 (�-recovery sequence) For any (u, j) in � there exists a sequence
(uε, jε)ε ⊂ � such that (uε, jε) → (u, j) in � and

lim
ε→0

Ĩε
0

(
uε(0)

)+ J̃ ε(uε, jε) = Ĩ0
0

(
u(0)

)+ J̃ 0(u, j).

Proof In Lemma 4.7 we first show that (u, j) can be approximated by a regularised (uδ, j δ)
such that the limit functional converges, i.e. such that Ĩ0

(
uδ(0))+J̃ 0(uδ, j δ) → Ĩ0

(
u(0))+

J̃ 0(u, j) as δ → 0. InLemma4.9we construct a recovery sequence (uε, jε) corresponding to
such regularised (uδ, j δ), and then use a diagonal argument to construct a recovery sequence
for arbitrary (u, j), see for example [9, Prop. 6.2].

Remark 4.6 So far, we only assumed
∑

x∈V πε
x = 1, whereas the total mass

∑
x∈V πε

x u
ε
x (t)

is only bounded above by (3.6). All arguments in this paper can be extended to the case
where the total mass is fixed. In that case the construction of the recovery sequence becomes
slightly more involved, since adding mass to certain nodes must be balanced by subtracting
mass from other nodes.

Lemma 4.7 (Approximation of the limit functional) Let (u, j) ∈ � such that Ĩ0
0 (u(0)) +

J̃ 0(u, j) < ∞, so (u, j) satisfies the limit continuity equations (3.14). Then there exists a
sequence (uδ, j δ)δ>0 ∈ � such that for each δ > 0,

1. (uδ, j δ) ∈ C∞b
([0, T ];RV0slow × R

V0fcyc × R
C × R

V1 × R
Rslow × R

Rdamp × R
Rfcyc

)
,

2. (uδ, j δ) satisfies the limit continuity equations (3.14),
3. inf t∈[0,T ] uδ

x (t) > 0 for all x ∈ V0slow ∪ V0fcyc ∪ C ∪ V1,
4. j δr �

∑
x∈V1

δπ̃x‖u̇δ
x‖L∞ for all r ∈ Rslow ∪Rdamp, and as δ → 0,

5. (uδ, j δ) → (u, j) in �,
6. Ĩ0

0 (u
δ(0))+ J̃ 0(uδ, j δ) → Ĩ0

0 (u(0))+ J̃ 0(u, j).

Proof We construct the approximation in three steps.
Step 1: convolution. Note that for each x ∈ V0 the concentration t �→ ux (t) is continuous;
for x ∈ V0slow this follows from the definition of �, and for x ∈ V0fcyc this follows from
the continuity of t �→ uC(t) in � and the continuity equation (3.14c). We first extend uV0

beyond [0, T ] by constants, and uV1 and j by zero. Observe that with this extension the
pair (u, j) satisfies the continuity equation (3.14) in the sense of distributions on the whole
time interval R (which is a stronger statement than the usual interpretation (3.3)). We then
approximate (u, j) by convoluting with the heat kernel: (uδ, j δ) := (u ∗ θδ, j ∗ θδ), where
θδ(t) := (4πδ)−1/2e−t2/(4δ). Since (u, j) satisfies the linear continuity equations (3.14) in
the sense of distributions on R, they are also satisfied for the convolution (uδ, j δ).

It is easily checked that (uδ, j δ)
∣
∣[0,T ] → (u, j)

∣
∣[0,T ] in �. The initial conditions uδ

x (0)

converge for x ∈ V0slow ∪ C and so by continuity Ĩ0
0 (u

δ(0)) → Ĩ0
0 (u(0)). The bound

lim infδ→0 J̃ 0(uδ, j δ) � J̃ 0(u, j) is for free because of lower semicontinuity (see Sect. 2.4).
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The bound in the other direction is obtained by exploiting the joint convexity of (u, j) �→
J̃ 0(u, j) and applying Jensen’s inequality to the probability measure θδ; see [38, Lem. 3.12].
Step 2: add constants to the densities.For the next stepwe further approximate the sequence
(uδ, j δ), but to reduce clutter we now assume that the procedure above is already applied so
that we are given a smooth and bounded (u, j). We make all densities positive by adding a
constant δ > 0, i.e.

uδ
x (t) := ux (t)+ δ for 0 � t � T , x ∈ V.

It follows automatically that uδ
c = uc + δ. We leave the fluxes j invariant, and the resulting

pair (uδ, j δ) again satisfies the limiting continuity equations (3.14). The following lemma
shows that the limit functional Ĩ0

0 + J̃ 0 converges along the sequence (uδ, j δ).

Lemma 4.8 Recall the definition (1.12) of s for measures. Let a, b ∈M�0([0, T ]) satisfy
∫

[0,T ]
s(a|b) (dt) < ∞.

Then setting bδ(dt) := b(dt)+ δdt we have

lim
δ→0

∫

[0,T ]
s(a|bδ) (dt) =

∫

[0,T ]
s(a|b) (dt).

Proof of Lemma 4.8 We write

s(a|bδ)(dt) = a(dt) log
da

dbδ
(t)− a(dt)+ bδ(dt).

After integration over [0, T ] the final term bδ([0, T ]) converges to b([0, T ]) as δ → 0; in
the first term the argument of the logarithm is decreasing in δ, and therefore the first term
converges by the Monotone Convergence Theorem.

Step 3: add constant fluxes. Again to reduce clutter we may assume that we are given an
(u, j) satisfying properties 1, 2, and 3 of the Lemma. By irreducibility of the network there
exists a cycle (rk)Kk=1 ⊂ Rfcyc, rk+ = rk+1− for k = 1, . . . , K − 1, r1− = x1 = r K+ , such that
each damped flux r ∈ Rdamp is contained in the cycle at least once. Note that some fluxes r
may occur multiple times, namely n(r) := #{k = 1, . . . , K : rk = r} times in the cycle. For
each k = 1, . . . , K we define the new approximation:

{
j δ
rk
:= jrk + n(rk)

∑
y∈V1

δπ̃y‖u̇ y‖L∞ , rk ∈ Rdamp ∪Rslow,

j̃ δ
rk
:= j̃rk +

√
εn(rk)

∑
y∈V1

δπ̃y‖u̇ y‖L∞ , rk ∈ Rfcyc.

Substituting these modified fluxes into the limit continuity equations (3.14) shows that the
concentrations are left unchanged, since some extra mass is being pushed around in cycles.
Since the fluxes are only changed by adding a constant, it is easily checked that (u, j δ) →
(u, j) in �, and by Lemma 4.8 we find J̃ 0(u, j δ) → J̃ 0(u, j) as δ → 0.

We now construct a recovery sequence (uε, jε) for a (u, j) ∈ � that is regularised by
Lemma 4.7. The difficulty is to construct the sequence such that the continuity equations
hold in the V1 and V0fcyc nodes. The problem with the V1 nodes is that the continuity equa-
tions (3.5d) and (3.14d) are different, but uε

V1
needs to converge to uV1 . This will be done

by transporting exactly the right amount of mass from certain V0-nodes to the V1-nodes. To
satisfy the continuity equations in the V0fcyc nodes, we define uε

V0fcyc
through the continuity

equations, and use the strengthened convergence result of Sect. 3.6 to pass to the limit.
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Lemma 4.9 (Recovery sequence for regularised paths) Let (u, j) ∈ � satisfy properties 1,
2, 3 and 4 of Lemma 4.7. Then there exists a sequence (uε, jε) ∈ � such that:

1. (uε, jε) satisfies the ε-dependent continuity equations (3.5);
2. (uε

V0slow
, uε

Rfcyc
, uε

C, uε
V1

, jεRslow
, jεRdamp

, j̃ ε
Rfcyc

) → (uV0slow , uRfcyc , uC, uV1 , jRslow , jRdamp ,

j̃Rfcyc) uniformly on [0, T ];
3. Ĩε

0

(
uε(0)

)→ Ĩ0
0

(
u(0)

)
and J̃ ε(uε, jε) → J̃ 0(u, j).

Proof For ease of notation we pick only one node x̂ ∈ V0slow, whose density is bounded from
below by assumption. We will approximate all fluxes such that a little mass is transported
from node x̂ to all V1-nodes, as follows. Since the network is irreducible, there exists, for
each y ∈ V1, a connecting chain Q(x̂, y) := (rk,y)

Ky
k=1 ⊂ R, r1,y− = ŷ, rk,y+ = rk+1,y− for

k = 1, . . . , Ky − 1 and r Ky = y. For these connecting chains we may assume without loss
of generality that no r ∈ R occurs multiple times in a chain Q(x̂, y). Define for all r ∈ R:

{
jεr := jr +∑

y∈V1:r∈Q(x̂,y) πε
y u̇ y, r ∈ Rslow ∪Rdamp,

j̃ ε
r := j̃r + 1√

ε

∑
y∈V1:r∈Q(x̂,y) πε

y u̇ y, r ∈ Rfcyc.

Note that by the assumed properties 1 and 3 of Lemma 4.7 together with πε
V1

→ 0, all
approximatedfluxes jεr , j̃ ε

r are non-negative for ε small enough.Clearly all fluxes jε converge
uniformly to j , since πε

V1
/
√

ε → 0. For the initial conditions, set

uε
x (0) := πε

x
πx
ux (0), for all x ∈ V0slow,

uε
c(0) = uε

x (0) := ux (0) = uc(0), for all x ∈ c ∈ C,

uε
x (0) := ux (0), for all x ∈ V1, (4.2)

and define the paths uε by the continuity equations (3.5).
More precisely, by construction for x ∈ V0slow:

πε
x u

ε
x (t)

(3.5b):= πxux (0)+
∑

r∈Rslow:
r+=x

∫ t

0
jεr (s) ds +

∑

r∈Rdamp:
r+=x

∫ t

0
jεr (s) ds −

∑

r∈Rslow:
r−=x

∫ t

0
jεr (s) ds

= πxux (t)− 1{x=x̂}
∑

y∈V1

πε
y uy(t),

which is bounded away from zero (for ε small enough) by the assumed properties 1 and 3 of
Lemma 4.7 together with πε

V1
→ 0. Clearly uε

x → ux uniformly.
For x ∈ V1, the densities will be constant in ε, since:

πε
x u

ε
x (t)

(3.5d):= πε
x ux (0)+

∑

r∈Rslow:
r+=x

∫ t

0
jεr (s) ds +

∑

r∈Rdamp:
r+=x

∫ t

0
jεr (s) ds

−
∑

r∈Rdamp:
r−=x

∫ t

0
jεr (s) ds = πε

x ux (t).
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For x ∈ c ∈ C, the density uε
x (t) is defined as the solution of the coupled equations:

πε
x u̇

ε
x

(3.5c):=
∑

r∈Rslow:
r+=x

jεr +
∑

r∈Rdamp:
r+=x

jεr −
∑

r∈Rslow:
r−=x

jεr

+
∑

r∈Rfcyc:
r+=x

(
1
ε
κrπ

ε
r−u

ε
r− + 1√

ε
j̃ ε
r

)
−

∑

r∈Rfcyc:
r−=x

(
1
ε
κrπ

ε
r−u

ε
r− + 1√

ε
j̃ ε
r

)

(4.3)

with initial condition (4.2). Summing over x ∈ c yields:

πε
c u̇

ε
c

(3.5a):=
∑

x∈c
πε
x u̇

ε
x =

∑

r∈Rslow:
r+∈c

jεr +
∑

r∈Rdamp:
r+∈c

jεr −
∑

r∈Rslow:
r−∈c

jεr

+
∑

r∈Rfcyc:
r+∈c

(
1
ε
κrπ

ε
r−u

ε
r− + 1√

ε
j̃ ε
r

)
−

∑

r∈Rfcyc:
r−∈c

(
1
ε
κrπ

ε
r−u

ε
r− + 1√

ε
j̃ ε
r

)

(3.14b),(3.14c)= πcu̇c.

Together with the initial condition (4.2) this shows that uε
c → uc uniformly. Since all fluxes

are uniformly bounded (and actually div j̃ ε ≡ 0) and uε
x (0) = uε

c(0) for x ∈ c ∈ C

we can apply Lemma 3.17 to (4.3) to derive that uε
x → uc uniformly on [0, T ] for

all x ∈ c. Thus indeed all variables (uε
V0slow

, uε
Rfcyc

, uε
C, uε

V1
, jεRslow

, jεRdamp
, j̃ ε

Rfcyc
) →

(uV0slow , uRfcyc , uC, uV1 , jRslow , jRdamp , j̃Rfcyc) uniformly, which was to be shown.

To show convergence of Ĩε(uε(0)),

Ĩε
0

(
uε(0)

) =
∑

x∈V0slow

πε
x s
(πε

x
πx
ux (0) | 1

)+
∑

c∈C

∑

x∈c
πε
x s
(
uc(0) | 1

)+
∑

x∈V1

πε
x s
(
ux (0) | 1

)

→
∑

x∈V0slow

πx s
(
ux (0) | 1

)+
∑

c∈C
πcs

(
uc(0) | 1

) = Ĩ0
0

(
u(0)

)
.

To show convergence of J̃ ε(uε, jε), we use the fact that all fluxes and densities are uniformly
bounded, that is for ε sufficiently small and all t ∈ [0, T ],

0 � jεr (t) � 2‖ jr‖L∞ < ∞, r ∈ Rslow ∪Rdamp,

0 � j̃ ε
r (t) � 2‖ j̃r‖L∞ < ∞, r ∈ Rfcyc,

0 < 1
2 inf
t∈[0,T ] ux (t) � uε

x (t) � 2‖ux‖L∞ , x ∈ V0slow ∪ V0fcyc ∪ C ∪ V1.

The convergence of the integrals for r ∈ Rslow and r ∈ Rdamp then follows by dominated
convergence:

∫

[0,T ]
s
(
jεr (t) | κrπε

r−u
ε
r−(t)

)
dt →

∫

[0,T ]
s
(
jr (t) | κrπr−ur−(t)

)
dt, r ∈ Rslow,

∫

[0,T ]
s
(
jεr (t) | 1

ε
κrπ

ε
r−u

ε
r−(t)

)
dt →

∫

[0,T ]
s
(
jr (t) | κr π̃r−ur−(t)

)
dt, r ∈ Rdamp.
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Similarly for r ∈ Rfcyc, by dominated convergence,
∫

[0,T ]
s
(
1
ε
κrπ

ε
r−u

ε
r−(t)+

1√
ε
j̃ ε
r (t)

∣
∣
∣ 1

ε
κrπ

ε
r−u

ε
r−(t)

)
dt

(2.2)

�
∫

[0,T ]
j̃ ε
r (t)2

κrπε
r−u

ε
r−(t)

dt →
∫

[0,T ]
j̃r (t)2

κrπε
r−ur−(t)

dt .

The inequality in the other direction follows from Lemma 4.4.

5 Spikes and Damped Cycles

As explained in Sect. 1.8, the uniform L1-bounds on the damped fluxes jεRdamp
and small

concentrations uε
V1

can not prevent limits frombecomingmeasure-valued in time, that is, both
may develop atomic or Cantor parts. The question when these spikes in damped fluxes may
occur is answered in our Theorem 1.3; this section is devoted to the proof of both statements
in that theorem. The first part of Theorem 1.3 rules out spikes for damped fluxes that are not
chained in a cycle. The second part shows that spikes may occur in damped flux cycles.

Recall the subdivision Rdamp = Rdcyc ∪Rdnocyc from Sect. 1.8

5.1 No Spikes in Damped Fluxes Outside Cycles

Proof of Theorem 1.3(i) Take an arbitrary r0 ∈ Rdnocyc coming out of node r0− =: x ∈ V1. By
Lemma 3.3, all fluxes flowing out of node x are damped, and all fluxes flowing into node x
are either slow or damped. The weak formulation of the continuity equation in x now reads:

∫

[0,T ]
φ(t)

[ ∑

r1∈Rdamp:
r1−=x

jεr1(dt)−
∑

r1∈Rslow:
r1+=x

jεr1(t) dt −
∑

r1∈Rdamp:
r1+=x

jεr1(dt)
]

= −
∫

[0,T ]
φ̇(t)πε

x u
ε
x (t) dt,

for all φ ∈ C1
0([0, T ]). By the uniform L1-bounds on uε and the vanishing πε

x , the right-hand
side above converges to zero, and so (for arbitrary measurable sets dt ⊂ [0, T ]):

0 � jr0(dt) �
∑

r1∈Rdamp:
r1−=r0−(=x)

jr1(dt) =
∑

r1∈Rslow:
r1+=r0−

jr1(t) dt +
∑

r1∈Rdamp:
r1+=r0−

jr1(dt).

Applying the same inequality for each damped flux r1+ = r0−, we get:

0 � jr0(dt) �
∑

r1∈Rslow:
r1+=r0−

jr1(t) dt +
∑

r1∈Rdamp:
r1+=r0−

[ ∑

r2∈Rslow:
r2+=r1−

jr2(t) dt +
∑

r2∈Rdamp:
r2+=r1−

jr2(dt)
]
.

We now apply this procedure recursively until the right-hand side contains slow fluxes only.
This is possible because by assumption any damped flux that already appeared during this
procedure can not reappear in the inequality. Exploiting that eventually the right-hand side
is a sum over slow fluxes that are in LC (0, T ), by the Radon-Nikodym Lemma the left-hand
jr0 also has a LC -density.
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5.2 Finite-Cost Spikes in Damped Flux Cycles

We now prove that fluxes in Rdcyc may actually develop singularities.

Proof of Theorem 1.3(ii) If Rdcyc �= ∅ then there exists a diconnected damped component
d ⊂ V1 such that ∀x, y ∈ d ∃(rk)Kk=1 ⊂ Rdcyc, r1− = x, rk+ = rk+1− for k = 1, . . . , K −
1, r K+ = y (cf. Sect. 1.5). By irreducibility and mass conservation there exists at least one
r in ∈ Rslow ∪ Rdnocyc with r in+ ∈ d and at least one rout ∈ Rdnocyc with rout− ∈ d. We first
assume:

1. that all edges in d are chained in a cycle, i.e. d := (xk)Kk=1, Rdcyc ∩ {r− ∈ d} = (rk)Kk=1
with rk− = xk for k = 1, . . . , K , rk+ = xk+1 for k = 1, . . . , K − 1 and r K+ = x1,

2. that r in+ = x1 and rout− = xl , and
3. that x0 := r in− and xK+1 := rout+ both lie in V0, see Fig. 4.

Initially we concentrate all mass in x0, i.e. uε
x0

(0) := 1/πε
x0
, and uε

x (0) = 0 for all other
nodes x ∈ V . The rate functional of the initial condition is indeed uniformly bounded:

Ĩε
0

(
uε(0)

) = s(1 | πε
x0︸︷︷︸

O(1)

)+∑
x �=x0 πε

x
︸ ︷︷ ︸

�1

.

Define the continuous piecewise affine triangle function:

�ε
T (t) :=

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

0, 0 � t � 1
2T − 1

2

√
ε,

t − 1
2T + 1

2

√
ε, 1

2T − 1
2

√
ε < t � 1

2T ,
1
2T + 1

2

√
ε − t, 1

2T < t � 1
2T + 1

2

√
ε,

0, 1
2T + 1

2

√
ε < t � T .

Note that
∫ T
0 �ε

T (t) dt = ε/4. For the dynamics, we will first transport a little bit of mass
from x0 into each node of the cycle d, then develop a spike at t = T /2, and then release all
mass from the cycle through rout.

jεr in(t) := K1(T /2−√ε/2,T /2)(t),

jεrk (t) := ak1(T /2−√ε/2,T /2)(t)+ 1
ε
�ε

T (t)+ bk1(T /2,T /2+√ε/2)(t), k = 1, . . . , K

jεrout(t) := K1(T /2,T /2+√ε/2)(t),

where ak := K − k and bk := k − l + K1{k<l}. We set all other fluxes jεr , j̃ ε
r in the network

to 0. By construction, jεr
narrow−−−−⇀ 1

4δT /2, which is singular as was to be shown.
We now show that the functional J̃ ε is uniformly bounded. To calculate the densities,

note that the 1
ε
�ε

T terms in jε
rk

are divergence free. The mild formulation of the continuity
equation (3.5d) thus yields for all k = 1, . . . K and t ∈ [0, T ],

πε
x0u

ε
x0(t)− 1 =

⎧
⎪⎨

⎪⎩

0, 0 � t < T /2−√ε/2,

−K (t − 1
2T + 1

2

√
ε), T /2−√ε/2 < t � T /2,

− 1
2K
√

ε, t � T /2,

πε
xk u

ε
xk (t) = 1{k=1} jεr in [0, t] + jεrk−1 [0, t] − jεrk [0, t] − 1{k=l} jεrout [0, t] = �ε

T (t),

πε
xK+1u

ε
xK+1(t) =

⎧
⎪⎨

⎪⎩

0, 0 � t < T /2−√ε/2,

K (t − 1
2T + 1

2

√
ε), T /2−√ε/2 < t � T /2,

1
2K
√

ε, t � T /2.
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The dynamic part of the rate functional is:

J̃ ε
(
uε
V0

, uε
V1

, jεRslow
, jεRdamp

, j̃ ε
Rfcyc

) =
∫

[0,T ]
s
(
jεr in (t) | κr inπε

x0u
ε
x0 (t)

)
dt

︸ ︷︷ ︸
(I )

+
K∑

k=1

∫

[0,T ]
s
(
jεrk (t) | 1

ε
κrk π

ε
xk u

ε
xk (t)

)
dt

︸ ︷︷ ︸
(I I )

+
∫

[0,T ]
s
(
jεrout (t) | 1

ε
κroutπ

ε
xl u

ε
xl (t)

)
dt

︸ ︷︷ ︸
(I I I )

+
∑

r in �=r∈Rslow:r−=x0

∫

[0,T ]
s
(
0 | κr−πε

x0u
ε
x0 (t)

)
dt

︸ ︷︷ ︸
(I V )

+
∑

rout �=r∈Rslow:r−=xK+1

∫

[0,T ]
s
(
0 | κr−πε

xK+1u
ε
xK+1 (t)

)
dt

︸ ︷︷ ︸
(V )

.

By a long but simple calculation, these integrals can be calculated explicitly:

(I ) = κr in
(
T −√ε( 12 + 1

4 KT )
)+ 1

2

√
ε(K log

K

κr in
− K )+ s(1− 1

2 K
√

ε | 1)+ 1
8κr inK ε,

(I I ) =
∫ √

ε/2

0
s
(
ak + 1

ε
t | 1

ε
κrkπ

ε
xk t
)
dt +

∫ √
ε/2

0
s
(
bk + 1

ε
t | 1

ε
κrkπ

ε
xk t
)
dt

= 1

2
εa2k log

( εak + 1
2

√
ε

εak

)
+ ( 12

√
εak + 1

8 ) log
(2
√

εak + 1

κrk

)− 1
4

√
εak + 1

8κrk − 1
8

+ 1

2
εb2k log

( εbk + 1
2

√
ε

εbk

)
+ ( 12

√
εbk + 1

8 ) log
(2
√

εbk + 1

κrk

)− 1
4

√
εbk + 1

8κrk − 1
8 ,

(I I I ) =
∫ √

ε/2

0
s
(
0 | 1

ε
κrout t

)
dt +

∫ √
ε/2

0
s
(
K | 1

ε
κrout t

)
dt = 1

2
K
√

ε log
(2K

√
ε

κrout

)
+ 1

4
κrout ,

(I V ) = κr−

∫

[0,T ]
πε
x0u

ε
x0 (t)︸ ︷︷ ︸

�1

dt and (V ) = κr−

∫

[0,T ]
πε
xK+1u

ε
xK+1 (t)︸ ︷︷ ︸

�1

dt .

It thus follows that Ĩε
0 + J̃ ε is uniformly bounded as claimed.

Recall the three assumptions we made in the beginning of the proof. The second assump-
tion is just notational. The first assumption, that all edges in d are chained in a cycle, can
easily be relaxed by fixing additional concentrations and damped fluxes to 0, which keeps the
rate functional finite. The third assumption would be violated if there were a chain of damped
fluxes between a V0-node x0 and x1 or between a V0-node xl and xK+1; in that case we can
again set these fluxes equal to jε

r in
and jεrout respectively, without having the rate functional

blowing up, which relaxes the last assumption.

6 Implications for Large Deviations and the Effective Dynamics

We now prove two consequences: the �-convergence of the density large deviations, and the
convergence of ε-level solutions to the solution of the effective dynamics.

123



Journal of Dynamics and Differential Equations (2023) 35:865–906 899

x1 xl

x0 xK+ 1

r
1

rK

r
in

r ou
t

Fig. 4 A diconnected component d of damped fluxes, chained in a cycle

6.1 0-Convergence of the Density Large Deviatons

As a consequence of our main �-convergence result, we obtain the �-convergence for the
density large-deviation rate functional Ĩε

0 + Ĩε given by

Ĩε(uV0slow,uV0fcyc , uC, uV1) :=
inf

jRslow∈LC ([0,T ];RRslow ),

jRdamp∈M([0,T ];RRdamp ),

j̃Rfcyc∈LC ([0,T ];RRfcyc )

J̃ ε(uV0slow, uV0fcyc , uC, uV1 , jRslow , jRdamp , j̃Rfcyc).

Corollary 6.1 In C([0, T ];RV0slow)×L∞([0, T ];RV0fcyc)×C([0, T ];RC)×M([0, T ];RV1)

(equipped with the uniform, weak-*, uniform, and narrow topologies),

Ĩε
0 + Ĩε �−→ Ĩ0

0 + Ĩ0,

where

Ĩ0(uV0 , uV1) := inf
jRslow

∈LC ([0,T ];RRslow ),

jRdamp
∈M([0,T ];RRdamp ),

j̃Rfcyc
∈LC ([0,T ];RRfcyc )

J̃ 0(uV0 , uV1 , jRslow , jRdamp , j̃Rfcyc).

Proof The proof is more-or-less classic but we include it here for completeness. For brevity
we write u = (uV0slow, uV0fcyc , uC, uV1) and j = ( jRslow , jRdamp , j̃Rfcyc).

To prove the �-lower bound, take an arbitrary convergent sequence uε
V0

→ uV0 ,

uε
V1

narrow−−−−⇀ uV1 , and choose a corresponding sequence jε that satisfies for each ε > 0
the inequality

J̃ ε(uε, jε) � inf
j
J̃ ε(uε, j)+ ε.

Without loss of generality we assume that supε>0 Ĩε
0

(
uε(0)

)+ J̃ ε(uε, jε) < ∞. Hence by
Corollary 3.10 there exists a subsequence (uε, jε) (without changing notation) that converges
in the sense of (3.12) to a limit (u, j). From the �-lower bound Lemmas 4.2, 4.3 and 4.4, we
find that:

lim inf
ε→0

Ĩε
0 (u

ε(0)) � Ĩ0
0 (u(0)), and

lim inf
ε→0

inf
j
J̃ ε(uε, j) � lim inf

ε→0
J̃ ε(uε, jε)− ε � J̃ 0(u, j) � inf

j
J̃ 0(u, j).
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This proves the lower bound

lim inf
ε→0

Ĩε
0 (u

ε(0))+ Ĩε(uε) � Ĩ0
0 (u(0))+ Ĩ0(u).

For the recovery property, take an arbitrary u with Ĩ0
0 (u(0)) + Ĩ0(u) < ∞, and for an

arbitrary δ > 0, a flux j δ such that

J̃ 0(u, j δ) � inf
j
J̃ 0(u, j)+ δ = Ĩ0(u)+ δ.

Proposition 4.5 provides a recovery sequence (uε, jε) for (u, j δ) and the sequences (Ĩε
0 )ε

and (J̃ ε)ε , hence:

lim sup
ε→0

Ĩε
0 (u

ε(0)) � Ĩ0
0 (u(0)), and

lim sup
ε→0

Ĩε(uε) � lim sup
ε→0

J̃ ε(uε, jε) � J̃ 0(u, j δ) � Ĩ0(u)+ δ.

Since δ > 0 is arbitrary, the recovery property follows.

Remark 6.2 By the same argument one may also contract further to obtain �-convergence of
the functional

(uV0slow , uC) �→ inf Ĩε
0

(
uV0slow(0), uV0fcyc(0), uC(0), uV1(0)

)

+ J̃ ε(uV0slow , uV0fcyc , uC, uV1 , jRslow , jRdamp , j̃Rfcyc)

over all uV0fcyc , uV1 , jRslow , jRdamp , and j̃Rfcyc .

This is the coarse-grained description for which �-convergence is studied in [33].

6.2 Convergence to the Effective Equations

For any pair (u, j) at which the limiting functional J 0 vanishes, the densities satisfy the
following set of equations in the weak sense of (3.3):

πx u̇x =
∑

r∈Rslow:
r+=x

κrπr−ur− +
∑

r∈Rdamp:
r+=x

κr π̃r−ur− −
∑

r∈Rslow:
r−=x

κrπxux for x ∈ V0slow,

(6.1a)

πcu̇c =
∑

r∈Rslow:
r+∈c

κrπr−ur− +
∑

r∈Rdamp:
r+∈c

κr π̃r−ur− −
∑

r∈Rslow:
r−∈c

κrπr−ur− for c ∈ C,

(6.1b)

ux = uc for any x ∈ c ∈ C, (6.1c)

0 =
∑

r∈Rslow:
r+=x

κrπr−ur− +
∑

r∈Rdamp:
r+=x

κr π̃r−ur− −
∑

r∈Rdamp:
r−=x

κr π̃xux for x ∈ V1.

(6.1d)

We first prove existence and uniqueness for these equations.

Lemma 6.3 Fix an initial condition u(0) ∈ R
V that is well-prepared, which means that

1. Whenever x, y are in the same connected component c ∈ C, we have ux = uy; we denote
the common value by uc;
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2. u(0) satisfies the condition (6.1d).

Then the system of Eq. (6.1) has a unique solution u ∈ C∞([0,∞);RV ) with initial value
u(0).

Proof Since u̇x = u̇c whenever x ∈ c ∈ C, Eq. (6.1b) can be rewritten as

πcu̇x =
∑

r∈Rslow:
r+∈c

κrπr−ur− +
∑

r∈Rdamp:
r+∈c

κr π̃r−ur− −
∑

r∈Rslow:
r−∈c

κrπr−ur− for all x ∈ c ∈ C,

(6.2)

The right-hand side does not depend on the choice of x within the same c ∈ C; therefore,
under the assumption that ux (0) = uc(0) for all x ∈ c ∈ C, the system (6.1) is equivalent to
the set of Eqs. (6.1a)–(6.2).

This implies that the system (6.1) can be written as a differential-algebraic equation:

u̇V0 = AV0→V0uV0 + AV1→V0uV1 , (6.3a)

0 = AV0→V1uV0 + AV1→V1uV1 , (6.3b)

where for x ∈ V1,

(AV1→V1uV1)x :=
∑

r∈Rdamp
r+=x

κr
π̃r−
π̃x

ur− − ux
∑

r∈Rdamp
r−=x

κr .

By Lemma 6.4 below the matrix AV1→V1 is invertible, and therefore (6.3) can be cast in the
form of a linear ordinary differential equation for uV0 . This equation has unique solutions
withC∞ regularity, and by transforming backwe find that uV1 has the same regularity as uV0 .

Lemma 6.4 Under the conditions of the previous lemma, the matrix AV1→V1 is invertible.

Proof We first note that the matrix AV1→V1 can be written as

AV1→V1 = diag(π̃)−1
(
Aint − diag(E)

)
diag(π̃),

with for x, y ∈ V1,

Aint
xy = κy→x − δxy

∑

y′∈V1

κx→y′ , Ex =
∑

y′∈V0

κx→y′ .

Since diag(π̃) is invertible, it is sufficient to show that Aint − diag(E) is invertible.
To do this we construct a new graph Ĝ := (V1 ∪ {o},Rint ∪Ro), consisting of the nodes

of V1 and a single ‘graveyard’ node o; the graveyard collects all elements of V0 into one new
node. The graph Ĝ has edges

Rint :=
{
(x → y) ∈ V1 × V1\{z → z} : ∃r ∈ Rdamp such that r− = x and r+ = y

}

Ro :=
{
(x → o) : x ∈ V1, ∃r ∈ Rdamp such that r− = x and r+ ∈ V0

}
.

Note that there are no fluxes out of o.
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We define a new Markov jump process Z(t) on this graph G̃, by specifying jump rates
κ̂x→y for each edge (x → y) in Ĝ:

κ̂x→y :=
{∑

r∈Rdamp:r−=x,r+=y κr , for (x → y) ∈ Rint,
∑

r ′∈Rdamp:r ′−=x,r ′+∈V0
κr ′ , for (x → y) ∈ Ro.

The generator for this jump process is the matrix L given by

Lxy :=

⎧
⎪⎨

⎪⎩

κ̂x→y if (x → y) ∈ Rint ∪Ro (which implies x �= y)

−∑y′∈V1∪{o} κ̂x→y′ if x = y ∈ V1

0 otherwise.

By construction the transpose LT of this generator has the following structure in terms of the
splitting V1 ∪ {o}:

LT =
(
Aint − diag(E) 0

ET 0

)

,

Since the original graph G is diconnected, there exists for each x ∈ V1 a path x = x0 →
x1 → · · · → xk in G leading to some xk ∈ V0; without loss of generality we assume
that x0, x1, . . . , xk−1 ∈ V1. All fluxes out of nodes in V1 are damped, and so the fluxes
(x0 → x1), . . . , (xk−1 → xk) are all inRdamp. Because these fluxes also exist as fluxesRint

in the graph Ĝ, the path x0 → x1 → · · · → xk−1 also is a path in Ĝ. By construction, Ro
contains an edge r = (xk−1 → o) with positive rate κ̂r .

It follows that if the process Z(t) starts at any x ∈ V1, then at each positive time t > 0
there is a positive probability that Z(t) = o. Since the graveyard o has no outgoing fluxes, the
only invariant measure for the process Z(t) is 1o := (0, 0, . . . , 0, 1), and so the kernel of LT

coincideswith the span of1o. Explicitlywritten, thismeans that for all vectors v = (vV1 , vo):

(
Aint − diag(E)

)
vV1 + ETvo = 0 �⇒ (vV1 , vo) = const× 1o �⇒ vV1 = 0.

Consequently the matrix Aint − diag(E) is invertible.

We finally derive convergence to the full effective equations.

Corollary 6.5 For each ε > 0 let (uε
V0

, uε
V1

, jεRslow
, jεRdamp

, j̃ ε
Rfcyc

) in � solve the system of
equations:

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

jεr (t) = κrπ
ε
r−u

ε
r−(t), r ∈ Rslow,

jεr (t) = 1
ε
κrπ

ε
r−u

ε
r−(t), r ∈ Rdamp,

j̃ ε
r (t) = 0, r ∈ Rfcyc,

πε u̇ε(t) = − div jε(t), in the weak sense of (3.5),

uε(0) = uε,0,

where uε,0 is given. Assume that uε,0
V0slow

, uε,0
C converge to some u0,0V0slow

, u0,0C > 0, that

u0,0 is well-prepared in the sense of Lemma 6.3. In addition, assume that for each
x ∈ V1, log u

ε,0
x remains bounded. Then (uε

V0
, uε

V1
, jεRslow

, jεRdamp
, j̃ ε

Rfcyc
) converges in �
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to (uV0 , uV1 , jRslow , jRdamp , j̃Rfcyc), which is the unique solution to
⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

jr (t) = κrπr−ur−(t), r ∈ Rslow,

jr (t) = κr π̃r−ur−(t), r ∈ Rdamp,

j̃r (t) = 0, r ∈ Rfcyc,

π u̇(t) = − div j(t), in the weak sense of (3.14),

u(0) = u0,0.

(6.4)

Proof Set:

qIε
0

(
u(0)

) :=
∑

x∈V
s
(
πε
x ux (0) | πε

x u
ε,0
x

)
and Fε

(
u(0)

)

:=
∑

x∈V
πε
x

(
−ux (0) log uε,0

x − 1+ uε,0
x

)
.

Then for each ε > 0, the solution (uε
V0

, uε
V1

, jεRslow
, jεRdamp

, j̃ ε
Rfcyc

) minimises the modified

functional qIε
0 + J̃ ε = Ĩε

0 + Fε + J̃ ε : � → [0,∞] at value zero. In particular this means
that:

sup
ε>0

Ĩε
0 (u

ε(0))+ J̃ ε(uε, jε) = sup
ε>0

−Fε
(
uε(0)

) = sup
ε>0

∑

x∈V
πε
x

(
uε,0
x log uε,0

x + 1− uε,0
x

)
< ∞.

By Corollary 3.10, the sequence (uε, jε) has a subsequence that converges in the sense
of (3.12) to a limit (u, j). By the assumptions on uε,0, the functional Fε converges along the
sequence (uε, jε) to the limit F0, where

F0(v(0)) :=
∑

x∈V0slow

πx

(
−vx (0) log u

0,0
x − 1+ u0,0x )

)
+
∑

c∈C
πc

(
−vc(0) log u

0,0
c − 1+ u0,0c

)
.

With the �-lower bound of Proposition 4.1 it follows that

0 = lim inf
ε→0

Ĩε
0

(
uε(0)

)+ Fε
(
uε(0)

)+ J̃ ε(uε, jε)

� Ĩ0
0

(
u(0)

)+ F0(u(0)
)+ J̃ 0(u, j) = qI0

0 (u(0))+ J̃ 0(u, j).

Here

qI0
0

(
v(0)

) :=
∑

x∈V0slow

s
(
πxux (0) | πxu

0,0
x

)+
∑

c∈C
s
(
πcuc(0) | πcu

0,0
c

)
.

It follows that the limit (u, j) is a solution of the problem qI0
0 + J̃ 0 = 0, which coincides

with (6.4).
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A The Arzelà-Ascoli Theorem for Asymptotic Uniformly Equicontinuous
Sequences

The classical Arzelà-Ascoli theorem asserts that a set of continuous functions on a compact
set is precompact in the supremum norm if and only if it is uniformly bounded and uniformly
equicontinuous. For countable sets such as sequences the uniform equicontinuity is equivalent
to asymptotic uniform equicontinuity, and this observation leads to the alternative version
below. This is mentioned in various places in the literature (e.g. [36, Rem. 2.3 (ii)] or [8,
Ex. 5.27]) but since we could not find a clear statement we state and prove it here.

Theorem A.1 Let ( fn)n�1 be a sequence of continuous real-valued functions on [0, T ] that
satisfies

1. supn�1 ‖ fn‖∞ < ∞;
2. There exists ω : [0,∞) → [0,∞), non-decreasing, with limσ↓0 ω(σ) = 0, such that,

lim sup
n→∞

sup
0�t,s�T :
|t−s|<σ

| fn(t)− fn(s)| � ω(σ).

Then there exists a subsequence fnk that converges uniformly on [0, T ].
Proof We prove the result by showing that the sequence ( fn)n also is uniformly equicontin-
uous in the usual sense. Fix ε > 0. Choose N � 1 and σ0 > 0 such that

∀ n � N ∀ |t − s| < σ0 : | fn(t)− fn(s)| < ε.

Next, choose σ1 > 0 such that

∀ 1 � n < N ∀ |t − s| < σ1 : | fn(t)− fn(s)| < ε.

Then for all n � 1 and |t−s| < σ0∧σ1 we have | fn(t)− fn(s)| < ε. This proves that ( fn)n is
uniformly equicontinuous, and therefore the result follows from the classical Arzelà-Ascoli
theorem.

References

1. Agazzi, A., Dembo, A., Eckmann, J.-P.: Large deviations theory for Markov jump models of chemical
reaction networks. Annals of Applied Probability 28(3), 1821–1855 (2018)

2. Ambrosio, L., Gigli, N., Savaré, G.: Gradient flows in metric spaces and in the space of probability
measures, 2nd edn. Lectures in Mathematics. ETH Zürich. Birkhauser, Basel, Switzerland (2008)

3. Bertini, L., De Sole, A., Gabrielli, D., Jona-Lasinio, G., Landim, C.: Macroscopic fluctuation theory. Rev.
Mod. Phys. 87(2) (2015)
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