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Abstract

The goal of this paper is to investigate Gevrey properties of formal solutions of certain
generalized linear partial differential equations with variable coefficients. In particular, we
extend the notion of moment partial differential equations to include differential opera-
tors that are not connected with kernel functions. Using the modified version of Nagumo
norms and the properties of the Newton polygon we compute the Gevrey estimate for formal
solutions of such generalized partial differential equations.
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1 Introduction

Over the last decade many studies have been devoted to the topic of the Gevrey proper-
ties of formal series solutions of linear partial differential equations. Main topics of interest
include inhomogeneous PDEs with constant coefficients [3], the heat equation and its vari-
ous generalizations [2, 8, 9] and PDEs with time-dependent coefficients [10]. Those results
have also been generalized to the case of moment partial differential equations with constant
and time-dependent coefficients [5-7].

In this paper we aim to further generalize the notion of moment partial differential equa-
tions. To this end, we define Gevrey-type sequences and operators, which maintain many of
the characteristics of the moment functions and moment differential operators, respectively.
More details on the subject are given in Section 2.
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We focus our attention on a general Cauchy problem of the form:

P (amo,t» aml,zl PIRIRI amN,z:N) u(t, Z) = f(ta Z) (1)

o 1(0,2) = (@) for0<j <M’
where P (amo, £ Omyzys o0 Omy oz N) is a linear operator with coefficients depending on both
variables € C and z € CV, and Omg.t> Omy,z1> - -+ » Omy,zy are Gevrey-type differential

operators (see Definition 3). Our goal is to connect the Gevrey order of its solution with the
orders of the inhomogeneity f and the variable coefficients.

While analyzing an equation very similar to the ones studied in [7, 10], we mostly draw
inspiration from [2, 8], where the concept of Nagumo norms is utilized. Below we recall the
definition used in papers mentioned above:

Definition 1 Let us consider a function f holomorphic on adisc Dr = {z € C: |z| < R},
p >0and 0 < r < R. Then the Nagumo norm || f| . of f is defined by

1fllp.r = sup [ f(2)(r — |zDP].

zeD,

The usefulness of this family of norms lays in their properties. Namely, for any two
functions fi, f> holomorphic on Dg, non-negative numbers p, g and 0 < r < R we have:

- WAL prqr = W f1llpr L f2llgrs
= 118z fillp+1,r < C(p + DI fill p,» for a certain constant C > 0,

- A1 =1 fillpr(r =1z~ forall z € D,.

Especially the second attribute is very important, because it enables us to estimate 9, f by
f without making shrinking of the domain necessary. Unfortunately, the standard definition
mentioned above could not be used to determine the Gevrey order of the solution of (1). This
fact made creating a new tool with similar properties necessary and so certain modifications
were utilized to generalize the Nagumo norms in a way more fitted to our needs. Indeed, it
has been proven in Lemmas 2, 4 and 7 that the properties listed above hold for the modified
Nagumo norms defined in Section 2. Moreover, in some cases both norms coincide for
zeC.

The main result of the paper, Theorem 1, shows that under certain additional assump-
tions the Gevrey order of the formal solution of (1) is equal to the reverse of the slope of
the first non-horizontal segment in the Newton polygon for P. This outcome is a direct
generalization of results found in [2, 7, 8, 10].

The paper is structured as follows. In Section 2 we first establish the notation and then
move on to defining Gevrey-type sequences and operators and presenting their character-
istics. Some of the most important examples are listed there as well. We also recall the
definition of the Newton polygon and alter it to better accommodate the structure of (1).
Section 3 is entirely devoted to the modified Nagumo norms. Several important properties
of these norms are presented. We also go into further detail on their connection with the
Gevrey order of a function. Section 4 contains all conditions, under which we would like to
consider our initial equation. After that we present the proof of Proposition 2, from which
the main result of this paper follows. Ideas for further study are included in Section 5.
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2 Preliminaries
2.1 Notation

Let us introduce the notation that will be used throughout this paper. First, note that by Ng
we shall denote the set of all non-negative integers and N = Ny \ {0}.

For any positive integer N, by Dg we denote a polydisc with a center at O and a radius
R > 0,1i.e., aset

Dﬁ:{z:(zl,...,ZN)ecN: Iz.,'|<Rforj:1,...,N}.

If @ ¢ CV and a function f is holomorphic on the set 2 then we write f € ().

For any function f € 0(Dg) by ord;(f) we denote the order of zero of the function f
atr = 0.

A space of all formal power series @i(1) = Y po unt" with coefficients from a given
Banach space E will be denoted by E[[#]]. Throughout this paper we will restrict our-
selves to the case when E is the space & (Dg )N C(ﬁg) of all functions holomorphic on
a polydisc Dg c CV and continuous on its closure, equipped with the standard norm
111 = sup;cpy 1/ @)L

For all multi-indices @ = (a1, a2, ...,an), 8 = (B1, B2,..., BN) in Név, points z =
(21,22, ...,2n) € CN ands = (51, 52,...,55) € RY, and A € R the following notation
will be used:

N
a+pf = (1 +Br,ao+ P, ....an + Bn) a-B=) ap;
j=1

N
a<p & aj<pjforj=1,...,N ol =) a,
j=1
=2z ...y Aa = (Aay, Aay, ..., Aay)
0=(0,0,...,0).

Let a(z) = Zy Ny a,z? and b(z) = Zy Ny b,z" be two formal power series. Then

we call b(z) a majorant of a(z) and write a(z) < b(z) if |a, | < b, forevery y € N{)V .
2.2 Gevrey-Type Sequences and Operators

Definition 2 Let m(n) denote a sequence of positive numbers such that m(0) = 1. Then
m(n) will be called a Gevrey-type sequence of order s > 0 if there exist constants a, A > 0
satisfying the condition

a'n!® <m(n) < A"n!® for any n € N. 2)

Note that Definition 2 encompasses a wide variety of sequences. In particular, (2)
describes one of the main characteristics of so-called moment functions, which are in turn
directly connected to kernel functions. For more information on the topic, we refer the
reader to [1, Section 5.5]. In this paper we depart from this concept, but many elements
used in the theory of moment functions and moment differential operators can be easily
adapted to this more general family of sequences. We devote the next part of this chapter to
presenting their various properties.
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Proposition 1 (see [1, Theorems 31 and 32]) Let m| and m, be two Gevrey-type sequences
of non-negative orders s\ and sy, respectively. Then m| - my is a Gevrey-type sequence of
order s1 + s2. Moreover, if s1 > s then % is a Gevrey-type sequence of order s1 — s».

Below we present several examples of Gevrey-type sequences.

Example 1

—  Function I'y(n) = T'(1 + sn), where s > 0, is a Gevrey-type sequence of order s.
- Letusput[n]y=1+qg+...+ g = qf_]l for a fixed g € (0, 1). Then a sequence
given by the formula

[nlg -[n—1lg-...-[1lg forn =1
[”]q!:{{lq T " forn=0

is a Gevrey-type sequence of order 0. Indeed, it is easy to see that

1 <[n];! =< — for any n € No.

1
-9
We will also use a special class of sequences defined below.

Definition 3 If m(n) is a sequence of positive numbers such that m(0) = 1 and s > 0
then we shall call m(n) a regular Gevrey-type sequence of order s if there exist constants
a, A > 0 satisfying the condition

ain+1)° < me + 1) < A(n+ 1)° for any n € Ny. 3)
m(n)

Remark 1 Tt is easy to observe that every regular Gevrey-type sequence of order s is a
Gevrey-type sequence of the same order and for the same constants @ and A.

Regular Gevrey-type sequences satisfy the following properties:

Lemma 1 (compare [7, Lemma 2.1])

(i) The class of regular Gevrey-type sequences is closed under multiplication and
division.

(i) The class of regular Gevrey-type sequences contains the sequence I's(n) = I'(1 +sn).

Definition 4 (see [3]) Let m be a Gevrey-type sequence. Then we define a Gevrey-type
differential operator 0y, ; : E[[¢t]] — E[[¢]] by the formula:

= Un  n ._oou’hLln
Ot (Z m(n)t ) '_;m(n)t )

n=0

A couple of examples of Gevrey-type differential operators can be found below:

Example 2

— Form(n) = n! operator 9,, ; coincides with the standard derivative 0;.
—  Consider a Gevrey-type sequence I'y(n) defined in Example 1. Then we have

Fu’) = (3rs,wu) (%)
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with 97 being the Caputo fractional derivative.

—  Suppose that m(n) = [n],! for a certain g € (0, 1). We have established in Example 1
that m(n) is a Gevrey-type sequence of order 0. We will show that the g-difference
differential operator given by

t) —u(t

P CORLI0
qt —t

is equal to the Gevrey-type operator d,, ; for any function u(r) = > oo [,‘l‘]';!t". Indeed,

let us note that

qntn _ " O
qu;f” = ﬁ = [n]qt" for any n € N.
Hence,
o0 oo [e.¢] u
Dy u(t) = [n],t " =4, .
! Z[]' ! ;[n—l]q " Eo[n]q!

We can now recall the basic definition of the Gevrey order.

Definition 5 The formal series (1) = Y oo, unt" € E[[¢]] is of Gevrey order s if and only
if there exist B, C > 0 such that

luplle < BC"n!® for n e Ny.

Then we write that i () € E[[z]];.
Remark 2 Definition 5 implies that any formal power series of Gevrey order 0 is convergent.
2.3 The Newton Polygon

The Newton polygon for linear partial differential operators with variable coefficients has
been introduced in [11]. The notion was later extended in [6] to moment partial differential
equations with constant coefficients with two variables. The definition presented below is
based on [7], where the Newton polygon was defined for linear moment partial differential
operators with time-dependent coefficients.

Let mg, my, ..., my be Gevrey-type sequences of positive orders sg, 51, ..., SN, respec-
tively, and suppose that 9, 1, Om;,z;> - -» Omy,zy are Gevrey-type differential operators.
For m = (m, mz, ...,my) and any multi-index « € NN we use a notation 8,‘;‘11 =
Oty 2 Oz -+ - - Omy.zy - Suppose that J C Ny and AC N are finite sets of indices. We
shall consider an operator of the form:

P (6.2, g Omz) = 9 ajalt.2)0 0% ,. )
(j,a)eJ xA

where a; (¢, z) are holomorphic with respect to ¢ in an open neighborhood of zero for every
(j, ) € J x A. Furthermore lets = (s1, ..., Sy).-

Definition 6 We define the Newton polygon for the operator P given by (4) as
N(P,s0,8) =conv {A (soj +s-a, ord(aje) — j): (j,a) €J X A, ajq #0},
where A(a,b) = {(x,y) € R?: x <a, y > b} forany a, b € R*.
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An example of a Newton polygon can be seen on Fig. 1.

3 Modified Nagumo Norms

Definition 7 For any a € Ny and s > 0 let us define a power series @S(a) (x) by the formula

o0

O (x) =) et )

n!s
n=0

Using series @X(”) (x) we can define a modified version of the Nagumo norm.

Definition 8 For any s € [1, oo)N, aeNV O0O<r < Randz € Dﬁv we define the
modified Nagumo norm || f (z)||q.rs of f € ﬁ(Dg) by the formula:

a — DIsi S r

N
1/ @l = inf{A =0: f@ < A]] ra,-(;@(“"_” (Z)} L®
i=1

It is worth mentioning that for N = 1 and s = 1 Definition 8 coincides with the standard
way of defining the Nagumo norm. Indeed, let us take ¢ € N and O < r < R. Then, for any
function f, (6) takes form

1 -
1 @llg.r1 :zinf{A >0: f(2) < Arqi@l(q 1) (g)}

(g —D! r
Note that
00 . n q—1 00
9@ 5)_ (ntq-D" _d n
Ch (,, _Z n! o dua—! Zu ’
n=0 n=0 u=r-1z
which gives us
ri(g — ! A
sup [ f(2)] = , =
lzl<p ri(g — D! (r —1zD7  (r —[2D?
forany p < r.Hence, A > (r — p)? sup, ., | f(2)I.
Remark 3 Note that || - ||4.rs 1S @ norm on ﬁ(D,’;’) forany @ € N¥, 0 < r < R and
s e [l,00)".
Fig.1 An example of a Newton
polygon
rp+1
N(P,s0,8) .
/
/
P
r
Mo '
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Remark 4 For the multi-index 0 we put || f(2)]o,-s equal to the standard norm in the space
£y forany0) <r < Rands €[1, oo)N, ie., if f(z) = ZyeN{;’ fyz¥ then

If@lors= Y | £

yeNéV
Lemma 2 Let f, g € O (Dg), o, B € NN Then for the modified Nagumo norm defined
by (6) the following properties hold:

O Nf@ - 8@ la+prs = IIf @ lla,rslg@p,rs
) N f@ - g@lla,rs =< 1f @ la,rslg@llo,rs.

Before we can move on to the proof of these facts, let us introduce the following technical
lemma:

Lemma 3 Let p, g be positive natural numbers. Then

n
k+p—1 n—k+qg—-1\ (n+p+qg—1
Z( s )( "k )-( " )foranyneNo. 7

k=0

Proof First let us note that for any x € R satisfying |x| < 1 it is true that

1 Sl
1_x:Zx. ®)

n=0

After differentiating both sides of (8) p — 1 times we receive

P—D! ~@m+p—D!,
= =) "

= n!
Hence,
1 o (n4p— 1! o (n4q — 1)!
(—xrHa = (Z TR AP T
n=0 : ’ n=0 : ’
_ii ktp—1)(n—k+q-1Y) ,
- k n—k ’
n=0 k=0
On the other hand, we have
(p+q-D!_ i (ntptg-D!,
(1 —x)pta ~ n! ’
which leads to the conclusion of this proof. O

Let us now return to Lemma 2.

Proof of Lemma 2 Let us fix multi-indices o, 8 € NV. By the definitions of the Nagumo
norms and (95“) (x) we have

1f @ llars 1o o (140 — 1\ 2
f@ <= HZ< n ) "

i=1n=0
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and

llg@lp.r.s n+ﬂz
80 < 5 HZ( ) o

i=1n=0

From these two facts it follows that

1L @ larslg@ g rs 1o s (k4o — 1\ (n—k+p—1\"
= ) 103 B i B (ot B3

i=1n=0 k=0

Using Lemma 3 and the fact that a®* + b* < (a + b)* forany a,b > O and s > 1, we
conclude that

If @ larsllg@lp.rs n+a; + Bi —1
f@)-8@) < PrERr] 1_[ Z < ) o

i=1n=0

which finishes the proof of (i).
To show (ii), first we note that g(z) = ZV enY 8y z”. Analogously to the proof of (i) we

can write:
N oo
I @llars n+al—1 v 2
gt <« W Ols (1752 A DT
i=1n=0 yeNN
N S;
_ 1f@llars m+m—1’zy v 2
S 211 o || 2 ferdr "
yeNy i=1 yeNy
_ Il f @) la,rs V +al -1 rlr= y'| £ z’
=2 I R

yeNy /<y i=1

Since for any p > 0 and k < n we have (k—}{-p) < (n:p>,itfollowsthat

ILf @l m+%—1 P
f@- g < — Z 1_[ Z|g7/ . i
yeNNl 1 y'<y
”f(z)”ars”g(z)nﬂrs Vi +ot, —1\" z¥
rlal Z l_[ vl
yENNl 1
O
Lemma 4 Assume that « € NN and my, ..., my are regular Gevrey-type sequences of
orders sy, ..., sy, respectively, with every s; > 1. Then
10m;.2; [ @ lote;.rs < Caj-j I f @) ll.r.s
for j =1,..., N, where e; denotes a multi-index with a 1 in the jth coordinate and zeros

everywhere else.
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Proof Since m is a regular Gevrey-type sequence, there exist ¢, C > 0 such that
mj(n+1)
m(n)

Let us now fix & € NV Tt follows that:

cn+1)% < < C(n+1)% forany n € Ny.

[o¢]

IS @llais_ g (0 a4 1) % Mo e ()
r?i(aj — 1 (n+ DWmj(n)  rmtt Do — Dl r

amj,z_,' f(Z) <<

n=!

« M @lars 5 Cluvapront 13 Lo (%)
- . ; ; i Si
reit ;- D = (n+ DY P e e = Dt r
o0 15; 7N
_ Clf@lla,rs Z(n+a;>-/ﬁ 1 ©@-D (i)
et ey = DI L (e — D r
N 1 Z
— cdY p@—1 (%
= ca ||f(z)||a,,-.s]_[rdi R ().
i=
where @ = o + e;. From this it follows that |3, 2, f @), . < Co | f @) la.r.s- O

Lemma 5 Let f € O (DY). Then

I f @ llatprs < rPUNF@ars
forany0 <r < R, « e NV U {0} and B € NV,

Proof This fact follows directly from Lemma 2. More precisely, it is true that
I f @lla+p.rs < I11p.rsllf @) la.rs Moreover, 1[5 = P!, because

ZV
1< ZW
yeNg

and the same is not true for (1 — &) ZVEN(I)V r%’ no matter how small ¢ > 0 we choose.

Hence, 1 = I lrll"g""’s , which finishes the proof. O

The following two lemmas connect Nagumo norms with the Gevrey order of formal
power series.

Lemma 6 Let us consider E = O (DY) N C(ﬁ;’ yand f(t,2) =Y vy fu(@t" € E[[t]]w
with w > 0. Then for any 0 < r < R and « € NV there exist A, B > 0 that satisfy

Il frn @) lna,r,s < ABnn!waV any n € Np.
Proof Since f(t, z) is of Gevrey order w, for any 0 < r < R there exist A, B > 0 such that

sup [ fu($)] < AB"n" for n € Ny.
ceDY
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Moreover, since f,(z) € O (D% ) we can use Cauchy Inequalities for the power series of
the form f,(z) = ZVGNS’ Jn,yZV. More precisely, forany0 <r < Rand y € Nf)v we have

sup;epy | fn()l
r‘V|

| fuy| <
Hence,

fr@ < sup | £(0)] Z

;'GD )/GNN

First suppose that n > 1. Seeing as

S

m .
] > 1 for any [ < m, we receive

k
fa@ < sup Ifn(z)ll_[Z(k+na’ _1> -

ceDl i=1k=0
RN o0 k+no; — 1 Si Zk
< sup L] =2 ( c <
ceDl iz T =0 r
Yol & (kb — 1\ 2
< sup Ifn(C)IR”“"]_[ — Z( ‘. ) =,
¢eDl =0 r

From this it follows that || f,,(2)ll,q., < R"*! sup;epy [ /(D) < A(BRI“)y"n!™.
For n = 0 let us notice that fy(z) € ﬁ(Dg) N C(ﬁg) and

fo(@) = Z foy2¥.

yeNS’
sup, N | fo(9)]
Then | fo,, | < % forany y € N(l)\' and
k RN
1o@lors = 50 1fo(©) Z S S 1ROl Z =y
te R eNN teDp
Hence it is enough to put A = max {A SUP; e p |f0({)| } and B = BRI, [

Lemma 7 Let f € O (Dg). Then for any 0 < p < r < R there exists A > 0 such that for
any a € NV U {0} the following inequality holds:

sup | f@)] < A £ (@) llars
zeD{,\’

Proof When o = 0 it suffices to notice that for certain 0y, ..., 0y € [0, 27) we have

sup |f(@)l =) fyl"[p% Gl < SR < DT R = 1@

ZED yENN i=l1 VGNN yeNN
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To prove the same for @ € NV first let us note that for any @, » > 0, p € Nand n € Ny
we have

(’”5_ 1>a"bp_1 < (a+b)ytrt, )

In particular, if we set ¢ > 0 small enough that p(1 + &)sI=N < r then (9) holds for
a+b=1landa ! = 1+ e¢e. Thenforanyn e Npandi =1,..., N we get

L 1 Ol,'—l
(n-{—a, 1>§<j) (l+8)n
n &

Now we can apply this fact to majorize f(z) in the following way:

1f @ llors T o (1 + i — 1\ 2
f(Z) < WHZ< n ) r7

i=1n=0
N @llars 14\ @7 D6=D nsin (n e —1Y) 2
T ol HZ (I+e) n o
i=1n=0
N oo 1\ "
||f(Z)||ars<1+e>S“ (n—i—a,—l)(z,’(l—i—e)s’ >
< [y A
Jex|
re € i=1n=0 r

In particular, the majorization above is true for any z € Df)v and so we can conclude that

sup |f(2)] < Skl (1 . E)sa ﬁi (n +ai—1 ) <P<1+5>‘1>
- r|ﬂf|

r
zeD) i=1n=0

Moreover, because of the properties of our chosen ¢, fori =1, ..., N we have
i n+a;—D! (p+e 1\ aut 1
n! r Tdueil 11—y
n=0

From this fact it follows that
1 s-o la|
sup |f(@)] < ”f(z)”a,r,s ( +8> r

2€DY rlel £ [r — (1 +&)s=N ]

a +8)|S‘ 3]
elsl[r — (1 + )=V p]

u=p(1+e)%i~1r-1

IA

Il f (@) la,rs {

o _ (14¢)sl
Therefore it is enough to put A = max {1, m} O

4 The Linear Cauchy Problem

Suppose that t ¢ Cand z € CV, N > 1, and let m = (my,...,my), where
mo, mi, ..., my are regular Gevrey-type sequences of non-negative orders so, §1, - . ., SN,
respectively. Then we define the Gevrey-type differential operator P (BmU,,, Bm,z) by the
formula: )
P (Omp.i2 0mz) = 0pp i+ D aja(t D), 0, (10)
(j,w)eA
with additional assumptions:
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(a) s: (S15S27"‘7SN) e [lﬂm)N’
b)) AC Né“v is a finite set of indices,
(¢) ords (aj,«) = max {0, j — M + 1} forall (j, @) € A.

Our first step is to analyze the Newton polygon for (10). In this case it is given by

N(P.so.s) = conv { A(soM, —=M)U | | A (soj+sa. ordi(aja) — )
(j,a)eA
Note that the first non-horizontal segment (if it exists) of the boundary of N (P, so, S)
connects points with coordinates (soM, —M) and (soj* + s - a*, ord,(aj« o) — j*) for a
certain (j*, @*) € A. The slope of this segment is positive and given by the formula
= ord;(ajo+) — j*+ M
I= so(j* — M) +s-a*

Alternatively, we can define k; using the formula

1 so(j —M)+s- -«
— =max 10, max - .
k1 (j.@)eA | ord, (aj,a) —j+M

Let us consider a linear Cauchy problem of the form

P (amo.ta am,z) u(t,z) = f([, z)
arjno,tu(O, z) =¢;j@@) for0<j<M ’

an

further assuming that:

(d) f(t,z) € O (DY) [N/, and ajo(t,2) € O (DY) [[11]1/x, forall (j, o) € A,
(e) ¢je0(DR)for0<j<M.

Our aim is to prove the following theorem:

Theorem 1 Under assumptions (a)-(e) listed above the formal solution u(t,z) =
Zzio un (2)t" of (11) is of the Gevrey order %

Before moving on to the proof of this theorem, we shall show that the following
proposition holds true:

Proposition 2 Suppose that ag = (2,1, ®0.2, - - -, ®o,N) is a multi-index such that
ok Ylfork=1,2,...,N
o0k = max - OrkKk =1,42,...,
(j,)eA ord; (aj,a) —j+M

and that i(t,z) = Y oo oun(2)t" is a formal solution of (11). Then for any 0 < r < R
there exist constants A, B > 0 such that

142 (2) lnag.r.s < AB™n!Y¥1 for any n € No. (12)

Proof Without any loss of generality we may assume that ug(z) = 0. Otherwise it is enough
to use substitution v(t, z) := u(t, z) — ¢o(z).

Now we can proceed to show (12) by induction on 7. It is easy to see that (12) holds for
n < M — 1. This fact follows directly from the properties of functions ¢1(z), ..., ¢y—1(z)
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and Lemma 6. Let us then show that if n > M and the proposition (with n replaced by i)
holds for any i < n then it is also true for n.

Let tM f(t,2) = Y00 )y fu@t" and tM~Va; o(t,2) = Zi'f:q,.w aj.oan@t" with gj o =
ord, (a jalt, z)) — j + M for every (j,a) € A. Using these facts we find a recurrence
relation describing u, (z) forn > M:

mo(n — M) mo(n — p)
)= ——— z) — a o z
un(@) = — = | (@ ) > Z i (8 O tin = (2)
J,a)EA P=qj«a
13)
From this point on we shall use a convention that a term % disappears whenever

n—p—j<O0.
Let us fix 0 < r < R. By assumption (d) and Lemma 6 there exist positive con-
stants F, G, for which || f,(2)llnag,r,s < F G"n!V /%1 Moreover, from regularity of mgo and

mi, ..., my, there exist constants ¢, C > 0 such that
i 1
cn+1)% < M <Cm+ 1% foranyn e Ngand j =0,1,..., N
mj(n)
Hence, we have
-M K n S
c"(n— M) w1k i (n—pto
lin @l rs < —— 5= | FE"nt0 4 5 3 /s

(j,a)eA P=qj,a
X ||aj,a,p(Z)3§,,zMn—p(Z) ”nao,r,s

It is easy to see that the first term on the right-hand side of the inequality above can be
bounded by %AB”n!]/kl if we put A > 2¢c M F and B > G.
Now we can analyze the term:
CiM(l’l _ M)!S() _ p)!so o
I=—p ) Z 71), 1t 0. p ()05 g1tn—p (@) lInaty.r.s-

(n —
(j,a)eA P=qj,a

By Lemma 2 we have
”aj,a,p(z)ag],zun—p(z)||na0,r,s = ||aj,a,p(z)||pa0—a,r,s||8g1,z”n—p(Z)||(n—p)oz0+a,r,s-
By Lemma 5 and the definition of g we also get
laj.,p @ pag-ars < RO la; o, @) (p—g; 000,55

Note that g; o, > 1 for every (j,a) € A and so we can write that tM_/aj,a(t, z) =

t4i Z;’loij,a ajon(2)1" 9o and treat every aj . (z) like the (n — g )th coefficient of

the formal power series. Hence, using Lemma 6 we receive
1/k
1.0 p @ (p—g; a0.rs < KL (P = qj.a)!'"

for a certain pair of positive constants K, L. If we put K = R%i«/®l K then

Iaj.0,p @ pag—a,rs < KL? (p — qj o)V 5.
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Moreover, by Lemma 4 we have

”agl,zun—p(z)||(n—p)a0+a,r,s = cll loeg [ ”un—p(z)”(n—p)txo,r,s

N Sk Sk
o — 1 o — 2
) H (” P @0,k ) (” P 0,k )

and, by the inductive assumption,
ltn—p @l 1= prag.r.s < AB" P (n — p)1V/*.

Furthermore, let us observe that
nil/ki al/k

N VT S S Y) T -
(P —asa) R =P < TR = p ¥ g 7F = = p 3 DR

and
[ qj,al
n—p+—<n—p+"—forany0</<or—1,1<k <N.
0,k Ok
Hence,
(n — M)!*0(n — p)lo
nion = p— o — p+ Dtialk
N or—1 ) Sk n P
qj.al L
ST [22]) 2 (5)

P=4qj,a

I < AB"n!'/k Z Mg it g5
(j,a)exr

(n—p)y* (n—p+qja)
(n— M+ 1)oM(n — p + 1)sU-Mtsa

<3 (5)

P=4j,a

< AB"m/k1 Z Mg citlal g |5
(j,a)exr

. S _ soM
SAB”n!l/kl Z cMgcitll G ("_P‘qu,a) (I’l p—|—1)

(e n—p+1 n—M+1
n
L p
X — ] .
> (5)
P=4j,a
Moreover,
n_p+Qj’a<1 9jo —1 <gjeforanyl <p<n
n—p+1 — n—p+17—77" - T
and

n—p+1< 1
n—M—i—l_]_%

<M foranyn > M,
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By combining facts listed above we receive

n
. L\?
n_y1/k; -M JHle| s agMsy s =
I < AB"n! E c"KC logl™* M 9o E B
(J.w)eA P=4j.a
0 P
n1/k -M J+le| s psMso s =
< AB"n! E c"KC lao ™™ M™ g7, E 2
(j,a)eA P=4j,a
_ n11/k -M J+le| s agMsgy S
= AB"n! E c"KC lao> M qj,aiB —I

(j,)eA

It remains to notice that the last sum can be bounded from above by % for sufficiently
large B > L. O

Now we can go back to the proof of Theorem 1.

Proof of Theorem 1 Using Proposition 2 and Lemma 7 we conclude that for any n € Ny
and p < r there exist constants A, A, and B such that

~ ~ n
SUp [ (@)] = A" 14, () . ris < A (A1 B) !/,

- =
zer

Hence, ii(t,z) € O (Dg) (1014, - O

5 Suggestions for Further Research

It might be possible to extend the result from Theorem 1 to a certain class of non-linear
Gevrey-type differential equations. We would like to achieve this by using methods inspired
by the approach presented in this paper.

Moreover, it is worth mentioning that an idea similar to the Gevrey-type sequences has
already been considered in [4]. Sequences and operators defined there are similar to the
ones presented in Definitions 2 and 3, with the Gevrey sequence n!* replaced with any given
sequence M, of positive real numbers. Under certain additional assumptions concerning
the sequence M, the authors were able to analyze the Gevrey properties of a certain class
of linear equations with time-dependent coefficients using the approach similar to [10] and
[7]. A question remains open, whether those findings can be extended to the case when the
coefficients depend on both t € C and z € CV.
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