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Abstract We consider morphological and linear scale
spaces on the space R

3
�S2 of 3D positions and orientations

naturally embedded in the group SE(3) of 3D rigid body
movements. The general motivation for these (convection-
)diffusions and erosions is to obtain crossing-preserving
fiber enhancement on probability densities defined on the
space of positions and orientations. The strength of these
enhancements is that they are expressed in a moving frame
of reference attached to fiber fragments, allowing us to dif-
fuse along the fibers and to erode orthogonal to them.

The linear scale spaces are described by forward Kol-
mogorov equations of Brownian motions on R

3
�S2 and can

be solved by convolution with the corresponding Green’s
functions. The morphological scale spaces are Bellman
equations of cost processes on R

3
� S2 and we show that

their viscosity solutions are given by a morphological con-
volution with the corresponding morphological Green’s
function.
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For theoretical underpinning of our scale spaces on
R

3
� S2 we introduce Lagrangians and Hamiltonians on

R
3

� S2 indexed by a parameter η ∈ [1,∞). The Hamil-
tonian induces a Hamilton-Jacobi-Bellman system that co-
incides with our morphological scale spaces on R

3
� S2.

By means of the logarithm on SE(3) we provide tan-
gible estimates for both the linear- and the morphological
Green’s functions. We also discuss numerical finite differ-
ence upwind schemes for morphological scale spaces (ero-
sions) of Diffusion-Weighted Magnetic Resonance Imaging
(DW-MRI), which allow extensions to data-adaptive ero-
sions of DW-MRI.

We apply our theory to the enhancement of (crossing)
fibres in DW-MRI for imaging water diffusion processes in
brain white matter.

Keywords Morphological scale spaces · Sub-Riemannian
manifolds · Hamilton-Jacobi-Bellman equations · Viscosity
solutions · Bellman processes · Diffusion-Weighted MRI ·
Diffusion Tensor Imaging

1 Introduction

Diffusion-Weighted Magnetic Resonance Imaging (DW-
MRI) involves magnetic resonance techniques for non-
invasively measuring local water diffusion in tissue. Local
water diffusion profiles reflect underlying biological fiber
structure. For instance in the brain, diffusion is less con-
strained parallel to nerve fibers than perpendicular to them.

The diffusion of water molecules in tissue over time t is
described by a transition density function pt , cf. [6]. Diffu-
sion Tensor Imaging (DTI), introduced by Basser et al. [11],
assumes that pt can be described for each position y ∈ R

3

by an anisotropic Gaussian. If {Yt } denotes the stochastic
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process describing the movement of water-molecules in R
3,

then one has

p
(
Yt = y′ | Y0 = y

)= e−
(y′−y)T (D(y))−1(y′−y)

4t

(4πt)
3
2
√

det(D(y))
, (1)

where D is a tensor field of positive definite symmetric
tensors on R

3 estimated from the MRI data. In a DTI-
visualization one usually plots the surfaces (the so-called
DTI-glyphs)

y+ {v ∈R
3 | vT D−1(y)v= μ2}, (2)

where μ > 0 is fixed and y ∈ Ω with Ω some compact
subset of R

3. The corresponding probability density U :
R

3 × S2 →R
+ on positions and orientations is given by

U(y,n) =
∫ ∞

0
p
(
Yt = y+ ρn | Y0 = y

)

· p(Y0 = y)ρ2dρ

= 1
√

Det(D(y)(4πt)3)

∫ ∞

0
e−

nT D−1(y)nρ2

4t ρ2dρ

·
√

Det(D(y))
∫
Ω

√
Det(D(x))dx

= 1

4π
∫
Ω

√
Det(D(x))dx

· (nT D−1(y)n
)− 3

2 (3)

with n ∈ S2 = {n′ ∈ R
3 | ‖n′‖ = 1} and y ∈ R

3. Here∫∞
0 p(Yt = y + ρn | Y0 = y)ρ2 dρ denotes the Orientation

Density Function (ODF), cf. [1, 26], and we used the spatial
probability density

p(Y0 = y)=
√

Det(D(y))
∫
Ω

√
Det(D(x))dx

proportional to the volume of the DTI-glyphs.
Due to the modeling assumption in Eq. (1) DTI is not

capable of representing crossing fibers [6].
High Angular Resolution Diffusion Imaging (HARDI) is

another recent DW-MRI technique for imaging water diffu-
sion processes in fibrous tissues, cf. [29, 61]. HARDI pro-
vides for each position in R

3 and for each orientation in S2

an MRI signal attenuation profile, which can be related to
the local diffusivity of water molecules in the correspond-
ing direction. As a result, HARDI images are distributions
(y,n) �→U(y,n) over positions and orientations. HARDI is
not restricted to functions on S2 induced by a quadratic form
and is thus capable of reflecting crossings.

We visualize these distributions U : R3 × S2 → R
+ as

follows.

Fig. 1 This figure shows visualizations of HARDI and DTI-images of
a 2D-slice in the brain where neural fibers in the corona radiata cross
with neural fibers in the corpus callosum. Here DTI and HARDI are
visualized differently; HARDI is visualized according to Definition 1
where orientations are color coded, whereas DTI is visualized using
Eq. (2) where fractional anisotropy is color coded (Color figure online)

Definition 1 A glyph visualization of the distribution U :
R

3 × S2 → R
+ is a visualization of a field y �→ Sμ(U)(y)

of glyphs, where each glyph is given by the surface

Sμ(U)(y)= {y+μU(y,n)n | n ∈ S2}⊂R
3,

for some y ∈R
3, and some suitably chosen μ > 0.

See Fig. 1, where a HARDI data set is depicted using a
glyph visualization. In HARDI modeling the Fourier trans-
form of the estimated transition densities is typically con-
sidered at a fixed characteristic radius known as the b-value,
cf. [29].

In the remainder of this article we will visualize all DW-
MRI images (including DTI) via glyph visualizations as de-
fined in Definition 1.

To reduce noise and to infer information about fiber
crossings, contextual information can be used to enhance the
data. This enhancement is useful both for visualization pur-
poses and as a preprocessing step for other algorithms, such
as fiber tracking algorithms, which may have difficulty in
noisy and/or incoherent regions. Recent studies indicate the
increasing relevance for enhancement techniques in clinical
applications [75, 76, 87].

Promising research has been done on constructing dif-
fusion/regularization processes on the 2-sphere defined at
each spatial locus separately [28, 29, 41] as an essential pre-
processing step for robust fiber tracking. In these approaches
position space R

3 and orientation space S2 are decoupled,
and diffusion is only performed over the angular part, disre-
garding spatial context. Consequently, these methods cannot
propagate fiber fragments through complex fiber structures
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such as crossings, bifurcations and interruptions. These are
precisely the interesting locations where the initial data (at
least in case of DTI) fails to represent the underlying fiber
structure.

Therefore, in contrast to previous work on enhancement
of DW-MRI [18, 20, 28, 29, 41, 45, 46, 80], we consider
both the spatial and the orientational part to be included in
the domain. That is, we consider a HARDI dataset as a func-
tion U :R3 × S2 →R

+. Furthermore, we explicitly employ
the proper underlying group structure, that arises by embed-
ding the coupled space of positions and orientations

R
3

� S2 := SE(3)/
({0} × SO(2)

)

as the partition of left cosets into the group SE(3) = R
3

�

SO(3) of 3D-rigid motions. This group structure is neces-
sary for alignment of fiber fragments. The general advantage
of our approach on SE(3) is that we can enhance the original
HARDI/DTI data using orientational and spatial neighbor-
hood information simultaneously.

This allows us to extrapolate crossings in distributions
on R

3
� S2 created from the original DTI data to [65] via

Eq. (3). This may be used to reduce the number of scan-
ning directions in areas where the (hypo-elliptic) diffusion
[36, Chap. 4.2] on R

3
� S2 yield reasonable fiber extrap-

olations, cf. [36, 65, 67, 68]. This can also be observed in
Fig. 5 where the black-boxes indicate areas where fibers of
the corpus callosum and the corona radiata cross.

HARDI already produces more detailed information
about complex fiber-structures. Application of the same dif-
fusion on HARDI [68] then removes spurious crossings that
are not aligned with the surrounding glyphs, see Fig. 6 and
the red boxes in Fig. 5.

1.1 Contextual Processing of DW-MRI

Our diffusions relate to Brownian motion of oriented ran-
dom walkers. If we constrain each random walker say
at (y,n) to either proceed spatially in direction n or to
change its orientation n we get Brownian motions with
hypo-elliptic generators, with a constrained coupling be-
tween spatial and angular movements. Figure 2 shows that
such a hypo-elliptic diffusion preserves the fiber-structure
better than spatial/angular diffusion. The key idea is that
our hypo-elliptic diffusions naturally include the context
of fiber-fragments in the data. These diffusions are solved
by shift-twist convolutions with the corresponding Green’s
functions, cf. [36]. This generalizes the well-known, effi-
cient framework of tensor voting for contextual processing
of tensors [57, 58] in a PDE (scale space) setting on R

3
�S2.

Tensor voting applies a shift-twist convolution with a (sin-
gular) kernel representing alignment with an a priori vot-
ing field [43, Chap. 4], [7, 84], [31, Chap. 5.4], [66]. Typi-

Fig. 2 Hypo-elliptic diffusion preserves the fiber-structure visually
much better than isotropic angular and spatial diffusion. (a) Artificial
input U : R3

� S2 → R
+. (b) Output of linear diffusion on R

3
� S2.

(c) Alternation of linear angular and linear spatial diffusion visually
destroys the anisotropic fiber structure. In contrast the hypo-elliptic
diffusion in (d) Preserves the fiber-structure much better

cally, such a voting field is based on the co-circularity princi-
ple [57, 58]. This principle is naturally included in the left-
invariant PDE’s on R

3
� S2, as propagation locally takes

place along horizontal exponential curves whose spatial pro-
jections have constant curvature, cf. [36]. To get a quick
intuition of our hypo-elliptic diffusions on R

3
� S2, one

can regard such a Green’s function as a “voting field” of
glyphs (see Fig. 3). The shift-twist convolution aligns this
voting field of glyphs with each position and orientation in
the DW-MRI data. A shift-twist convolution is the exam-
ple of a linear, left-invariant operator on L2(R

3
� S2) (the

space of DW-MRI data), cf. [36, Lemma 1, Corollary 1].
A left-invariant operator on L2(R

3
� S2) is an operator that

commutes with rotations and translations.

1.2 Why Morphological Scale Spaces on R
3

� S2?

Typically, if linear diffusions are directly applied to DTI-
data, glyphs are propagated in too many directions. There-
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Fig. 3 The Green’s functions
for line propagation (completion
and enhancement) in
R

2
� S1 ≡ SE(2), left, (in

dashed lines their Heisenberg
approximations [32, 35]) and in
R

3
�S2 := SE(3)/({0}×SO(2))

depicted on the right using
glyph-visualizations according
to Definition 1. They provide a
probabilistic “voting field” of
glyphs

fore we combined these diffusions with monotonic transfor-
mations in the codomain R

+, such as squaring input and
output cf. [36, 65, 68]. Visually, this produces anatomically
plausible results (Figs. 5 and 6), but this fails if there are
large global variations present in the data. This is often prob-
lematic around ventricle areas in the brain, where the glyphs
are usually larger than those along the fibers, see Fig. 7(top-
row). In order to achieve a better way of sharpening the data
where global maxima do not dominate the sharpening of the
data, cf. Fig. 4, we propose morphological scale spaces (ero-
sions) on R

3
� S2 where transport takes place orthogonal to

the fibers. The result of such an erosion after application of
a linear diffusion is depicted down left in Fig. 7, where the
diffusion has created crossings and where the erosion has
visually sharpened the fibers.

1.3 Objectives

We provide a list of 9 issues that arise from previous work
[36, 65, 68], organized in 4 categories:

• Morphological scale space theory on R
3

� S2.

1. Can we generalize the left-invariant convolutions on
R

3
� S2 to left-invariant morphological convolutions?

2. Can we replace the grey-scale transformations [65,
36, 68] by Hamilton-Jacobi-Bellman (HJB) equations
(erosions) on R

3
� S2. Can we derive a morpholog-

ical scale space theory on R
3

� S2 that allows us to
visually sharpen the fibers in the DW-MRI data in a
geometrical way?

3. Can we find the unique viscosity solutions of these
HJB-equations?

4. Can we find analytic approximations for the viscos-
ity solutions of these left-invariant HJB-equations on
R

3
� S2, akin to the analytic approximations of linear

left-invariant diffusions, cf. [36, Chap. 6.2]?

• Implementation.

5. Can we construct basic numerical finite difference
schemes and analytic convolution schemes for mor-
phological scale spaces on R

3
� S2?

• Combining morphology and diffusion.

6. Can we combine left-invariant diffusions and left-
invariant dilations in a pseudo-linear scale space [40]
on R

3
� S2?
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7. Can we combine diffusions and erosions for fiber-
enhancement?

• Probabilistic models of scale spaces on R
3

� S2.

8. Can we provide a probabilistic interpretation of both
linear and morphological scale spaces on R

3
� S2?

9. The contour completion kernel on R
3

� S2 suffers
from a severe singularity at the origin. Can we get con-
tour completion to work via iteration of resolvent pro-
cesses? Does this relate to a new probabilistic model
for contour completion?

The main objectives on which this article concentrates are
issues 2, 3, 5 and 9. This article addresses all nine ques-
tions with affirmative answers and formal theorems. The ap-
proach dealing with the first issue fits within general group
morphology [69], where we tackle some additional issues
related to the group quotient structure of R

3
� S2. The ap-

proach dealing with the sixth issue is placed in Appendix C
as it is less effective than the approach dealing with the sev-
enth issue that is applied in our final experiments.

To achieve our objectives, we introduce linear, mor-
phological and pseudo-linear scale spaces defined on
(R3

� S2)×R
+:

(y,n, t) �→W(y,n, t) for all y ∈R
3, n ∈ S2, t > 0,

where the input DW-MRI image serves as initial condition
W(y,n,0)=U(y,n). For a formal definitions of these scale
spaces, see Appendix D.

In nearly all experiments we considered DTI-data as in-
put. In this case the initial condition is either given by Eq. (3)
or by

U(y,n)= 3nT D(y)n
4π
∫
Ω

trace{D(y′)}dy′
, (4)

Fig. 4 Top: Noisy artificial dataset, output diffused dataset (thresh-
olded). Bottom: squared output diffused dataset, output of the eroded
diffused dataset

for all y ∈R
3,n ∈ S2 as proposed in the previous works [36,

43, 65, 68]. In practice option (4) tends to make glyphs more
isotropic.

Furthermore, we introduce a theoretical Lagrangian and
Hamiltonian framework on R

3
� S2. Although not consid-

ered here, this framework could also be used for extension
of geometric control and fiber-tracking [53] to geometrical
control problems on sub-Riemannian manifolds [4] within
the joint domain of positions and orientations, relating to
Finsler geometry [3]. Moreover, our framework may also be
employed in the modeling from the physically scanned data
and the DTI and HARDI modeling via inverse problems on
R

3
� S2.
Figure 7 shows a preview of how our scale space evolu-

tions perform on the same neural DTI dataset considered in
[65], where we used

V (U)(y,n)=
(

U(y,n)−Umin(y)

Umax(y)−Umin(y)

)2

,

with Umax(y)=max
{
U(y,n) | n ∈ S2},

with Umin(y)=min
{
U(y,n) | n ∈ S2}, (5)

for the sake of comparison, as this was also applied in the
previous works [65, 68]. This min-max normalization in-
duces a field of glyphs with similar sizes. In the final DTI-
experiments of this article we will not apply this operator: in
Figs. 21, 23 we directly visualize the concatenation of diffu-
sion, erosion and minimum subtraction.

This article primarily focusses on a novel mathemati-
cal theory for enhancement of probability distributions on
R

3 × S2. Our experiments only serve as first feasibility stud-
ies supporting its potential value in DW-MRI applications.
For validations that our enhancements improve subsequent
fiber-tracking in a relevant neuro-imaging application (de-
tection of the optic radiation for planning temporal lobe
resection in the treatment of epilepsy) we refer to related
works [27, 77].

1.4 Structure of the Article

In Sect. 2 we motivate that the domain of DW-MRI is not to
be considered as a flat Cartesian product of R

3 and S2. In-
stead we consider the coupled space R

3
� S2 of positions

and orientations as a group quotient in the 3D-Euclidean
motion group SE(3).

In Sect. 3 we show that operators on DW-MRI images
that commute with rotations and translations must be left-
invariant. Furthermore, in Theorem 1 we classify all left-
invariant operators on L2(SE(3)) that allow well-defined re-
strictions to L2(R

3
�S2) (the space of DW-MRI data). Such

operators will be called “legal” operators.
In Sect. 4 we consider both linear and morphologi-

cal convolutions on DW-MRI. According to Theorem 2 in
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Fig. 5 DTI and HARDI data containing fibers of the corpus callosum
and the corona radiata in a human brain, with b-value 1000 s/mm2

on voxels of (2mm)3, cf. [65]. We visualize a 10 × 16-slice of
interest (162 samples on S2 using icosahedron tessellations) from
104× 104× 10× (162× 3) datasets. Top row: region of interest with
fractional anisotropy intensities with colorcoded DTI-principal direc-

tions. Middle row, DTI data U visualized according to Eq. (2) resp.
Definition 1. Bottom row: HARDI data (Q-ball with l ≤ 4, [29]) of the
same region, hypo-elliptically diffused DTI data (y,n) �→W(y,n, t),
Eq. (53), using Eq. (4) as input. We applied min-max normalization of
W(y, ·, t) for all positions y

Sect. 4.1 all (reasonable) linear left-invariant operators are
R

3
�S2-convolutions. We show in Theorem 2 that R

3
�S2-

convolutions can be implemented without a goniometric
parametrization of S2. Subsequently, we extend linear con-
volutions on R

3
� S2 to morphological convolutions and in

Theorem 3 we show that their implementation is similar.
In this article we aim for both linear and morphological

scale space PDE’s on R
3
�S2. This requires an introduction

to the Lie algebra of left-invariant vector fields which serves
as a local frame of reference attached to fiber-fragments in
the DW-MRI data. This is done in Sect. 5, where in Theo-
rem 4 it follows that the choice of legal scale space genera-
tors is quite limited.

Subsequently, in Sect. 6 we introduce two different sub-
Riemannian manifolds within SE(3). One of them underlies

hypo-elliptic diffusions and one of them underlies the ero-
sions. The practical motivation for this, is that we want dif-
fusion along fiber fragments, whereas we want to erode or-
thogonal to them. Figure 10 provides the crucial geometric
intuition. Theorems 5 and 7 relate the left-invariant vector
fields to the Frenet frame of the spatial part of the curves
in the two sub-Riemannian manifolds. We introduce met-
rics and geodesics on both sub-Riemannian manifolds and
we relate them to a basic curve optimization problem in R

3,
where we pay attention to the local existence of minimiz-
ing geodesics. Furthermore, in Theorem 8 we relate the La-
grangians and Hamiltonians on the sub-Riemannian mani-
fold(s) via a Fenchel transform.

In Sect. 7 we consider both linear and morphological
scale spaces where we employ the geometric tools of the
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Fig. 6 Same settings as Fig. 5, except for a different b-value and region of interest. The (hypo-elliptic) diffusion, Eq. (53), is applied to the HARDI
dataset

previous section. In Sect. 7.1 we classify all legal lin-
ear convection-diffusion. Then in Sect. 7.2 we introduce
morphological scale spaces via a Hamilton-Jacobi-Bellman
equation induced by the Hamiltonian of the previous sec-
tion. Subsequently, in Theorem 9 we show that iso-contours
of morphological scale spaces are geodesically equidistant
and in Theorem 10 we show that their viscosity solutions are
given by convolution with the corresponding morphological
Green’s functions. Additionally, in Appendix C we consider
pseudo-linear scale spaces on R

3
� S2 which form a con-

tinuous transition between the linear and the morphological
scale spaces on R

3
� S2.

In Sect. 8 we apply the Ball-Box theorem and we ob-
tain tangible estimates for both the linear and morphological
Green’s functions.

In Sect. 9 we discuss two different implementations of
morphological scale spaces: 1 via morphological convolu-
tion and 2 via finite differences. The first approach directly
relates to the unique viscosity solutions of the Hamilton-
Jacobi-Bellmann equations (Theorem 10) and allows fast
parallel algorithms via look-up tables,1 whereas the second
approach allows data-adaptation (Sect. 9.5) via fast upwind
schemes using small finite difference stencils.

In Sect. 10 we provide a concise overview of the un-
derlying probability theory of both linear and morpholog-
ical scale spaces on R

3
� S2. The linear scale spaces on

1Akin to accelerated implementations [68] of linear shift-twist convo-
lutions on R

3
� S2

R
3

� S2 are Fokker-Plank equations of stochastic processes
for fiber completion/enhancement, recall Fig. 3. In Theo-
rem 12 we present a practical and natural extension of the
3D contour-completion process. The morphological scale
spaces are Hamilton-Jacobi-Bellmann equations describe
cost-processes on R

3
� S2.

Finally, in Sect. 11 we provide experiments where diffu-
sions and erosions are combined.

2 The Space R
3

� S2 and Its Embedding in the Rigid
Body Motion Group SE(3)

For the enhancement of data, it is crucial to determine which
fiber fragments are well aligned with each other. To find out
which fiber fragments are well aligned, you must consider
the spatial and orientational information together, as they
interact with each other. Figure 8 shows how (x0,n0) and
(x1,n1) are better aligned (by forming a more natural con-
necting curve) than (x0,n0) and (x2,n1) are, even though
both pairs have the same spatial distance from each other,
and the same difference in angles. This shows us that the
space of positions and orientations is coupled and it is there-
for conceptually wrong to consider the space of positions
and orientations as a flat Euclidean space. Suppose we have
a fiber fragment at position y ∈ R

3 with orientation n ∈ S2.
This fiber fragment can be rotated and translated via the ac-
tion of SE(3) (rigid body motion group) on R

3 × S2:

(x,R) · (y,n)= (Ry+ x,Rn), (6)
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Fig. 7 DTI data of corpus callosum and corona radiata fibers in a
human brain with b-value 1000 s/mm2 on voxels of (2mm)3. Top
row: DTI-visualization according to Eq. (2). The yellow box contains
13× 22× 10 glyphs with 162 orientations of the input DTI-data de-
picted in the left image of the middle row. This input-DTI image U

is visualized using Eq. (4) and Rician noise ηr [36, Eq. (90)] with
σ = 10−4 has been included. Operator V is defined in Eq. (5). Middle

row, right: output of pseudo-linear scale space, Eq. (117). Bottom row,
left: output erosion, Eq. (59) using the diffused DTI-data set as input,
Eq. (53) with (D44 = 0.04, D33 = 1, t = 1), right: output of nonlinear
diffusions with adaptive scalar diffusivity explained in our numeri-
cal works [25, 26]. Evolutions are implemented by finite difference
schemes [26, 36], with step size �t (Color figure online)

for all x,y ∈ R
3, R ∈ SO(3) and all n ∈ S2. Subsequent

alignment reveals the non-commutative product of SE(3):

(x1,R1)(x2,R2) = (R1x2 + x1,R1R2)

= ((τ(R1)(x2)
)+ x1,R1R2

)
(7)

where we see that SE(3) = R
3

� SO(3) is the semi-direct
product of SO(3) and R

3 as it involves a homomorphism
SO(3) � R �→ τ(R) ∈ Aut(R3) where (τ (R))(x) = Rx.
This homomorphism is responsible for the non-commutative
structure of the group SE(3). Considered as a set we have
SE(3) = R

3 × SO(3), but considered as a group we must
write R

3
� SO(3) := R

3
�τ SO(3) as its non-commutative

group product, Eq. (7), is not equal to the commutative
group product (x1,R1)(x2,R2)= (x1 + x2,R1R2).

The group SE(3) acts transitively on R
3×S2 as every po-

sition and orientation can be reached from the unit position
orientation (0, ez), with ez = (0,0,1)T :

(y,n)= (y,Rn) · (0, ez), (8)

where Rn denotes any rotation such that

Rnez = n. (9)

To keep track of rigid body motions acting on R
3
�S2 it will

be useful to embed the space of positions and orientations
in SE(3). However one should be careful that identifying
n↔Rn via (8) is not unique. Indeed if we multiply Rn with
a rotation around the z axis via an angle α from the right, the
identification Eq. (8) is still valid. To get rid of this problem
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Fig. 8 Positions and orientations are coupled. The spatial and angu-
lar distance between (x1,n1) and (x0,n0) is the same as the spatial
and angular distance of (x2,n1) between (x0,n0). However, (x1,n1) is
much more aligned with (x0,n0) than (x2,n1) is. The space R

3
� S2

takes this alignment into account (in contrast to R
3×S2). The connect-

ing curves are the spatial projections of the geodesics in R
3

� S2 for
β = 1

2 in Eq. (43) (with x0 = (0,0,0), x1 = (0,0,5) and x2 = (3,0,4),
n0 = (0,0,1) and n1 = (sin 2π

5 ,0, cos 2π
5 ))

we consider the coupled space of positions and orientations
as the group quotient2

R
3

� S2 := SE(3)/
({0} × SO(2)

)

= (R3
� SO(3)

)
/
({0} × SO(2)

)
, (10)

where we identify SO(2) with all rotations around the
z-axis. Elements in R

3
� S2 are equivalence classes of rigid

body motions under the equivalence relation

g1 ∼ g2 ⇔ (g1)
−1g2 ∈ {0} × SO(2)

⇔ (x1 = x2 and ∃α∈[0,2π)R1 =R2Rez,α)

⇔ g1(0, ez)= g2(0, ez),

with g1 := (x1,R1) ∈ SE(3) and g2 := (x2,R2) ∈ SE(3),
where from now on Ra,ψ denotes the counter-clockwise ro-
tation around axis a ∈ S2 by angle ψ ∈ [0,2π). So each
equivalence class [(y,Rn)] = {g ∈ SE(3) | g ∼ (y,Rn)} is
explicitly given by {(y,RnRez,α) | α ∈ [0,2π)}.

To keep a sober notation we denote these equivalence
classes with (y,n) ∈ R

3
� S2 where we use Eq. (8) to

uniquely identify

(y,n)↔ [
(y,Rn)

]
.

2This involves a slight abuse of notation as S2 = SO(3)/SO(2) is not
a group (due to the hairy-ball/Brouwer’s Theorem) and hence R

3
� S2

is not formally a semi-direct product of groups.

Here we would like to keep track of functions on the equiv-
alence classes

U :R3
� S2 →R

given by (y,n) �→ U(y,n) and the corresponding functions
on the group

Ũ :R3
� SO(3)→R

which are given by

Ũ (y,R) :=U(y,Rez). (11)

Note that U(y,n)= Ũ (y,Rn) for all y ∈R
3 and n ∈ S2.

Instead of applying a rigid body motion to a single fiber
fragment we can also apply a rigid body motion on a whole
distribution on positions and orientations (in particular a
DW-MRI image). This is done via

(LgU)(y,n) = U
(
g−1(y,n)

)

= U
(
R−1(y− x),R−1n

)
,

with Lg1g2 = Lg1Lg2 for any pair g1, g2 ∈ SE(3).

3 Legal Operators

In the previous section we introduced a group structure
on the domain of DW-MRI, where the rigid body motion
group SE(3) acts transitively on the space of positions and
orientations. In this section we will classify the operators
Ũ �→ Φ̃(Ũ) that uniquely relate to operators U �→ Φ(U)

defined on the group quotient R
3

� S2, such that Φ com-
mutes with rotations and translations. Later on Φ , will be
an enhancement operator on DW-MRI, in which case the
commutation requirement is natural. Mathematically, this is
achieved by imposing left-invariance, i.e.

∀g∈SE(3) :Φ ◦Lg = Lg ◦Φ,

on an operator Φ : L2(R
3

� S2)→ L2(R
3

� S2).
Occasionally, we shall resort in our design to the space

of square integrable functions on the group. Here we need
to consider the left and right regular action of SE(3) onto
L2(SE(3)):

(LgV )(h)= V
(
g−1h

)
,

(RgV )(h)= V (hg),
(12)

for all V ∈ L2(SE(3)). If V corresponds to U : R
3

�

S2 → R
+, i.e. V = Ũ (Eq. (11)) then we have RhV = V

for all h= (0,Rez,α) and all α ∈ [0,2π). Therefore we need
the following definition.
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Definition 2 We define the space L̃2(SE(3)) of functions on
the group that uniquely relate to functions on the quotient
via

L̃2
(
SE(3)

)

:= {V ∈ L2
(
SE(3)

) | ∀α∈[0,2π)R(0,Rez,α)V = V
}

(13)

The next theorem specifies necessary and sufficient con-
dition for operators on Ũ : SE(3) → R

+ to be legal in
the sense that they correspond to well-defined operators on
U : R3

� S2 → R
+ that commute with rotations and trans-

lations.

Theorem 1 Consider an operator Φ̃ on square integrable
functions defined on the group Φ̃ : L̃2(SE(3))→ L2(SE(3)).
Then such an operator uniquely relates to a left-invariant
operator Φ : L2(R

3
� S2)→ L2(R

3
� S2) via

Φ̃(U)= Φ̃(Ũ),

(
Φ(U)

)
(y,n)= (Φ̃(Ũ)

)
(y,Rn)

(14)

if and only if

Φ̃ ◦ Lg = Lg ◦ Φ̃ for all g ∈ SE(3),

Φ̃ = Rh ◦ Φ̃ for all h ∈ {0} × SO(2),
(15)

with tilde-operator U �→ Ũ given by Eq. (11).

Proof The natural identification between Φ and Φ̃ in
Eq. (14) is unique if and only if the choice of Rn (which
by definition is any rotation that maps ez to n) in the second
equality in Eq. (14) does not matter and that is the case if
and only if Φ̃ = Rh ◦ Φ̃ for all h ∈ {0} × SO(2). With re-
spect to the left-invariance we note that left action of SE(3)

on the left cosets coincides with left action on the group:

g1(gH)= (g1g)H, with H = {0} × SO(2)

and consequently we have Φ̃ ◦ Lg = Lg ◦ Φ̃ if and only if
Φ ◦Lg = LgΦ for all g ∈ SE(3). �

Definition 3 Operators Ũ �→ Φ̃(Ũ) are called legal if and
only if they satisfy Eq. (15). They are called illegal if they
do not satisfy Eq. (15).

Remarks

1. Operator Rh : L̃2(SE(3)) → L̃2(SE(3)) with h ∈ {0} ×
SO(2) is legal and coincides with the identity operator.

2. Operator Lg given by Eq. (91) is illegal as L is a group
representation and SE(3) is not commutative.

3. One can construct legal operators from illegal operators
by addition and concatenation. This will occur frequently
in this article.

Fig. 9 The two charts which together appropriately parameterize the
sphere S2 ≡ SO(3)/SO(2) where the rotation-parameters α and α̃ are
free

3.1 Parametrization of SO(3) and S2

The common way to parameterize SO(3) is via the Eu-
ler angles R(γ,β,α) = Rez,γ Rey ,βRez,α , with α ∈ [0,2π),
β ∈ [0,π) and γ ∈ [0,2π). This yields the following
parametrization of S2

n(β, γ ) = R(γ,β,α)ez

= (cosγ sinβ, sinγ sinβ, cosβ)T

Like all parameterizations of S2 = SO(3)/SO(2), the Euler
angle parametrization suffers from the problem that there
does not exist a global diffeomorphism from a sphere to a
plane. We need a second chart to cover SO(3);

R =Rex ,γ̃ Rey ,β̃Rez,α̃, (16)

which again parameterizes S2 via different ball-coordinates
β̃ ∈ [−π,π), γ̃ ∈ (−π

2 , π
2 ),

ñ(β̃, γ̃ ) = Rex ,γ̃ Rey ,β̃Rez,α̃ez

= (sin β̃,− cos β̃ sin γ̃ , cos β̃ cos γ̃ )T , (17)

but which has ambiguities at the intersection of the equator
with the x-axis, cf. [36] and Fig. 9. We will use the second
chart in our analysis as it does not have a singularity at the
unity element.

Operators on functions on the group SE(3), expressed
in these Euler angle parameterizations on the group SE(3),
are legal if they are independent of the final angle (respec-
tively α and α̃), see Theorem 1. This holds in particular for
scale space operators on SE(3) that we will consider later in
Sect. 7.

4 Convolutions on R
3

� S2

In the previous section we classified the legal operators Φ̃

acting on functions on the group. Such operators are left-
invariant. If in addition such operator is linear it is a convo-
lution on the group [21, 43]. The quotient structure requires
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some additional symmetry constraints on the convolution
kernel. To avoid these technicalities we directly consider the
corresponding operator Φ : L2(R

3
� S2)→ L2(R

3
� S2) in

the cases where Φ is a linear, respectively morphological,
convolution on R

3
� S2.

4.1 Linear Convolutions

According to the theorem below, all reasonable linear,
left-invariant operators on DW-MRI images are R

3
� S2-

convolutions.

Theorem 2 Let K be a bounded operator from L2(R
3
�S2)

into L∞(R3
� S2). Then there exists an integrable kernel

k : (R3
� S2)× (R3

� S2)→C

such that

‖K‖2 = sup
(y,n)∈R3�S2

∫

R3�S2

∣∣k
(
y,n;y′,n′

)∣∣2dy′dσ
(
n′
)
,

is finite and we have

(KU)(y,n)=
∫

R3�S2
k
(
y,n;y′,n′

)
U
(
y′,n′

)
dy′dσ

(
n′
)
,

for almost every (y,n) ∈R
3

� S2 and all U ∈ L2(R
3

� S2).
Now Kk := K is left-invariant iff k is left-invariant, meaning

∀g∈SE(3)∀y,y′∈R3∀n,n′∈S2 :
k
(
g · (y,n);g · (y′,n′

))= k
(
y,n;y′,n′

)
. (18)

Then to each positive left-invariant kernel

k :R3
� S2 ×R

3
� S2 →R

+

with
∫

R3

∫
S2 k(0, ez;y,n)dσ(n)dy= 1 we associate a unique

probability density p : R3
� S2 → R

+ with the invariance
property

p(y,n)= p(Rez,αy,Rez,αn), for all α ∈ [0,2π), (19)

by means of p(y,n) = k(y,n;0, ez). The convolution now
reads

KkU(y,n)

= (p ∗R3�S2 U)(y,n)

:=
∫

R3

∫

S2
p
(
RT

n′
(
y− y′

)
,RT

n′n
)
U
(
y′,n′

)
dσ
(
n′
)
dy′,

(20)

where σ is the surface measure on S2 and where Rn′ ∈
SO(3) s.t. n′ =Rn′ez.

For a proof we refer to [36, Chap. 3]. For parallel imple-
mentation of R

3
� S2-convolution (where we pre-compute

all rotated and translated reflected kernels) we rely on the
following Lemma.

Lemma 1 Let U : R3
� S2 → R

+ be a (square) integrable
input distribution on R

3
� S2. Then for all y ∈ R

3 and all
n ∈ S2 we have

(p ∗R3�S2 U)(y,n)= (L(y,Rn)p̌,U)L2(R
3�S2)

where (·, ·)L2(R
3�S2) denotes the L2-inner product and with

the reflected kernel p̌ :R3
� S2 →R

+ given by

p̌
(
y′,n′

)= p
(−RT

n′y
′,RT

n′ez

)
(21)

for all y′ ∈R
3 and all n′ ∈ S2.

Proof Note that p̌(y′,n′) = k(0, ez;y′,n′) and p(y,n) =
k(y,n;0, ez). The rest follows from left-invariance of the
convolution and Eq. (18). �

For more details on efficient implementation of such a
convolution see [36, 68]. There are two relevant issues re-
garding the implementation we did not explicitly address in
our previous works and which are also relevant in imple-
menting the morphological convolutions that we shall intro-
duce in the next subsection.

Lemma 2 Implementation of a R
3

� S2-convolution via
the pre-computed kernels in Lemma 1 can be done with-
out goniometric formulas, that is RT

n v , with v= y′ − y, in
Lemma 1 (and Theorem 3) can be computed via:

RT
n (v)

= 1

H(n)

·

⎛

⎜
⎜
⎝

(n2)2v1 + n1n2(n3 − 1)v2 + n1(n1n3v1 −H(n)v3)

(n1)2v2 + n1n2(n3 − 1)v1 + n2(n2n3v2 −H(n)v3)

H(n)(n · v)

⎞

⎟
⎟
⎠

with H(n)= 1−|n3|2, n= (n1, n2, n3) ∈ S2, if |n3| �= 1 and
RT

n=(0,0,n3)
= sign(n3)I if |n3| = 1.

Proof Because of Eq. (19) we are free in the choice of
Rn ∈ SO(3) such that Eq. (9) holds. We take the counter-
clockwise rotation in the plane spanned by ez and n such
that ez is mapped on to n. To this end we use the Rodrigues’
formula

Ra,ψ (v)= (v,a)a+ cosψ
(
v− (v,a)a

)+ sinψ(a× v),
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where we take a = ez × n and cosψ = n · ez = n3 and
sinψ =√1− |n3|2 from which the result follows after tak-
ing the transpose of the corresponding matrix (expressed in
the standard basis). �

Remark For the pre-computation of the analytical approx-
imations of the Green’s functions [36, 68] we do have to
invert Eq. (17), which yields:

β̃ = sign(n1) arccos
(

s̃ign(n3)

√
n2

2 + n2
3

)
,

γ̃ =−s̃ign(n3) arcsin

(
n2√

n2
2 + n2

3

)
,

(22)

with sign(x)= 1 if x > 0 and zero else, and with s̃ign(x)= 1
if x ≥ 0 and zero else.

4.2 Morphological Convolutions

Dilations on the joint space of positions and orientations
R

3
� S2 are obtained by replacing the (+, ·)-algebra by the

(max,+)-algebra in the R
3

� S2-convolutions (20)

(k⊕R3�S2 U)(y,n)

= sup
(y′,n′)∈R3�S2

[
k
(
RT

n′
(
y− y′

)
,RT

n′n
)+U

(
y′,n′

)]
(23)

where k : R3
� S2 → R

− denotes a morphological kernel.
If this morphological kernel is induced by a semigroup (or
evolution) then we write kt for the kernel at time t .

Erosions on R
3

� S2 are given by:

(
k+ �R3�S2 U

)
(y,n)

= inf
(y′,n′)∈R3�S2

[
k+
(
RT

n′
(
y− y′

)
,RT

n′n
)+U

(
y′,n′

)]
.

(24)

Dilation kernels are negative and erosion kernels are posi-
tive3 and therefore we write

k+ := −k ≥ 0 and k− := k ≤ 0.

for the corresponding erosion kernels. Implementation of
morphological convolutions (i.e. dilations/erosions) is en-
tirely similar to linear convolution implementation. Indeed
in analogy with Lemma 1 we have the following result.

Theorem 3 Let U :R3
� S2 →R

+ be a bounded input dis-
tribution. Let k :R3

� S2 →R
+ be an erosion kernel. Then

3There are several conventions [5, 17, 79, 86] for erosions and dilations
on R

n. In our convention we must put kernels upfront to be consistent
with the PDE’s of the morphological scale spaces.

for all y ∈R
3 and all n ∈ S2 we have

(k�R3�S2 U)(y,n)

= inf
(y′,n′)∈R3�S2

[
(L(y,Rn)ǩ)

(
y′,n′

)+U
(
y′,n′

)]
.

with reflection operator k �→ ǩ as in Eq. (21).

A tangential result can be obtained for dilations. A par-
ticular example of a kernel k is the morphological delta dis-
tribution

δC(y,n)=
{∞ if (y,n) �= (0, ez)

0 else
(25)

which has the following reproducing properties

(−δC
)⊕R3�S2 U =U,

δC �R3�S2 U =U.

for all bounded U :R3
� S2 →R

+.

5 A Moving Frame of Reference and Metric Tensor
for Scale Spaces on R

3
� S2

In this article we aim for particular cases for operators Φ

and Φ̃ in Sect. 3. Namely, we aim for evolutions Φ = Φt

with fixed time t > 0 satisfying the semi-group property

Φt(Φs)=Φt+s for all t, s > 0, (26)

where we want to generalize both morphological scale
spaces [17, 40, 82, 83, 86] and linear scale spaces [8, 30, 47,
48, 50–52, 54, 55, 85] on R

3 to R
3

� S2. Generally speak-
ing, this mission is achieved by replacing the bi-invariant
generators ∂x, ∂y, ∂z on the commutative group R

3 by left-
invariant generators on the Euclidean motion group SE(3).
In this section we will derive these left-invariant generators
and consider their important geometric interpretation.

Evolutions on DW-MRI images must commute with rota-
tions and translations. Therefore our evolutions on DW-MRI
images (and the underlying metric-tensor) are expressed in
a local frame of reference attached to fiber fragments. This
frame of reference {A1, . . . , A6} consists of 6 left-invariant
vector fields on SE(3) given by

Ai Ũ (y,R)= lim
h↓0

Ũ ((y,R)ehAi )− Ũ ((y,R)e−hAi )

2h
(27)

where {A1, . . . ,A6} is the basis for the Lie-algebra at the
unity element and

Te

(
SE(3)

) �A �→ eA ∈ SE(3)

is the exponential map in SE(3).
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Definition 4 A field SE(3) � g �→ Ag ∈ Tg(SE(3)) on
SE(3) is left-invariant if

Agh = (Lg)
∗Ah

for all g,h ∈ SE(3), using the pushforward (Lg)
∗ of the left-

multiplication which is defined by, i.e.

Agh(φ)= ((Lg)
∗Ah

)
(φ) := Ah(φ ◦Lg),

with Lgh = gh for all smooth φ : Ωgh → R with Ωgh an
open set around gh ∈ SE(3).

Lemma 3 A field A on SE(3) is left-invariant if

∀g∈SE(3) : Ag = (Lg)
∗Ae, (28)

where e = (0, I ) denotes the unity element in SE(3), which
is the case iff

∃ci∈C : A =
6∑

i=1

ci Ai , (29)

with Ai given by Eq. (27) and constant c1, . . . , c6.

Proof For each g ∈ SE(3) we have that Rg is left-invariant,
i.e. LhRg = Rg Lh for all g,h ∈ SE(3). Therefore, we ob-
tain a local basis of left-invariant differential operators via
the infinitesimal generators associated to R, that is via

dR(Ai) := lim
h→0

RehAi − I

h
.

Equation (27) implies

Ai Ũ (g)= (dR(Ai)Ũ
)
(g)= ((Lg)

∗AiŨ
)
(g)

and we conclude that each Ai is left-invariant. Now

(Lgh)
∗ = (LgLh)

∗ = (Lg)
∗(Lh)

∗

and

(
(Lg)

∗)−1 = (Lg−1

)∗

imply that condition (28) is necessary and sufficient. Let
g ∈ SE(3), then {Ai |g}6i=1 spans the 6-dimensional tan-

gent space Tg(SE(3)) so Ag =∑6
i=1 ci(g)Ai |g for some

ci(g) ∈C. Now (Lg)
∗Ae = Ag ⇒ ci(e) = ci(g) for all

g ∈ SE(3), so each ci is constant. �

These left-invariant vector fields can be expressed in our
second chart, Eq. (16), as

A1 = cos α̃ cos β̃∂x

+ (cos γ̃ sin α̃ + cos α̃ sin β̃ sin γ̃ )∂y

+ (sin α̃ sin γ̃ − cos α̃ cos γ̃ sin β̃)∂z,

A2 =− sin α̃ cos β̃∂x

+ (cos α̃ cos γ̃ − sin α̃ sin β̃ sin γ̃ )∂y

+ (sin α̃ sin β̃ cos γ̃ + cos α̃ sin γ̃ )∂z,

A3 = sin β̃∂x − cos β̃ sin γ̃ ∂y + cos β̃ cos γ̃ ∂z,

A4 =− cos α̃ tan β̃∂α̃ + sin α̃∂β̃ +
cos α̃

cos β̃
∂γ̃ ,

A5 =− sin α̃ tan β̃∂α̃ + cos α̃∂β̃ −
sin α̃

cos β̃
∂γ̃ ,

A6 = ∂α̃,

(30)

for β̃ �= π
2 and β̃ �= −π

2 . However, these technical formulas
are only needed for analytic approximation of Green’s func-
tions, see [36, Chap. 6]. In practice one uses finite difference
approximations [36, Chap. 7], where spherical interpolation
in between higher order tessellation of the icosahedron can
be done by means of the discrete spherical harmonic trans-
form [36, Chap. 7.1] or preferably by triangular interpola-
tion (for full details see [26]).

For an intuitive preview of this moving frame of reference
attached to points in R

3
� S2 = (SE(3)/({0} × SO(2))) we

refer to Fig. 10.
The associated left-invariant dual frame {dA1, . . . ,dA6}

is determined by

〈
dAi , Aj

〉 := dAi (Aj )= δi
j , i, j = 1, . . . ,6, (31)

where δi
j = 1 if i = j and zero else. For explicit expressions

of the dual frame, see [36, Chap. 3, Eq. (26)].
The left-invariant vector fields span the Lie-algebra

L(SE(3)) of the group and we have the following the fol-
lowing table of Lie-brackets ([Ai , Aj ] = Ai Aj − Aj Ai =∑6

k=1 ck
ij Ak)

i=1,...6
j=1,...,6:

⎛

⎜⎜⎜⎜⎜⎜
⎝

0 0 0 0 A3 −A2

0 0 0 −A3 0 A1

0 0 0 A2 −A1 0
0 A3 −A2 0 A6 −A5

−A3 0 A1 −A6 0 A4

A2 −A1 0 A5 −A4 0

⎞

⎟⎟⎟⎟⎟⎟
⎠

, (32)
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with structure constants

−ck
ji = ck

ij =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

sgn perm{i − 3, j − 3, k− 3}
if i, j, k ≥ 4, i �= j �= k,

sgn perm{i, j − 3, k}
if i, k ≤ 3, j ≥ 4, i �= j �= k.

(33)

So far we considered operators on SE(3). However, our
MRI-datasets are defined on the quotient R

3
� S2 given by

Eq. (10). So let us figure out what operators give rise to well-
defined operators on the quotient, i.e. what operators actu-
ally make sense on DW-MRI data. Recall the definition of
legal operators on the group, Definition 3. Recall also that
legal operators are precisely those operators on the group
that allow extension to the quotient. Intuitively, one has to
ensure that the operators are isotropic in the grey-planes in
Fig. 10.

Theorem 4 We have the following list of legal operators:

1. The only left-invariant vector field that is legal are A3

and A6.
2. The only left-invariant 2nd order linear differential oper-

ators that are legal are given by

Q̃D,a(A) = a3 A3 + a6 A6

+D11((A1)
2 + (A2)

2)

+D44((A4)
2 + (A5)

2)+D66(A6)
2. (34)

with A := (A1, . . . , A6)
T , D= [diag(Dii)] ∈ R

6×6, a=
(0,0, a3,0,0, a6) ∈R

6.
3. The only left-invariant metric tensor

G̃ : SE(3)× T
(
SE(3)

)× T
(
SE(3)

)→R

that is legal is given by

G̃ = 1

D11

(
dA1 ⊗ dA1 + dA2 ⊗ dA2)

+ 1

D33

(
dA3 ⊗ dA3)

+ 1

D44

(
dA4 ⊗ dA4 + dA5 ⊗ dA5). (35)

Proof Linearity and left-invariance immediately implies
that a and D should be constant. By Theorem 1 we have
one more condition remaining, namely Φ̃ = Rh ◦ Φ̃ for all
h= (0,Rez,α̃) ∈ {0} × SO(2). Now

Agh = Zα̃ Ag,

for all g ∈ SE(3), with Zα̃ = Rez,α̃ ⊕Rez,α̃ ∈ SO(6). So ap-
plication of Schur’s Lemma [73] applied to the standard ir-
reducible matrix representation of SO(3) into the space of

linear automorphisms on R
3, implies that if a matrix com-

mutes with all rotations it is a multiple of the identity. This
yields the only option Eq. (34). W.r.t. the metric tensor we
have two sufficient and necessary constraints

G̃gq

(
(Lg)∗X̃q, (Lg)∗Ỹq

)= G̃q(X̃q, Ỹq),

G̃gh

(
(Rh)∗X̃g, (Rh)∗Ỹg

)= G̃g(X̃g, Ỹg),

for all g,q,h ∈ SE(3) and all vector fields X̃, Ỹ ∈ T (SE(3)).
The first requirement (left-invariance) requires the metric
tensor components to be constant, the second requires the
matrix [gij ] to commute with Zα̃ from which the result fol-
lows. �

Remark We will restrict ourselves to the space L̃2(SE(3)),
Eq. (13). On this space A6 vanishes so from now on
we exclude all operators involving A6 or dA6. Further-
more, restriction to the space L̃2(SE(3)) yields ((A4)

2 +
(A5)

2)|
L̃2(SE(3))

= �S2 |
L̃2(SE(3))

, where �S2 denotes the
Laplace-Beltrami operator on the sphere.

The well-defined metric tensor on the quotient is thereby
parameterized by the values of D11,D33 and D44, and we
write the metric as a tensor product of left-invariant co-
vectors:

G = 1

D11

(
dA1 ⊗ dA1 + dA2 ⊗ dA2)+ 1

D33

(
dA3 ⊗ dA3)

+ 1

D44

(
dA4 ⊗ dA4 + dA5 ⊗ dA5)

The metric tensor on the quotient R
3

� S2 is thereby given
by

G(y,n)

(
5∑

i=1

ci Ai

∣∣∣
(y,n)

,

5∑

j=1

dj Aj

∣∣∣
(y,n)

)

= c1d1 + c2d2

D11
+ c3d3

D33
+ c4d4 + c5d5

D44
, (36)

where vector fields are described by the differential opera-
tors on C1(R3 × S2):
(

Aj |(y,n)U
)
(y,n)

= lim
h→0

U(y+ hRnej ,n)−U(y− hRnej ,n)

2h
,

(
A3+j |(y,n)U

)
(y,n)

= lim
h→0

U(y, (RnRej ,h)ez)−U(y, (RnRej ,−h)ez)

2h
,

(37)

for j = 1,2,3, where Rej ,h denotes the counter-clockwise
rotation around axis ej by angle h, with e1 = (1,0,0)T ,
e2 = (0,1,0)T , e3 = (0,0,1)T .
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6 Sub-Riemannian Manifolds within SE(3)

and Sub-Riemannian Metrics on R
3

� S2

In the previous section we have classified all legal metric
tensors on SE(3) and we have parameterized all legal Rie-
mannian spaces (SE(3),G) by the triplet (D11,D33,D44) ∈
(R+)3. Depending on the choices for Dii , the metric tensor
punishes certain tangent directions more than others. Often
one would like to impose that flows in our evolutions along
specific directions within the tangent space are prohibited
(i.e. have infinite cost). See for example Fig. 10, where

1. we want to diffuse primarily along A3-direction (and not
in the tangent plane spanned by {A1, A2} orthogonal to
it) and along the tangent plane spanned by {A4, A5} (and
not in the redundant A6-direction),

2. we want to erode primarily in the tangent plane spanned
by {A1, A2} (and not in the A3-direction) and along the
tangent plane spanned by {A4, A5} (and not in the redun-
dant A6-direction).

To ensure that certain tangent vector directions are prohib-
ited within the flow of the evolutions U �→Φt(U) we need
the concept of sub-Riemannian manifolds.

This section studies the differential geometrical conse-
quences of such a prohibition. Together with the preceding
group theoretical chapters, it forms the mathematical foun-
dation in the design and analysis of our linear and morpho-
logical scale space operators U �→Φt(U) which we will in-
troduce in Sect. 7, analyze in Sect. 8, implement in Sect. 9,
and apply in Sect. 11. When accepting the formula’s for

Fig. 10 A curve [0,1] � s �→ γ (s) = (x(s),n(s)) ∈ R
3

� S2 consists
of a spatial part s �→ x(s) (left) and an angular part s �→ n(s) (right).
Along this curve we have the moving frame of reference {Ai |γ̃ (s)}5i=1
with γ̃ (s)= (x(s),Rn(s)). The Ai denote the left-invariant vector fields
on SE(3), cf. Eq. (27). To be well-defined on R

3
� S2 we must impose

isotropy in the tangent planes span{A1, A2} and span{A4, A5}. Diffu-
sion/convection primarily takes place along A3 in space and (outward)
in the plane span{A4, A5} tangent to S2. Erosion takes place both in-
ward in the tangent plane span{A1, A2} in space and inward in the
plane span{A4, A5}

the Hamiltonian and Lagrangian derived in this section the
reader may choose to skip the mathematical details in this
section and continue with the next section. In this case,
Fig. 10 provides a quick summary of this chapter.

Definition 5 A sub-Riemannian manifold (M, θ1, . . . , θn)

with θi ∈ (T (M))∗ is a Riemannian manifold (M,G) with
the extra constraint that certain subspaces of the tangent
space are prohibited, i.e. for all curves γ in (M, θ1, . . . , θn)

we have

〈θi, γ̇ 〉 = θi(γ̇ )= 0 for all i = 1, . . . , n. (38)

The above definition and notation is a suitable simplifi-
cation of a more accurate4 notation and definition of a
sub-Riemannian manifold. Curves in M satisfying (38) are
called horizontal curves.

Next we consider two specific sub-Riemannian mani-
folds of (SE(3), G̃), that we need when defining respec-
tively linear scale spaces and morphological scale spaces. In
both examples we ensure that the available tangent vectors
together with their commutators fill the full tangent space
T (SE(3)), so that every pair of points in SE(3) can be con-
nected by a horizontal curve.

6.1 The Sub-Riemannian Manifold for Hypo-Elliptic
Diffusion

Curves in the sub-Riemannian manifold
(
SE(3),dA1,dA2,dA6)

are curves γ̃ : [0,L]→ SE(3) such that
〈
dA1|γ̃ (s), ˙̃γ (s)

〉= 0,

〈
dA2|γ̃ (s), ˙̃γ (s)

〉= 0,

〈
dA6|γ̃ (s), ˙̃γ (s)

〉= 0,

(39)

for all s ∈ [0,L]. Curves satisfying Eq. (39) are called hor-
izontal curves in SE(3) and their tangent vectors are given
by

˙̃γ (s)= 1 · A3|γ̃ (s) + ˙̃γ 4(s)A4|γ̃ (s) + ˙̃γ 5(s)A5|γ̃ (s)

where we use spatial arc length parametrization and short
notation

˙̃γ i(s)= 〈dAi |γ̃ (s), ˙̃γ (s)
〉

4In geometric control theory [4] a sub-Riemannian manifold is usually
more precisely denoted by a triplet (M,�,G), where � ⊂ T (M) is
the allowed part of the tangent bundle on which first fundamental form
G is defined. In our case we have �=⋂n

i=1 Ker(θi ), M = SE(3) and
G is the natural restriction of legal first fundamental form G̃, Eq. (35)
to M ×�×�.
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for all s ∈ [0,L] and i ∈ {1, . . . ,6}. Such a horizontal curve
in SE(3) relates to a horizontal curve in R

3
� S2 via

γ̃ (s)= (x(s),R(s)
)

and γ (s)= (x(s),R(s)ez

)
,

and we have depicted such a horizontal curve R
3

� S2 in
Fig. 10.

Theorem 5 For a horizontal curve s �→ γ (s) = (x(s),

n(s)) ∈ R
3

� S2 parameterized by spatial arc length one
has

n(s)= ẋ(s),

γ̇ 3(s)= 1, γ̇ 4(s)=−κ2(s), γ̇ 5(s)= κ1(s),

where5

κ = κ1 A1 + κ2 A2

is the curvature of the spatial part of the curve. The normal
N and binormal B of the spatial part s �→ x(s) of a horizon-
tal curve are given by

N= ẍ
‖ẍ‖ =

1
√|κ1|2 + |κ2|2

(
κ1 A1 + κ2 A2

)
,

B= 1
√|κ1|2 + |κ2|2

(−κ2 A1 + κ1 A2
)
.

Proof Recall from Eq. (30) that A3 is aligned with ñ(β̌, γ̌ ),
Eq. (17). Furthermore for spatial arc length parametrization
one has ‖ẋ(s)‖ = γ̇ 3(s) = 1, since in the sub-Riemannian
manifold we have γ̇ 1 = γ̇ 2 = 0. W.r.t. the remainder we note
that6

d

ds
Ai

∣∣∣
γ (s)

=
6∑

k,j=1

ck
ji γ̇

j Ak

∣∣∣
γ (s)

(40)

where ck
ij denote the structure constant of the Lie-algebra.

Differentiation of ẋ(s)= A3 (where one applies the product
rule and Eq. (40)) produces the required results. �

In previous work [36] we have shown that linear left-
invariant diffusion in the group takes place along expo-
nential curves.7 When restricting to horizontal diffusion

5We take a different convention here than in our technical report [37,
Appendix G] where κ = κ2 A1 − κ1 A2.
6Identity (40) follows from d

ds
Ai |γ (s) =∇γ̇ (s)Ai , where ∇ denotes the

Cartan connection, [36, Chap. 5]. It corresponds to the usual differen-
tiation of moving frames in rigid body mechanics.
7The exponential curves are auto-parallels of the Cartan connection.
This connection has torsion and as a result the minimizing curves
(geodesics) of (42) do not coincide with the auto-parallels.

we diffuse locally only along horizontal exponential curves
(i.e. along s �→ es(c3A3+c4A4+c5A5)). So we need this sub-
Riemannian manifold (SE(3),dA1,dA2,dA6) for linear
horizontal diffusion on R

3
� S2.

The only legal metric tensors on this sub-Riemannian
manifold are given by

G = 1

D33

(
dA3 ⊗ dA3)

+ 1

D44

(
dA4 ⊗ dA4 + dA5 ⊗ dA5) (41)

The corresponding metric distance on this sub-Riemannian
manifold is given by

d(g1, g2) := inf
γ̃ ∈ C∞((0,L),SE(3)),

γ̃ (0)= e, γ̃ (L)= g−1
2 g1,

〈dA1|γ̃ , ˙̃γ 〉 = 0

〈dA2|γ̃ , ˙̃γ 〉 = 0

〈dA6|γ̃ , ˙̃γ 〉 = 0

∫ L

0
I(s)ds

with I(s)=
√√√√

∑

i∈{3,4,5}

1

Dii

∣
∣dAi

( ˙̃γ (s)
)∣∣2 (42)

with s the spatial arc length parameter and with

D33 = β−2 > 0, and D44 =D55 = 1.

Theorem 6 The problem (42) is well-defined for g−1
2 g1

close enough8 to e. The equivalent problem on R
3

� S2 (or
rather R

3) is:

dhor((y,n),
(
y′,n′

))

= inf
x(·) ∈ C∞((0,L),R

3),

x(0)= 0, ẋ(0)= ez,

x(L)=RT
n (y′ − y),

ẋ(L)=RT
n Rn′ ez =RT

n n′,

∫ L

0

√∥∥κ(s)
∥∥2 + β2ds (43)

where s, L > 0, and κ(s) are respectively spatial arc length,
total length, and curvature of the spatial part of the curve.

Proof The metric tensor is left-invariant so that d(g1, g2)=
d(g−1

2 g1, e). Now if g−1
2 g1 ∈ SE(3) is within the range of

the exponential map of the corresponding geometric con-
trol problem with particles in SE(3) that move forwardly
(i.e. ẋ(s)=+A3) along horizontal curves one does not cross
cusps [14], similar to the (SE(2),− sin θdx + cos θdy)-
case [15]. In such a case it follows that every stationary

8More precisely, g−1
2 g1 should be within the range of the exponential

map to avoid cusps, similar to the SE(2) case [14, 15].
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Fig. 11 Top: Illustration of a 3D-elastica and a 3D-sub-Riemannian
geodesic in (SE(3),dA1,dA2,dA6), for β = 0.1 and depicted for
−4 ≤ x, y, z ≤ 4. Arrows indicate the Frenet frame. Bottom left: the
boundary conditions for the elastica would yield cusps geodesics. If it
is cheaper to set the car in reverse to reach the final destination a smooth
minimizer does not exist [14]. Bottom right: In black the planar bound-
ary conditions for which the sub-Riemannian geodesics do not suffer
from cusps (for β = 1) Eq. (43) has a unique smooth minimizer), for
details see [15]

curve (satisfying the Euler-Lagrange equations on the sub-
Riemannian manifold) is a global optimizer. These Euler-
Lagrange equations can be found by the Pontryagin maxi-
mum principle [4] or by Marsden-Weinstein reduction [16]
as we did in [37, Appendix G]. For a visualization and char-
acterization of this exponential map in respectively SE(2)

and SE(3) and further details see [15, 44]. The equiva-
lence now directly follows from the identities in Theorem 5
(where the distance is independent of the choice of Rn sat-
isfying Eq. (9)). �

These sub-Riemannian geodesics have as a natural
counter-part the elastica curves, where in stead of∫ √‖κ(s)‖2 + β2ds one minimizes the elastica functional∫ ‖κ(s)‖2 + β2ds, cf. [38, 59, 72]. The advantage of elas-
tica is that they do not involve cusps, so one does not have to
constrain the end-points. Their disadvantage is the vast in-
volvement of special functions and their loss of both global
and local optimality, which is fully analyzed for the 2D-case
in [72]. See Fig. 11 for an example of geodesic and an elas-
tica and an illustration of the cusp-problem as reported by
Boscain and Rossi [14]. For more details see [15, 37, 44].

If initial point (x0,n0) = (x(0),n(0)) and endpoint
(x1,n1)= (x(L),n(L)) are chosen such that

(x1 − x0) · (n1 × n0)= 0,

Fig. 12 Top left, if (x1 − x0) × n0 ≡ (x1 − x0) × n1 then
Eq. (43) is equivalent to the sub-Riemannian distance on (SE(2),

− sin θ̃dx̃ + cos θ̃dỹ). Right: full field of reachable angles. Bottom left,
the set of end-points in SE(2) where a global minimizer exists is an
unbounded orientable volume with the cusp-surface as boundary

the sub-Riemannian distance on R
3

� S2 given by Eq. (43)
is equivalent to the sub-Riemannian distance on (SE(2),

− sin θ̃dx̃ + cos θ̃dỹ) that has been studied in full detail by
Sachkov and Moiseev [70, 71]. See Fig. 12(top left) for the
convention of the (x̃, ỹ)-coordinate system.

In Fig. 8 we have depicted such minimizing curves and in
Fig. 12 we have plotted the cones of reachable angles (which
is precisely the set of end-points in SE(2)≡R

2
� S1 where

the sub-Riemannian problem has a (global) minimizer). In
orientation space this reachable area is a non-compact vol-
ume bounded by the cusp-surface (where geodesics arise
with infinite curvature, which correspond to the boundaries
of the hyperbolic phase portrait in [33, Appendix A]). For
more details and formal proofs see [14, 15, 44].

6.2 The Sub-Riemannian Manifold for Erosion

Curves in the sub-Riemannian manifold
(
SE(3),dA3,dA6),

embedded in the Riemannian manifold
(
SE(3), G̃

)
,

with G̃=
∑

i∈{1,2,4,5}

1

Dii
dAi ,

and D11 =D22 > 0,D44 =D55 > 0,

are curves γ̃ : [0,1]→ SE(3) such that
〈
dA3|γ̃ (s), ˙̃γ (s)

〉= 0,

〈
dA6|γ̃ (s), ˙̃γ (s)

〉= 0,
(44)
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for all s ∈ [0,L]. These horizontal curves satisfy

ẋ(s)⊥n(s) ∈ S2

where the spherical part n(s) is not to be mistaken with the
normal N(s) to the spatial part of the curve. More precisely,

Theorem 7 Along the spatial part of a horizontal curve γ̃

in (SE(3),dA3,dA6) we have the following Frenet frame

T= ˙̃γ 1 A1 + ˙̃γ 2 A2,

N= 1

κ

( ¨̃γ 1 A1 + ¨̃γ 2 A2 +
( ˙̃γ 2 ˙̃γ 4 − ˙̃γ 1 ˙̃γ 5)A3

)
,

B= 1

κ

( ˙̃γ 1 ¨̃γ 2 A3 − ˙̃γ 2 ¨̃γ 1 A3

− ( ˙̃γ 2 ˙̃γ 4 − ˙̃γ 1 ˙̃γ 5)( ˙̃γ 1 A2 − ˙̃γ 2 A1
))

(45)

with curvature magnitude

κ =
√∣∣ ¨̃γ 1

∣∣2 + ∣∣ ¨̃γ 2
∣∣2 + ∣∣ ˙̃γ 2 ˙̃γ 4 − ˙̃γ 1 ˙̃γ 5

∣∣2.

where we differentiate w.r.t. to spatial arc length.

Proof In the sub-Riemannian manifold (SE(3),dA3,dA6)

we have 〈dA3|γ̃ , ˙̃γ 〉 = 0 for horizontal curves ˙̃γ = (ẋ, Ṙ) ∈
SE(3). Thereby T = x = ˙̃γ 1 A1 + ˙̃γ 2 A2, and deriving this
expression and using Eq. (40) and B = T × N yields the
remaining results. �

Corollary 1 In the special case

• ˙̃γ i = ci are constant, we have the exponential curves

γ̃ (s)= γ̃ (0)es(c1A1+c2A2+c4A4+c5A5)

with Ai = Ai |e in which case we have |c1|2 + |c2|2 = 1
and (provided that |c2c4 − c1c5| �= 0)

T= c1 A1 + c2 A2,

N= εA3,

B= ε
(−c1 A2 + c2 A1

)
.

with ε = sign(c2c4 − c1c5). The curvature and torsion
magnitude are:

κ = ∣∣c2c4 − c1c5
∣∣,

τ = ∣∣c1c4 + c2c5
∣∣κ,

as in [36, Theorem 3].
• ˙̃γ 2 ˙̃γ 4 − ˙̃γ 1 ˙̃γ 5 = 0, we have | ˙̃γ 1|2 + | ˙̃γ 2|2 = 1 and

T= ˙̃γ 1 A1 + ˙̃γ 2 A2,

N=− ˙̃γ 2 A1 + ˙̃γ 1 A2,

B= A3.

We will employ these metric tensors in Hamilton-Jacobi-
Belmann equations for morphological scale spaces. In par-
ticular for erosions. We want to erode towards the fibers both
spatially and angularly, i.e. we need to erode isotropically
inwards in the gray planes depicted in Fig. 10.

On (SE(3),dA3,dA6) we consider the sub-Riemannian
distance

δ(g1, g2)= inf
γ ∈ C∞((0,L),SE(3)),

γ (0)= e, γ (L)= g−1
2 g1,

〈dA3|γ , γ̇ 〉 = 0
〈dA6|γ , γ̇ 〉 = 0

∫ L

0
I (s)ds

with I (s)=
√√√√

∑

i∈{1,2,4,5}

1

Dii

∣∣dAi |γ (s)

(
γ̇ (s)

)∣∣2. (46)

Remark Because of the isotropy in the plane spanned
by {A1, A2} one expects a relation between the Sub-
Riemannian metric d on (SE(3),dA1,dA2,dA6) in Eq. (43)
and the sub-Riemannian metric δ on (SE(3),dA3,dA6).

Remark In our sub-Riemannian metric definitions (Eq. (46)
and Eq. (42)) we always impose 〈dA6|γ , γ̇ 〉 = 0 to avoid9

artificial curvature and torsion in the spatial part of the
geodesics, for details see cf. [37, Fig. 22].

6.3 Hamiltonians on (SE(3),dA3,dA6)

Recall, that in the sub-Riemannian manifold (SE(3),dA1,

dA2,dA6) we considered elastica besides the geodesics.
We obtained the elastica functional by squaring the inte-
grand I(s) while parameterizing by spatial arc length. In
(SE(3),dA3,dA6) we do a similar thing, that is we consider
powers of the integrands while parameterizing by spatial arc
length s ∈ [0,L]:
Lη

(
γ̇ (s)

)

:= 2η− 1

2η

( |γ̇ 1(s)|2 + |γ̇ 2(s)|2
D11

+ |γ̇ 1(s)|2 + |γ̇ 2(s)|2
D44

) η
2η−1

(47)

with η ≥ 1
2 and γ̇ i (s) = 〈dAi |γ (s), γ̇ (s)〉. Note that the

metric-integrand relates to the Lagrangian via

I (s)= L∞
(
γ̇ (s)

)
,

Lη

(
γ̇ (s)

)= 2η− 1

2η

(
I (s)

) 2η
2η−1 .

(48)

9Penalizing |γ̇ 6|2 with a finite cost within the sub-Riemannian metrics
given in Eq. (46) and Eq. (42), would conflict with the identification of
elements in the quotient R

3
� S2 = SO(3)/({0} × SO(2)).
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The Lagrangian can also be parameterized by the arc length
parameter, say p, in the sub-Riemannian manifold, since by
Eq. (48) we have

∫ L

0
Lη

(
γ̇ (s)

)
ds =

∫ t

0
L̃η

(
γ̇ (p)

)
dp,

with L the spatial length and t the sub-Riemannian length
of the curve where we note that

L̃η

(
γ̇ (p)

) = Lη

(
dp

ds
γ̇ (p)

)
ds

dp

= 2η− 1

2η
· 1 ·

(
dp

ds

) 2η
2η−1−1

= 2η− 1

2η

(
dp

ds

) 1
2η−1

(49)

Now that we have introduced a Lagrangian on (SE(3),dA1,

dA2,dA6) we construct the Hamiltonian by means of the
Fenchel transform on the Lie-algebra of left-invariant vector
fields L(SE(3)). This construction is a generalization of the
relation between Lagrangian and Hamiltonian on R

n, see
[39, Chap. 3.2.2]. In the subsequent section, the Hamiltonian
will serve in the generator of morphological scale spaces,
where we will generalize morphological scale spaces on R

n

to morphological scale spaces on R
3

� S2.

Definition 6 Let X be a normed space with dual space X∗,
and let L : X → R ∪ {∞} be a real-valued function on X,
then the Legendre-Fenchel transform L �→ FL on X is given
by

(FXL)(x)= sup
y∈X

{〈x, y〉 −L(y)
}

where 〈x, y〉 = x(y) and x ∈X∗.

In case X =R
n, L(ẋ)= 2η−1

2η
‖ẋ(s)‖ 2η

2η−1 one gets

H(p) = (FRnL)(p)= sup
y∈Rn

{
p · y−L(y)

}

= 1

2η
‖p‖2η.

In case X = L(SE(3)) and L= Lη we get

(FL(SE(3))Lη)

(
6∑

i=1

pidAi

)

= sup
∑6

j=1 cj Aj

{〈
6∑

i=1

pidAi ,

6∑

j=1

cj Aj

〉

− Lη

(
6∑

j=1

cj Aj

)}

= (FR6 l)(p1, . . . , p6)

= 1

2η

(
D11((p1)

2 + (p2)
2)+D44((p4)

2 + (p5)
2))η,

(50)

with l :R6 →R
+ given by

l
(
c1, . . . , c6)

= 2η− 1

2η
Lη

(
6∑

i=1

ci Ai

)

= 2η− 1

2η

( |c1|2 + |c2|2
D11

+ |c1|2 + |c2|2
D44

) η
2η−1

.

Theorem 8 The Hamiltonian associated to the Lagrangian
(47) is given by

Hη(p) = (FL(SE(3))Lη)

(
6∑

i=1

pidAi

)

= (D11((p1)
2 + (p2)

2)+D44((p4)
2 + (p5)

2))η

2η
,

(51)

for all p=∑6
i=1 pidAi ∈ (L(SE(3)))∗.

Proof The first identity follows by application of the Pon-
tryagin Maximum Principle [4, 64] to the sub-Riemannian
geodesic problem given in Eq. (46) on (SE(3),dA1,dA2,

dA6). The second identity follows from Eq. (50). �

7 Left-Invariant Scale Spaces on R
3

� S2

In this section we consider two special cases of evolu-
tions (enhancement) on DW-MRI. In both cases (y,n, t) �→
(Φt (U))(y,n) is the solution of a PDE system (evolu-
tion) defined on (R3

� S2) × R
+ with initial condition

Φ0(U)=U . For smoothing and fiber propagation in the
DW-MRI data U : R3

� S2 → R
+ we consider linear scale

spaces on R
3

� S2, whereas for well-posed sharpening we
consider morphological scale spaces (erosions) on R

3
� S2.

For the sake of sober notation we write W(y,n, t) :=
(Φt (U))(y,n) for all t ≥ 0.

7.1 Linear Scale Spaces on R
3

� S2

The spherical and the spatial Laplacian can be expressed in
terms of the left-invariant vector fields:

�S2 = ((A4)
2 + (A5)

2 + (A6)
2)∣∣

L̃2(SE(3))
,

�R3 = (A1)
2 + (A2)

2 + (A3)
2,

(52)



J Math Imaging Vis (2013) 46:326–368 345

where we restrict the rotation generators to the space
L̃2(SE(3))⊂ L2(SE(3)), Eq. (13).

These Laplacians generate diffusion over S2 and R
3 sep-

arately and are thereby likely to destroy the fiber structure
in DW-MRI, recall Fig. 7. Recall our result on legal opera-
tors, Theorem 4 and recall Definition 2. From Theorem 4,
Eq. (52) and A6|L̃2(SE(3))

= 0, we deduce the following re-
sult:

Corollary 2 The only legal linear left-invariant convection-
diffusion equations on R

3
� S2 are the following scale

spaces:

1. Angular diffusion generated by �S2 ,
2. Spatial diffusion generated by �R3 ,
3. Contour completion generated by ±A3 +D44�S2 ,
4. Hypo-elliptic contour enhancement generated by

D33(A3)
2 +D44�S2 , D33,D44 > 0

5. Elliptic contour enhancement generated by D33(A3)
2 +

D11(A2
1 + A2

2)+D44�S2 , with D11,D33,D44 > 0.

In the final option we set 0 < D11 # D33, as otherwise
fibers propagate too much to the side. To this end we note
that for D11 ≥D33 we have

D33(A3)
2 +D11(A2

1 + A2
2

)+D44�S2

= (D33 −D11)(A3)
2 +D11�R3 +D44(A4)

2.

The scale space evolutions for hypo-elliptic linear contour
enhancement are given by:

∂W

∂t
(y,n, t)= ((D33(A3)

2 +D44�S2

)
W
)
(y,n, t),

W(y,n,0)=U(y,n),

(53)

These equations boil down to hypo-elliptic diffusion and
they are forward Kolmogorov equations of Brownian mo-
tion on R

3
� S2 [36, Chap. 4.2], generalizing the approach

in [2, 10, 23, 32, 34, 62] to 3D. For linear contour comple-
tion we have:

∂W

∂t
(y,n, t)= ((−A3 +D44�S2

)
W
)
(y,n, t),

W(y,n,0)=U(y,n).

(54)

These equations boil down to hypo-elliptic convection-
diffusion and are forward Kolmogorov equation for the di-
rection process on R

3
� S2 [36, Chap. 4.2], generalizing the

2D direction process [10, 35, 59] to 3D.
All of these scale spaces U �→ W(·, t) are linear, left-

invariant and correspond to legal scale spaces on SE(3) and
as a result (via Theorem 2) they are solved by convolution
with their Green’s function, i.e. impulse-response pt :

W(·, ·, t) := etQD(A)U = pt ∗R3�S2 U,

with generator QD,a(A) corresponding to the legal second
order differential operator Q̃D,a(A) given by Eq. (34). More
explicitly formulated; operator

QD(A)=
5∑

i=1

Dii(Ai )
2 + a3 A3, (55)

with D11 = D22, D44 = D55 denotes the generator of the
linear scale spaces on R

3
� S2, with differential operators

Ai on R
3 × S2 given by Eq. (37).

Next we address the probabilistic interpretation of the
left-invariant (legal) linear scale spaces. The density (y,n) �→
W(y,n, t) represents the probability density of finding a
random orientated particle (Yt ,Nt ) at position y ∈ R

3 with
orientation n at time t > 0 given that the initial distribution
of random particles is given by (y,n) �→ U(y,n). Now in a
Markov-process traveling time is memoryless and the only
continuous memoryless distribution is the negative expo-
nential distribution P(T = t) = λe−λt . When we condition
out the traveling time we obtain the resolvent processes

Pλ(y,n)= λ

∫ ∞

0
W(y,n, t)e−λtdt

= (Rλ ∗R3�S2 U)(y,n),

with Rλ(y,n)= λ

∫ ∞

0
pt(y,n)e−λtdt. (56)

This resolvent process coincides with Tikhonov-regulariza-
tion [36, Theorem 2]. It also appears in implicit finite dif-
ference implementations of the linear evolutions [26], when
setting λ−1 =�t .

For contour completion the resolvent process is crucial
since it integrates the propagation fronts to a smooth inte-
grable density with a singularity at the origin [36]. How-
ever, in contrast to the time-dependent process, it does not
satisfy the semigroup property (a crucial scale space axiom
[30, 85]). We have

pt ∗R3�S2 ps = ps+t (57)

which has the following implications on the underlying in-
dependent random variables:

(Yt ,Nt )∼ pt and (Ys,Ns)∼ ps

⇒ (Yt+s ,Nt+s)= (Ys +RNs Yt ,RNs Nt )∼ pt+s ,

for all t, s > 0. However, for resolvents one has

Rλ1 ∗R3�S2 Rλ2 �=Rλ1+λ2 . (58)

Thereby, when alternating the resolvent direction processes
(e.g. in an implicit finite difference scheme of the time evo-
lutions), the following relevant questions rise:
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• What happens from a probabilistic point of view when
alternating these resolvent direction processes?

• What happens with the effective probability density and
the singularity at the origin?

• Can we still relate the iterated resolvent process to the
original process?

We will answer these questions in the probability section,
Sect. 10.2.

In our previous work [36] one can find suitable ap-
proximations for all the Green’s functions. See Fig. 3 for
an overview with comparison to 2D-equivalents of the
Green’s functions. Reasonable parameter settings for 2D-
contour completion are (λ,D11) ≈ (0.1,0.005) and for
the 3D fiber completion (λ,D44) ≈ (0.1,0.005). Reason-
able parameter settings for 2D-contour enhancement are
(t,D11,D22) ≈ (1.25,0.04,1), whereas for 3D fiber en-
hancement are (t,D33,D44) ≈ (1.25,1,0.04). The anal-
ogy in parameter-settings comes from the fact that 3D-
completion and enhancement kernels can be approximated
by direct products of their 2D-counterparts [36]. Increase t

enlarges the time-dependent kernel. Increase of λ−1 enlarges
the resolvent kernel. By a simple re-scaling argument we can
set D33 = 1 in which case the parameter D44 is equal to β in
the underlying metric-tensor Eq. (43) and thereby tunes the
bending of the fiber-propagation kernel. In [5, 17] the au-
thors put an interesting connection between morphological
and linear scale spaces on R

n via the Cramer transform. The
Cramer transform does not generalize easily to SE(3), but
nevertheless the analogy and probabilistic interpretations of
both type of scale spaces remain.

7.2 Morphological Scale Spaces on R
3

� S2

Recall from Fig. 10 that erosion should take place si-
multaneously inward in the spatial tangent plane spanned
by {A1, A2} and the spherical tangent plane spanned by
{A4, A5}. As a result we must consider the underlying sub-
Riemannian manifold (SE(3),dA3,dA6) equipped with
metric tensor G̃ given by Eq. (35) with D33 →∞. Accord-
ing to Theorem 4 this metric tensor on the sub-Riemannian
manifold (R3

� S2,dA3) is legal.
Let 1

2 ≤ η < ∞ and recall the Hamiltonian given by
Eq. (51). Then the corresponding Hamilton-Jacobi-Bellman
(HJB) equations provide the morphological scale space
equations for erosion (− case) on R

3
� S2:

∂W

∂t
(y,n, t)

=±Hη

(
dW̃ (y,Rn, t)

)

=± 1

2η

(
G̃−1

(y,Rn)

(
dW̃ (y,Rn, t),dW̃ (y,Rn, t)

))η

=± 1

2η

(
D11

∣∣A1W̃ (y,Rn, t)
∣∣2 +D11

∣∣A2W̃ (y,Rn, t)
∣∣2

+D44
∣∣A4W̃ (y,Rn, t)

∣∣2 +D44
∣∣A5W̃ (y,Rn, t)

∣∣2)η,

W(y,n,0)=U(y,n).

(59)

where the left-invariant gradient of the corresponding func-
tion W̃ (·, t) on SE(3) (recall Eq. (11)) is given by

dW̃ (·, t)=
5∑

i=1

AiW̃dAi ∈ T ∗
(
SE(3)

)
. (60)

Remark For η → ∞ we naturally arrive at the time-
independent HJB-equation (Eikonal Eq.)

H∞
(
dW̃ (y,Rn)

)

=±G̃−1(dW̃ (y,Rn, t),dW̃ (y,Rn, t)
)= 1

where the Hamiltonian H∞ relates to the homogeneous La-
grangian

L∞(γ̇ )=√G(γ̇ , γ̇ ).

One solution is W(y,n) = δ((0, I ), (y,Rn)) where δ de-
notes the sub-Riemannian distance on (SE(3),dA3,dA6),
cf. Eq. (46).

The HJB-equations on R
3

� S2 have an important ge-
ometric property (similar to HJB-equations on R

n, cf.
[60, 74, 81]) as we will show next.

Definition 7 A family {St }t∈R+ of surfaces

St :=
{
(y,n) ∈R

3
� S2 |W(y,n, t)=W0(t)

}
, (61)

is geodesically equidistant if

L̃η

(
γ̇ (t)

)≡ dW0

dt
(t) (62)

for all geodesics passing these surfaces transversally with
W̃ (γ (t), t)=W0(t) that minimize

δ(g1, g2)= inf
γ̃ ∈ C∞((0,1),SE(3)),

γ̃ (0)= e, γ̃ (t)= g−1
2 g1,

〈dA3|γ̃ , ˙̃γ 〉 = 0

〈dA6|γ̃ , ˙̃γ 〉 = 0

∫ t

0
L̃η

(
γ̇ (p)

)
dp (63)

The equivalence in Eq. (62) denotes equality up to a
monotonic re-parametrization of time.

Theorem 9 A family of surfaces St given by Eq. (61) is
geodesically equidistant iff W satisfies the HJB-equation
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(where time may be re-parameterized)

∂W

∂t
(y,n, t)≡−Hη

(
dW̃ (y,Rn, t)

)
.

For a proof see Appendix B.

Corollary 3 Iso-contours of solutions of our morphological
scale spaces are geodesically equidistant in the underlying
sub-Riemannian manifold (R3

� S2,dA1,dA2).

The morphological scale spaces (59) do not have unique
solutions. This is well-known for the special case where one
has only angular erosion or only spatial erosion [24, 39].
Based on these works we have the following definition of
viscosity solutions on R

3
� S2.

Definition 8 Suppose that the Hamiltonian is convex and
H(p)→∞ as pi →∞, i = 1, . . .5. Then a viscosity solu-
tion is a bounded and continuous (not necessarily differen-
tiable) weak solution W : (R3

�S2)×R
+ →R of (59) such

that

1. for any smooth function V : (R3
� S2)×R

+ → R such
that W − V attains a local maximum at (y0,n0, t0) one
has

∂V

∂t
(y0,n0, t0)

∓ (H (dṼ (·, ·, t)))(y0,Rn0)≤ 0, (64)

2. for any smooth function V : (R3
� S2)×R

+ → R such
that W − V attains a local minimum at (y0,n0, t0) one
has

∂V

∂t
(y0,n0, t0)

∓ (H (dṼ (·, ·, t)))(y0,Rn0)≥ 0, (65)

where dṼ (·, ·, t) =∑5
i=1 Ai Ṽ (·, ·, t)dAi denotes the left-

invariant gradient of the corresponding function defined on
the group SE(3), related to V (·, ·, t) via Eq. (11), at each
time t ≥ 0.

To get some intuition on the concept of viscosity so-
lutions on R

n we note that the name viscosity solutions
refers to the propagation of viscous fluids, where propaga-
tion fronts can not propagate through each other, cf. Fig. 13

According to the following theorem, we have that the
unique viscosity solutions of our morphological scale spaces
are given by erosions/dilations with the corresponding
Green’s functions.

Fig. 13 Solutions of dilation equations on R
d , d = 1,2, that are not

viscosity solutions. For d = 1 these solutions are highly undesirable as
they would produce non-existing structure from a zero initial condition.
For d = 2 the dilation equation describes the propagation of geodesi-
cally equidistant surfaces (isolines of the solution) [81] in R

2. Suppose
we put two morphological deltas then we do want propagation fronts
that propagate through each other

Theorem 10 The viscosity solutions of

∂W

∂t
(y,n, t)=± 1

2η

(
G̃−1

(y,Rn)

(
dW̃ (y,Rn, t),dW̃ (y,Rn, t)

))η
,

W(y,n,0)=U(y,n),

(66)

are given by (− case) left-invariant erosion

(
k
D11,D44,η,+
t �R3�S2 U

)
(y,n)

= inf
(y′,n′)∈R3�S2

[
U
(
y′,n′

)+ k
D11,D44,η,+
t

(
RT

n′
(
y− y′

)
,RT

n′n
)]

,

(67)

and (+ case) left-invariant dilation

(
k
D11,D44,η,−
t ⊕R3�S2 U

)
(y,n)

= sup
(y′,n′)∈R3�S2

[
U
(
y′,n′

)+ k
D11,D44,η,−
t

(
RT

n′
(
y− y′

)
,RT

n′n
)]

(68)

with the corresponding morphological Green’s function.
The morphological Green’s functions are given by

−k
D11,D44,η,−
t (y,n)= k

D11,D44,η,+
t (y,n) and

k
D11,D44,η,+
t (y,n) :=
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2η− 1

2η

(

inf
γ = (x(·),Rn(·)) ∈ C∞((0, t),SE(3)),

γ (0)= (0, I =Rez ), γ (t)= (y,Rn),

〈dA3|γ , γ̇ 〉 = 〈dA6|γ , γ̇ 〉 = 0

∫ t

0

(
dp

ds

) 1
2η−1

dp

)

,

(69)

with spatial arc length s given by s(τ ) := ∫ τ

0 ‖ẋ(τ )‖dτ , and
with R

3
� S2-“erosion arc length” given by

p(τ) =
∫ τ

0

√
G̃γ (τ̃ )

(
γ̇ (τ̃ ), γ̇ (τ̃ )

)
dτ̃

=
∫ τ

0

√√√√
∑

i∈{1,2,4,5}

|〈dAi |γ (τ̃ ), γ̇ (τ̃ )〉|2
Dii

dτ̃ . (70)

The exact erosion/dilation kernels satisfy the semigroup
property

k
D11,D44,η,−
t ⊕R3�S2 kD11,D44,η,−

s = k
D11,D44,η,+
t+s ,

k
D11,D44,η,+
t �R3�S2 kD11,D44,η,−

s = k
D11,D44,η,+
t+s ,

lim
s↓0

kD11,D44,η,−
s =−δC,

lim
s↓0

kD11,D44,η,+
s = δC

(71)

for all t, s > 0, where we recall Eq. (25).

Proof See Appendix A. �

In Eq. (70) we can use any parametrization of a smooth
curve τ �→ γ (τ) in the sub-Riemannian manifold (SE(3),

dA3,dA6). For example if τ = s (spatial arc-length) we
find

dp

ds
(s)=

√
|γ̇ 1(s)|2 + |γ̇ 2(s)|2

D11
+ |γ̇ 4(s)|2 + |γ̇ 5(s)|2

D44
,

(72)

with γ̇ i (s) := 〈dAi |γ (s), γ̇ (s)〉. This yields the following re-
sult

Lemma 4 The integral of the morphological Green’s func-
tion can also be expressed using integration with respect
to s:

k
D11,D44,η,+
t (y,n)

:= inf
γ = (x(·),Rn(·)) ∈ C∞((0,L),SE(3)),

γ (0)= (0, I ), γ (L)= (y,Rn),

〈dA3|γ , γ̇ 〉 = 〈dA6|γ , γ̇ 〉 = 0

∫ L

0
Lη

(
γ (s)

)
ds (73)

where L denotes the total length of x(·) and where the La-
grangian Lη is evaluated along the curve

Lη

(
γ (s)

) = 2η− 1

2η

( |γ̇ 1(s)|2 + |γ̇ 2(s)|2
D11

+ |γ̇ 4(s)|2 + |γ̇ 5(s)|2
D44

) 2η
2η−1

,

where the components of the tangent vector w.r.t. our moving
left-invariant frame of reference are given by

γ̇ (s) =
∑

i∈{1,2,4,5}
γ̇ i (s)Ai |γ (s)

⇔ ∀i∈{1,2,4,5} : γ̇ i (s) := 〈dAi |γ (s), γ̇ (s)
〉
.

Proof This follows by the homogeneity of the Lagrangian,
the chain law, Eqs. (72) and (49). �

Spatial arc length parametrization of the curves in sub-
Riemannian manifolds within SE(d), d = 2,3 is often
preferable over sub-Riemannian arc length parametrization,
as it involves less special functions, cf. [33, Appendix A],
[70], and the parametrization breaks down precisely at the
cusps (which are exactly the points where both global and
local optimality is lost [15]) recall Fig. 11. However, for gen-
eralizing the results on viscosity solutions of HJB-equations
on R

3, [5, 17, 24, 39] to R
3

� S2 the p-parametrization
seems to be more suitable.

8 Tangible Approximations of Linear
and Morphological Green’s Functions

The derivation of the exact formula for the morphologi-
cal kernel in Eq. (69) is very complicated: One first would
have to derive the curve minimizers via reduction of a com-
plicated Pfaffian system (following a Lagrangian approach
similar to the derivation of the sub-Riemannian geodesics in
[37, Appendix G], [16], [44]) or the Pontryagin maximum
principle (following a Hamiltonian approach [4]). A direct
classical variational Lagrangian approach (similar to [59]),
without relying on symplectic geometry can also be done.
It yields the same curves, but only after highly cumbersome
bookkeeping and computations, [44].

On top of that, one has the problem that once the station-
ary curves are derived by integration of the Lagrangian or
Hamiltonian system, one must solve a boundary value prob-
lem that involves at least 1 special function (similar to the
SE(2)-case [15]) and in order to compute the morpholog-
ical kernel in Eq. (69) one must resort to a quite involved
numerical algorithm [44] for every (y,n) ∈R

3
� S2.

A more reasonable, but less accurate, alternative would
be to apply an upwind finite difference scheme of (59) that
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is explained in Sect. 9.3. However, this would require inter-
polations in the rotated, translated and reflected kernels in
Theorem 3. Therefore, if it comes to fast practical kernel im-
plementations (both for the morphological and linear case)
and analysis we prefer to use the approximations presented
in the next theorem.

Theorem 11 Let 1
2 < η ≤ 1, D11 > 0,D33 > 0,D44 > 0.

Then for the morphological erosion (+) and dilation ker-
nel (−) on R

3
� S2 one can use the following asymptotic

approximation (for t > 0 small)

k
D11,D44,η±
t (y,n)

≈ (2η− 1)(c−2ηt)
− 1

2η−1

±2η

·
(( |c1|2 + |c2|2

D11
+ |c4|2 + |c5|2

D44

)2

+ |c3|2
D11D44

+ |c6|2
|D44|2

) η
2(2η−1)

, (74)

with n = (sin β̃,− cos β̃ sin γ̃ , cos β̃ cos γ̃ )T , c > 0, with
β̃ ∈ (−π

2 , π
2 ), γ̃ ∈ (−π

2 , π
2 ). For the Green’s functions of

Eq. (53), the heat kernels, we have the approximation

p
D33,D44

t (y,n)

≈ 1

16π2(D33)2(D44)2t4

· e−
√
|c1|2+|c2|2

D33D44 + |c6|2
D44 +

(
(c3)2

D33 + |c4|2+|c5|2
D44

)2

4t . (75)

The functions ci := ci(y, α̃ = 0, β̃, γ̃ ) are given by

c(1) := (c1, c2, c3)T

= y− 1

2
c(2) × y

+ q̃−2
(

1−
(

q̃

2

)
cot

(
q̃

2

))
c(2) × (c(2) × y

)
,

c(2) := (c4, c5, c6)T

= q̃

sin(q̃)

(
sin γ̃ cos2

(
β̃

2

)
, sin β̃ cos2

(
γ̃

2

)
,

1

2
sin γ̃ sin β̃

)T

,

(76)

with q̃ = arcsin
√

cos4(γ̃ /2) sin2(β̃)+ cos2(β̃/2) sin2(γ̃ ).

Proof We apply the theory of weighted sub-coercive oper-
ators on Lie groups here [78, Proposition] and/or the gen-
eral Ball-box theorem [12, 13] that provides a local uni-
form estimate for sub-Riemannian metrics. For hypo-elliptic
diffusion we must consider the sub-Riemannian manifold:
(SE(3),dA1,dA2,dA6) (recall Fig. 10). This induces the
following filtration:

g1 := span{A3, A4, A5},

g2 = [g1,g1] = span{A1, A2, A3, A4, A5, A6}

⇒ weight-vector ω= (2,2,1,1,1,2)

Now there exist Gaussian approximations

a1
1

16π2(D33)2(D44)2t4
e−b1

|d(g,e)|2
4πt

≤ P̃
D33,D44,D55

t (g)

≤ a2
1

16π2(D33)2(D44)2t4
e−b2

|d(g,e)|2
4πt (77)

for 0 < a1 ≤ a2 and b1 ≥ b2 > 0 for hypo-elliptic Green’s

functions P̃
D33,D44,D55

t with respect to the sub-Riemannian
metric [78]. Now by the ball-box theorem the sub-Rie-
mannian metric d on (SE(3),dA1,dA2,dA6) can be esti-
mated by the weighted modulus

c−1
∣∣ logSE(3)(g)

∣∣

≤ d

(

g = exp

(
6∑

i=1

ciAi

)

, e

)

≤ c
∣
∣ logSE(3)(g)

∣
∣

:= c

√∣∣c3
∣∣2 + ∣∣c4

∣∣2 + ∣∣c5
∣∣2 + ∣∣c1

∣∣+ ∣∣c2
∣∣+ ∣∣c6

∣∣ (78)

with Ai = Ai |e , c > 1, for all g close to e. For the explicit
expression of the log-coefficients ci in terms of our Euler
angles (17) see [36, Eq. (76)]. Here we stress that the expo-
nential map exp : Te(SE(3))→ SE(3) is surjective. In case
of the nilpotent Heisenberg approximation of the Euclidean
motion one can get a grip on the constant c > 1 (which is
not that far from 1 see [32, 36]). The precise value of c > 1
is not crucial for this theorem as it can be taken into account
by a rescaling of time t �→ c−1t .

Now the sub-Riemannian balls

{
g ∈ SE(3) | d(g, e)= a

}
, a > 0,

in (SE(3),dA1,dA2,dA6) are similar to their ball-box esti-
mates non-smooth, whereas the heat-kernels are smooth due
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to the Hormander Theorem [49]. Therefore we use the lo-
cally equivalent smooth modulus

6−
1
4
∣
∣ logSE(3) g

∣
∣

≤ 4
√(|c3|2 + |c4|2 + |c5|2)2 + |c1|2 + |c2|2 + |c6|2

≤ ∣∣ logSE(3) g
∣∣. (79)

Now the result (75) follows by Eq. (78), (77), (79) and
rescaling of the Lie-algebra generators.

Note that a subtlety arises here: the logarithm is well-
defined on SE(3) but it is not well-defined on R

3
� S2, it

is therefore important that in our approximations one takes
a consistent section in the principal fiber bundle (SE(3),

R
3

� S2, {0} � SO(2)) with total space SE(3), base man-
ifold R

3
� S2 and structure group {0} � SO(2) acting via

the right action Rhg = gh and with projection g �→ [g] =
g({0} � SO(2)). Since we identified (0, ez) with the unity
e = (0, I ) ∈ SE(3) we must set α̃ = 0 in all Lie-algebra co-
efficients ci , since in our approximation we should stick to
the consistent cross section, cf. [36, Chap. 7].

For the result (74) on approximations of morphologi-
cal Green’s functions, we first consider the case η →∞,
D11 = D44 = 1. In this case the Lagrangian is homo-
geneous and we consider the sub-Riemannian distance δ

given by Eq. (46) defined on the sub-Riemannian manifold
(SE(3),dA3,dA6):

g1 := span{A1, A2, A4, A5},

g2 = [g1,g1] = span{A1, A2, A3, A4, A5, A6}

⇒weight-vector ω= (1,1,2,1,1,2),

(80)

Note that for erosions we need a different sub-Riemannian
manifold than for diffusion, recall Fig. 10. Now again by the
Ball-box theorem and the equivalent smooth modulus trick
δ is locally equivalent to the following weighted modulus on
the Lie-algebra

4
√(∣∣c1

∣∣2 + ∣∣c2
∣∣2 + ∣∣c4

∣∣2 + ∣∣c5
∣∣2)2 + ∣∣c3

∣∣2 + ∣∣c6
∣∣2.

The result for 1
2 < η ≤ 1 follows by the Fenchel-transform

on L(SE(3)) and Theorem 8. The result (74) for general
gii = (Dii)

−1 > 0 follows by re-scaling of the Lie-algebra
basis. Finally, the positive Green’s function for erosion is
minus the negative Green’s function for dilation. �

Remarks

• Erosion ball in SE(3) around the unity, i.e. the ball

{
g ∈ SE(3) | δ(g, e) < r

}
,

with r > 0 small, are equivalent to balls

{
g ∈ SE(3) |

4
√(|c1|2 + |c2|2 + |c4|2 ++|c5|2)2 + |c3|2 + |c6|2 < r

}

induced by weighted modulus on the Lie-algebra of SE(3)

(with ci = ci(g) the logarithm coefficients). This under-
lies our asymptotical formula (74). This gives us a simple
analytic approximation formula for the balls in the sub-
Riemannian manifold (SE(3),dA3,dA6), without deter-
mining the minimizing curves (i.e. geodesics) in Eq. (46).

• Next we provide some background in the weighting in
the weighted modulus. In general it is not possible to
connect any two points, say e and g, via a horizon-
tal exponential curve. This means that not every ele-
ment (y,Rez,γ Rey ,β) ∈ SE(3) is reached by an exponen-

tial curve of the type h �→ e
h
∑

i∈{1,2,4,5} ciAi starting from e.
In fact, by the Campbell-Baker-Hausdorff (CBH) formula
and the commutator table above Eq. (33) one has

(
h
(
y1, y2,0

)
,Rez,γ hRey ,βh

)

= (h(y1, y2,0
)
, I
)
(0,Rez,γ hRey ,βh)

= exp
{
h
(
y1A1 + y2A2

)}

· exp{hγA4} exp{hβA5}
= exp

{
h
(
y1A1 + y2A2

)}

· exp

{
hγA4 + βhA5 + 1

2
βh2[A4,A5] +O

(
h3)
}

= exp

{
h
(
y1A1 + y2A2

)+ hγA4 + βhA5

+ 1

2
h2(y1β − y2γ

)
A3 + 1

2
h2(βγ )A6 +O

(
h3)
}

= exp

{
6∑

i=1

ciAih
wi +O

(
h3)
}

(81)

which explains the different weighting of the missing Lie-
algebra directions.

• From a practical point of view one typically wants to
erode in the sub-Riemannian manifold (SE(3),dA3,dA6)

and to dilate in sub-Riemannian manifold (SE(3),dA1,

dA2,dA6). In this case the erosion process sharpens the
fibers, whereas the latter process would dilations of fibers
(rather than shortening them). One can combine these
processes in a single erosion-dilation process on SE(3).

• The underlying idea in the logarithmic approximation
within a (sub-)Riemannian manifold in SE(3) is that one
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keeps the non-zero coefficients γ̇ i constant. This is equiv-
alent to considering auto-parallels of the Cartan connec-
tion on the underlying principal fiber bundle [33, 36].
The auto-parallels of the Cartan connection are the (hor-
izontal) exponential curves, which due to the torsion of
the Cartan connection do not coincide with the (sub)-
Riemannian geodesics. However, due to the commutator
relations and the CBH-formula this torsion kicks in as a
second order effect and locally we can approximate with
an aligned exponential curve.10

9 Implementation of (Morphological) Scale Spaces
on R

3
� S2

We distinguish between two implementations for morpho-
logical scale spaces:

1. Erosion via convolutions with the tangible approxima-
tions of the morphological Green’s functions derived in
the previous section.

2. Left-invariant finite-difference upwind schemes.

As a result of the non-commutative nature of SE(3), the
space R

3
� S2 of positions and orientations is coupled, re-

call Figs. 8 and 10. Thereby both implementations are not
separable in a spatial and angular part. In fact, this only oc-
curs in the (less-interesting) case where D11 = D22 = 0 or
D44 =D55 = 0, in which case we respectively restrict our-
selves to angular erosion and spatial erosion:

• Angular erosion (i.e. erosion on each glyph): In case
D11 = D22 = 0 and D44 = D55 > 0 the erosion kernels
are given by

k
0,D44,+
t (y,n)=

{
∞ if y �= 0

k
0,D44,+
t (0,n) else

such that the angular erosions are given by

(
k

0,D44,+
t �R3�S2 U

)
(y,n)

= (k0,D44,+
t (0, ·)�S2 U(y, ·))(n)

= inf
n′∈S2

[
k

0,D44,+
t

(
0,RT

n′n
)+U

(
y′,n′

)]
(82)

• Spatial erosion (i.e. the same erosion for all orientations):
If D11 = D22 > 0, and D44 = D55 = 0 the erosion ker-
nels are

k
D11,0,+
t (y,n)=

{
∞ if n �= ez

k
D11,0,+
t (y, ez) else

10Apply a first order Taylor-series expansion to s �→ γ̇ i (s).

such that the spatial erosions are given by

(
k
D11,0,+
t �R3�S2 U

)
(y,n)

= (kD11,0,+
t (·, ez)�R3 U(·,n)

)
(y).

Advantages kernel implementations:

1. they allow fast parallel algorithms via look-up tables and
precomputed Green’s functions, akin to accelerated im-
plementations [68] of linear R

3
� S2-convolutions, [36].

2. they are unconditionally stable and direct relate to vis-
cosity solutions (Theorem 10).

3. they involve less interpolation.

Advantages finite difference schemes:

1. they are much more flexible towards data adaptive exten-
sions, cf. [26].

2. they use efficient (short) stensils of interpolated finite dif-
ferences, cf. [26].

3. do not involve analytic asymptotical approximations (e.g.
no rescaling of time via c > 0).

The implementations are complementary; the finite dif-
ferences can be used for accurate precomputation of the
Green’s functions used in the convolution schemes. Both
implementations are included in our Mathematica package
available (for academic purposes only) at www.bmia.bmt.
tue.nl/people/RDuits/DWIpackage/HARDIAlgorithms.zip.

9.1 Geometric Erosion Parameters

The erosions given by Eq. (59) involve four fundamental pa-
rameters, t , D11, D44 and η. However, the erosion equations
can be re-scaled such that D11 = 1, leaving only 3 degree of
freedom.

The fraction D11/D44 determines the relative strength of
angular erosion compared to spatial erosion and this param-
eter has physical dimension [Length]2. After rescaling the
underlying sub-Riemannian metric tensor becomes

G = dA1 ⊗ dA1 + dA2 ⊗ dA2

+ D11

D44

(
dA4 ⊗ dA4 + dA5 ⊗ dA5).

A large value of D11/D44 yields a domination of spatial ero-
sion, a small value of D11/D44 yields a domination of angu-
lar erosion. The stopping time parameter t > 0 indicates the
size of the erosion-kernels. Although not considered here,
statistical approaches could be used to estimate a suitable
stopping time from a given DW-MRI data-set. To get a vi-
sual impression of the typical effect of (D11/D44, t) on the
erosion output, we refer to Fig. 14. The parameter η ∈ ( 1

2 ,1]
determines the power of the Hamiltonian. For η ↓ 1

2 we get a

http://www.bmia.bmt.tue.nl/people/RDuits/DWIpackage/HARDIAlgorithms.zip
http://www.bmia.bmt.tue.nl/people/RDuits/DWIpackage/HARDIAlgorithms.zip
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Fig. 14 Top row: output angular erosion on a single glyph with cross-
ings for several parameter settings. Middle row: input and output of
simultaneous spatial and angular erosion (i.e. R

3
� S2-erosion), where

angular erosion dominates t = 3,D44/D11 = 2. Bottom row: input and
output of R

3
� S2-erosion, where angular spatial erosion dominates

t = 2,D44/D11 = 1/3

homogeneous Hamiltonian and a flat morphological approx-
imation kernel (take η ↓ 1

2 in Theorem 11):

k
D11,D44, 1

2 ,+
t (y,n)≈
⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

∞
if
√

(
|c1|2+|c2|2

D11 + |c4|2+|c5|2
D44 )2 + |c3|2

D11D44 + |c6|2
|D44|2

≥ t2,

0 else.

(83)

The typical effect of including η is depicted in Fig. 15
where we applied angular erosion only (i.e. D11 = ∞),
see Eq. (82). Due to the fact that the approximation of the
erosion kernel in Theorem 11 is a quadratic form on the
logarithmic coefficients that depend on goniometric func-
tions of the angles β̃ and γ̃ along the cross-section α̃ = 0
the erosion kernel is not very suited for a glyph-field vi-
sualization. To get an impression of the shape of the balls
in (SE(3),dA3,dA6) it is more intuitive to plot the corre-
sponding Gaussian estimation of the hypo-elliptic diffusion

Fig. 15 The effect of η ∈ [ 1
2 ,1] on angular erosion Eq. (59), with

D44 = 0.4, D11 = 0 and t = 0.4. Left: original glyph, right eroded
glyphs (normalized)

Fig. 16 Top, left; approximation erosion kernel (D11 = 1,

D44 = 0.04, t = 1.2) on (SE(3),dA3,dA6) where we clipped
function values to 2. The holes in the spheres describe the relevant
part of the erosion kernels. Top, right; Gaussian approximations
of the hypo-elliptic heat-kernels on (SE(3),dA3,dA6). Bottom,
left; Gaussian approximations of the hypo-elliptic heat-kernels on
(SE(3),dA1,dA2,dA6) for (par’s:D33 = 1, D44 = 0.04, t = 0.8),
middle; output convolution algorithm (cf. Lemma 1) of the kernel on
the left with itself, right; Gaussian approximations of the hypo-elliptic
heat-kernels on (SE(3),dA1,dA2,dA6) for (D33 = 1, D44 = 0.04,
t = 1.6). The similarity shows us that the coarsely sampled (on a
5× 5× 5× 162-grid) Gaussian approximations still nearly satisfy the
semi-group property (57)

kernels on (SE(3),dA3,dA6), see Fig. 16. These Gaussian
estimates are given by

p
D11,D44

t ≡ 1

16π2(D11)2(D44)2t4

· e−
√

|c3|2
D11D44 +

|c6|2
|D44|2 +(

|c1|2+|c2|2
D11 + |c4|2+|c5|2

D44 )2

4t . (84)
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9.2 Kernel Implementations

Kernel implementation for dilations/erosions on R
3
�S2 are

entirely analogous to kernel implementations of linear dif-
fusion on R

3
� S2, except for a change in the algebra. For

dilations one uses the (max,+)-algebra whereas with diffu-
sion one uses the (+, ·)-algebra. For erosions one uses the
(min,+)-algebra. This is directly observed by comparing
Lemmas 1 and 5. We use the fast tangible morphological
kernel approximations in Theorem 11.

9.3 Finite Difference Implementations

Similar to our finite difference schemes for left-invariant dif-
fusions [26, 36] we use a Euler-forward first order time in-
tegration scheme. However, for morphological scale spaces
we use a so-called upwind-scheme, where the sign of the
central difference determines whether a forward or back-
ward difference is taken.

W(y,n, t +�t)

=W(y,n)

+ �t

2η

(
D11

(∣∣∣∣a
−,1(y,n)

U(y,n)−U(y− hRnex,n)

h

+ a+,1(y,n)
U(y+ hRnex,n)−U(y,n)

h

∣∣∣∣

2

+
∣∣∣∣a
−,2(y,n)

U(y,n)−U(y− hRney,n)

h

+ a+,2(y,n)
U(y+ hRney,n)−U(y,n)

h

∣∣∣∣

2)

+D44
(∣∣∣∣a

−,4(y,n)
U(y,n)−U(y,RnRex ,−ha ez)

ha

+ a+,4(y,n)
U(y,RnRex ,ha )−U(y,n)

ha

∣∣∣∣

2

+
∣∣∣∣a
−,5(y,n)

U(y,n)−U(y,RnRey ,−ha ez)

ha

+ a+,5(y,n)
U(y,RnRex ,ha )−U(y,n)

ha

∣∣∣∣

2))η

, (85)

with spatial step-size h > 0 and angular step-size ha > 0,
and with a±,k given by

a−,1(y,n)

=max

{
0,

U(y+ hRnex,n)−U(y− hRnex,n)

2h

}
,

a+,1(y,n)

=min

{
0,

U(y+ hRnex,n)−U(y− hRnex,n)

2h

}
,

a−,2(y,n)

=max

{
0,

U(y+ hRney,n)−U(y− hRney,n)

2h

}
,

a+,2(y,n)

=min

{
0,

U(y+ hRney,n)−U(y− hRney,n)

2h

}
,

a−,4(y,n)

=max

{
0,

U(y,RnRex ,hez)−U(y,RnRex ,−hez)

2h

}
,

a+,4(y,n)

=min

{
0,

U(y,RnRex ,hez)−U(y,RnRex ,−hez)

2h

}
,

a−,5(y,n)

=max

{
0,

U(y,RnRey ,hez)−U(y,RnRey ,−hez)

2h

}
,

a+,5(y,n)

=min

{
0,

U(y,RnRey ,hez)−U(y,RnRey ,−hez)

2h

}
.

For further details on implementation of the left-invariant
finite differences on R

3
� S2 and the involved interpolation

we refer to [26].

9.4 Adaptive Morphological Scale Spaces

It is very interesting to consider adaptive dilations on
R

3
� S2, in a similar way as with adaptive diffusions [42].

This would generalize the efficient dilation [19, 63] of
DTI-tensors to (diffused) high angular resolution DW-MRI-
images defined on R

3
� S2. This could be done by multi-

plying the left-invariant gradient dW̃ , Eq. (60), with a data
adaptive positive definite help-matrix in SO(3)⊕SO(3), be-
fore substituting it into the Hamiltonian in Eq. (59). Here
the idea of gauging the local reference frame to include cur-
vature adaptation and deviation for horizontality based on
locally optimal exponential-curves in SE(2) [33, Chap. 3.4],
could be generalized to SE(3). However, adaptive dilations
and erosions on the full space R

3
� S2 are beyond the scope

of this article.
Here we just provide a simple mechanism for data-

adaptive angular erosion and dilation as a first step towards
adaptive erosions on R

3
� S2.
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Fig. 17 From left to right, input
glyph at say y= 0. Sample
points where �S2U(0,n) < 0
resp. ≥ 0 are respectively
indicated in red and blue.
Linearly eroded glyph
(D44 = 0.45, t = 0.5, η= 1,
�t = 0.01), adaptive eroded
glyph (D44 = 0.45, t = 0.5,

η= 1, φ(x)=D44x
1
3 ) (Color

figure online)

Fig. 18 Left: input, middle: adaptive erosion near maxima, right:
adaptive erosion near minima. (D44 = 0.4, t = 1, η = 1,

φ(x)=±D44x
1
3 , �t = 0.01)

9.5 Data Adaptive Erosion and Dilation on S2

In the erosion evolution (59) one can include adaptivity
by making D44 dependent on the local Laplace-Beltrami-
operator

D44(U)(y,n)= φ
(
�S2U(y,n)− c

)
,

with φ a monotonic, odd function and

inf
n∈S2,y∈R3

�S2U(y,n) < c < sup
n∈S2,y∈S3

�S2U(y,n).

The intuitive idea here is to create a soft transition between
dilation and erosion on a glyph x + μ{U(x,x)n | n ∈ S2}.
In the vicinity of a spherical maximum the �S2 is posi-
tive, whereas in the vicinity of a spherical minimum the �S2

is negative. The constant c determines where the transition

should take place. See Fig. 17 where we set φ(x)=D44x
1
3

with varying c (erosion near maxima) and Fig. 18 where

we compare the case φ(x) = D44x
1
3 to the case φ(x) =

−D44x
1
3 (erosion near minima).

10 The Underlying Probability Theory

In this section we address the underlying probability of
scale spaces on R

3
� S2. We first consider probability the-

ory underlying linear scale spaces on R
3

� S2, and then a
probabilistic interpretation of morphological scale spaces on
R

3
� S2.

10.1 Brownian Motions on R
3

� S2

Next we formulate a left-invariant discrete Brownian motion
on SE(3). The left-invariant vector fields {A1, . . . , A6} form
a moving frame of reference to the group. There are two
ways of considering vector fields. Either one considers them
as differential operators on smooth locally defined func-
tions, or one considers them as tangent vectors to equivalent
classes of curves. These two viewpoints are equivalent, for
formal proof see [9, Prop. 2.4]. So far we have used the first
way of considering vector fields, but in this section we prefer
to use the second way. We will write {e1(g), . . . , e6(g)} for
the left-invariant vector fields (as tangent vectors to equiva-
lence classes of curves) rather than the differential operators
{.A1|g, . . . , A6|g}. We obtain the tangent vector ei from Ai

by replacing

∂x ↔ (1,0,0,0,0,0),

∂y ↔ (0,1,0,0,0,0),

∂z ↔ (0,0,1,0,0,0),

∂β ↔ (0,0,0, α cosβ cosγ,α cosβ sinγ,−α sinβ),

∂γ ↔ (0,0,0, α cosγ,α sinγ,0),

∂α ↔ (0,0,0, cosγ sinβ, sinγ sinβ, cosβ),

(86)

where we identified SO(3) with a ball with radius 2π whose
outer-sphere is identified with the origin, using Euler an-
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gles Rez,γ Rey ,βRez,α ↔ αn(β, γ ) ∈ B0,2π . Next we formu-
late left-invariant discrete random walks on SE(3) expressed
in the moving frame of reference {ei}6i=1 given by (86):

(Yn+1,Nn+1)= (Yn,Nn)+�s

5∑

i=1

aiei |(Yn,Nn)

+√�s

5∑

i=1

εi,n+1

5∑

j=1

σjiej |(Yn,nn)

(Y0,n0)∼UD,

for all n = 0, . . . ,N − 1, with random variable (Y0,n0) is
distributed by UD , where UD are the discretely sampled
DW-MRI data and where the random variables (Yn,Nn) are
recursively determined using the independently normally

distributed random variables {εi,n+1}n=1,...,N−1
i=1,...,5 , εi,n+1 ∼

N (0,1) and where the stepsize equals �s = s
N

and where

a := ∑5
i=1 aiei denotes an apriori spatial velocity vector

having constant coefficients ai with respect to the moving
frame of reference {ei}5i=1 (just like in (34)). Now if we ap-
ply recursion and let N →∞ we get the following continu-
ous Brownian motion processes on SE(3):

Y(t)= Y(0)+
∫ t

0

(
3∑

i=1

aiei |(Y (τ),N(τ))

+ 1

2
τ−

1
2 εi

3∑

j=1

σjiej |(Y (τ),N(τ))

)

dτ,

N(t)=N(0)+
∫ t

0

(
5∑

i=4

aiei |(Y (τ),N(τ))

+ 1

2
τ−

1
2 εi

5∑

j=4

σji .ej |(Y (τ),N(τ))

)

dτ,

(87)

with εi ∼ N (0,1) and (X(0),N(0)) ∼ U and where σ =√
2D ∈R

6×6, σ > 0.
Now if we set U = δ0,ez

(i.e. at t = 0, we have only one
orientated particle located at (0, ez)) then suitable averaging
of infinitely many random walks of this process yields the
transition probability density

(y,n) �→ p
D,a
t (y,n)= (etQD,a(A)U

)
(y,n),

with evolution generator given by Eq. (55).This probabil-
ity density is the Green’s function of left-invariant evolution
equations on R

3
� S2

∂W

∂t
(y,n, t)= (QD,a(A)|(y,n)W

)
(y,n, t),

W(y,n,0)=U(y,n)

that are the Forward Kolmogorov equation of the general
stochastic process (87). This follows by Ito-calculus and in
particular Ito’s formula for formulas on a stochastic process,
for details see [22, Chap. 4.5, Chap. 8], [7, Appendix A]
where one should consistently replace the left-invariant vec-
tor fields of respectively SE(2) and R

n by the left-invariant
vector fields on SE(3).

In particular we have the direction process for contour
completion in R

3
� S2 where

D= diag
{
0,0,0,D44,D44,0

}
and

a= (0,0,1,0,0,0) (88)

with Fokker-Planck equation (54) and the (horizontal)
Brownian motion for contour-enhancement in R

3
� S2

where

D= diag
{
D11,D11,D33,D44,D44,0

}
and

a= (0,0,0,0,0,0) (89)

with Fokker-Planck equation (53), for D11 = 0.
Instead of considering the probability density W(y,n, t)

of finding a random walker at time t at position y and orien-
tation n given that it started from the initial distribution U ,
one can also consider the probability density Pλ(y,n) of
finding a random walker at position y with orientation n
given that it started from the initial distribution U regardless
its traveling time T ∼ NE(λ). Then by Eq. (7.1) we must
apply the resolvent operator to the initial condition:

Pλ = λ
(
λI −QD,a(A)

)−1
U. (90)

The (resolvent) Green’s functions and the corresponding
stochastic processes for contour-completion and contour en-
hancement are illustrated in Fig. 3.

10.2 The Time Integrated Direction Process

In the previous work [36] the resolvent processes of con-
tour enhancement are studied and according to [36, The-
orem 2] they are related to Tikhonov regularization on
R

3
� S2. The corresponding resolvent kernels do not sat-

isfy the semi-group property (cf. Eq. (58)) and the question
rises what happens when alternating Tikhonov regulariza-
tion steps. The same question is particularly important with
contour completion, where the resolvent processes integrate
the moving propagation fronts of the convection-diffusions.

The solution Pλ(y,n) = (R
D,a
λ ∗R3�S2 U)(y,n) of (90)

represents the probability density of finding a random
walker at position y with orientation n given that it started
from the initial distribution U regardless its traveling time.
In a Markov process, traveling time is memoryless and
thereby negatively exponentially distributed T ∼NE(λ).
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There is however, a practical drawback induced by this
memoryless property: Both the time-integrated resolvent
kernel of the direction process and the time-integrated re-
solvent kernel of the enhancement process suffer from a se-
rious singularity at the unity element. For example, in [37,
Appendix D] we derived an asymptotical formula for the
resolvent contour enhancement kernel, from which we de-
duce

R
D33,D44

λ (y,n)∼ 1

|g|6 for |g|D33,D44 # 1, and

R
D33,D44

λ (0,0, z,n)∼ 1

z4
for 0 < z# 1,

where |g|D33,D44 = |(y,Rn)|D33,D44 is the weighted modu-
lus on SE(3) given by

|g|2
D33,D44

=
√
|c1|2 + |c2|2

D33D44
+ |c6|2

D44
+
(

(c3)2

D33
+ |c4|2 + |c5|2

D44

)2

,

with ci the logarithmic coefficients given by (76), recall
Theorem 11. Consequently, the kernels are in practice too
much concentrated around the singularity for visually ap-
pealing results. Therefore, we introduce a k-fold iterative
approach and address the three related questions raised at
the end of Sect. 7.1.

10.3 The Iteration of Resolvent Operators

The sum T = ∑k
i=1 Ti of k independent negatively ex-

ponentially distributed random variables Ti ∼ NE(λ) is
Gamma distributed:

p(T = t) = p(T1 = t) ∗k−1
R+ p(Tk = t)

= Γ (t; k,λ) := λktk−1

(k − 1)!e
−λt , k ∈N,

with temporal convolutions given by (f ∗R+ g)(t) =∫ t

0 f (t − τ)g(τ )dτ . Application of the Laplace transform L,
given by Lf (λ) = ∫∞0 f (t)e−tλdt yields L(f ∗R+ g) =
L(f ) · L(g) and thereby

LΓ (·, k, λ)(s)= (1+ λ−1s
)−k

. (91)

Now for the sake of illustration we set k = 2 for the moment
and we compute the probability density of finding a random
walker GT ∈ R

3
� S2 with traveling time T = T1 + T2 at

position y with orientation n given that it at t = 0 started
at (0) with orientation ez. Basically this means that the
path of the random walker has two stages, first one with

time T1 ∼ NE(λ) and subsequently one with traveling time
T2 ∼NE(λ) and we have

R
D,a
λ,k=2(y,n)

=
∫ ∞

0
p
(
GT = (y,n) | T = t,G0 = e

)
p(T = t)dt

=
∫ ∞

0
p
(
GT = (y,n) | T = T1 + T2 = t,G0 = e

)

· p(T1 + T2 = t)dt

=
∫ ∞

0

∫ t

0
p
(
GT1+T2 = (y,n) | T1= t − s, T2= s,G0= e

)

· p(T1 = t − s)p(T2 = s)dsdt

= λ2 L
(

t �→
∫ t

0
(Kt−s ∗Ks ∗ δe)(y,n)ds

)
(λ)

= λ2 L
(

t �→
∫ t

0
(Kt−s ∗Ks)(y,n)ds

)
(λ)

= λ2 L
(
t �→Kt(·)

)
(λ) ∗ L

(
t �→Kt(·)

)
(λ)(y,n)

= (RD,a
λ,k=1 ∗R

D,a
λ,k=1

)
(y,n)., (92)

where ∗ = ∗R3�S2 denotes convolution on R
3

� S2 as in
Theorem 2. By induction this can easily be generalized to
the general k-step approach:

R
D,a
λ,k =R

D,a
λ ∗k−1

R3�S2 R
D,a
λ

with R
D,a
λ =R

D,a
λ,k=1,

and p(T = t)= (p(T1 = ·) ∗k−1
R+ p(Tk = ·)

)
(t).

An alternative derivation of the result arises by

R
D,a
λ,k =

∫ ∞

0

(
etQD,a(∇)δe

)
Γ (t; k,λ)dt

= λk
(−QD,a(∇)+ λI

)−k
δe

= (λ
(−QD,a((∇)+ λI

)−1)k
δe

= R
D,a
λ ∗k−1

R3�S2 R
D,a
λ .

which only holds in the distributional sense, where with re-
spect to the crucial second equality we recall Eq. (91). We
have proved the following result.

Theorem 12 A concatenation of k subsequent and inde-
pendent time-integrated memoryless stochastic process for
contour completion(/enhancement) with expected traveling
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time λ−1, corresponds to a time-integrated contour comple-
tion(/enhancement) process with a Gamma distributed trav-
eling time

T = T1 + · · · + Tk,

P (Ti = t)= λe−λt , i = 1, . . . , k,

Fig. 19 Glyph visualization, recall Definition 1, of the kernels
R

D,a
λ,k=2 : R

3
� S2 → R

+, with diffusion matrix D = diag{0,0,

0,D44,D44,0} and convection vector a= (0,0,1,0,0,0), for several
parameter-settings (λ, k) for D44 = 0.005. Kernels are sampled and
computed on a spatial 8× 8× 8-grid and on an a 162-point tessella-
tion of the icosahedron using a left-invariant finite difference scheme,
cf. [25, 26]

P(T = t)= Γ (t; k,λ) := λktk−1

(k − 1)!e
−λt .

The probability density function (Green’s function) of this
stochastic process is given by

R
D,a
λ,k =R

D,a
λ ∗k−1

R3�S2 R
D,a
λ .

Figure 20 shows some experiments of contour comple-
tion on an artificial data set containing fibers with a gap
we would like to complete, for various parameter settings
of (λ, k), where Ti ∼ NE(λ) and k denotes the iteration in-
dex of the time integrated contour-completion process. In
principle this scheme boils down to R

3
� S2-convolution

(applying Lemma 1 and Theorem 2) with the Green’s func-
tions depicted in Fig. 19. For a fair comparison we kept the
expected value constant, that is E(T )=E(T1 + · · · + Tk)=
k
λ
= 4 in Fig. 19 and E(T ) = E(T1 + · · · + Tk) = k

λ
= 2

in Fig. 20, which roughly coincides with half the size of
the gap. Note that the results hardly change after two it-
erations, as the graphs of the scaled Gamma distributions
Γ (·; k

2 , k)/Γ ((2(k − 1)/k); k
2 , k) are similar for k = 2,3,4.

We conclude that the k-step approach with k > 1 pro-
vides much more effective completion of gaps within fibers
in R

3
�S2 than the case k = 1, as can be observed in Figs. 19

and 20. This mainly due to the fact that the order of the sin-
gularity at the origin decreases (it takes 5 steps to get rid of
the singularity [37, Chap. 10.1.1, Appendix D]).

10.4 Bellman Processes on R
3

� S2

In this subsection we present a short overview of cost pro-
cesses on SE(3). The mapping I �→ limε→0 logε I defines a
morphism of the (+, ·)-algebra to the (min,+)-algebra on
R
+ (the co-domain of our DW-MRI images) and it is in-

deed readily verified that limε→0 logε εa · εb = a + b and

Fig. 20 Glyph visualization,
recall Definition 1, of a
left-invariant finite difference
scheme, cf. [26], on a
12× 12× 12-grid and 162-point
tessellation of the icosahedron,
applied to the input data set,
according to our resolvent
contour-completion process, ref.
Eq. (87), with D44 = 0.005 and
a3 = 1, iterated k-times with
E(Ti)= λ−1
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Fig. 21 1st row: Input DTI-dataset of a human brain, Eq. (4). Dis-
played are the corpus callosum and the corona radiata, measured with
a b-value of 1000 s/mm2 on voxels of 2 mm × 2 mm × 2 mm. 2nd
row: Output squared linear diffusion on squared data-set. 3rd row: Out-

put erosion applied to the diffused dataset in the 2nd row. Parameter
settings for the linear diffusion (t,D33,D44) = (1,1,0.04) stepsize
�t = 0.01. Parameter settings erosion (t,D11,D44) = (2,0.3,0.3),
�t = 0.1

limε→0 logε(ε
a + εb)=min(a, b). Using this map, various

notions of probability calculus can be mapped to their coun-
terparts in optimization problems. Next we mention the fol-
lowing definitions as given by Akian, Quadrat and Viot in
[5] adapted to our case.

Definition 9 The decision space is the triplet (SE(3),

O(SE(3)),C) with O(SE(3)) denoting the set of all open
subsets of the topological space SE(3). The function C :
O(SE(3))→R

+ :=R
+ ∪ {∞} is such that

1. C(SE(3))= 0, and C(φ)=+∞,
2. ∀(An)n∈N⊂O(SE(3))C(

⋃
n An)= infn C(An).

The measure C on SE(3) is called a cost measure. The
map c : SE(3)→ R

+
given by g �→ c(g) such that C(A)=

infg∈A c(g) for all A ⊆ SE(3), is called the cost density of
the cost measure C.

Definition 10 Analogous to the random variables of proba-
bility theory, a decision variable G (on (SE(3),

O(SE(3)),C)) is a mapping from SE(3) to R. It induces
a cost measure CG on R given by CG(I)= C(G−1(I )) for
all I ∈ O(R). The associated cost density is denoted by cG.

One can formulate related concepts such as independent
decision variables, conditional cost, mean and characteris-
tic function of a decision variable, in the same way as in
probability theory via the morphism of the (+, ·)-algebra to
the (min,+)-algebra. The Laplace or Fourier transform in
(+, ·)-algebra corresponds to the Frenchel transform in the
(min,+)-algebra. Now we present the decision counterpart
of the Markov processes, namely Bellman processes.

Definition 11 A continuous time Bellman process Gt on
(SE(3), O(SE(3)),C) is a function from SE(3) to C(R+)

(set of continuous functions on non negative reals) with cost
density

cG

(
γ̃ (·))= c0

(
γ̃ (0)

)+
∫ ∞

0
c
(
t, γ̃ (t), γ̃ ′(t)

)
dt (93)

where c is called the transition cost which is a map from
R× SE(3)× T (SE(3)) to R

+
such that

inf
A∈L(SE(3))

c
(
t, g, A|g

)= 0,

for all (t, g) ∈R
+ × SE(3), and where c0 is some cost den-

sity on SE(3).

We set the following transition cost density:

c
(
t, γ̃ (t), γ̃ ′(t)

)=
∑

i∈{1,2,4,5}

∣∣〈dAi |γ̃ (t), γ̃
′(t)
〉∣∣2.

Then the marginal cost for a Bellman process Gt on
(SE(3), O(SE(3)),C) to be in a state g at time t given an
initial cost c0, m̃(g, t) := C(Gt = g) satisfies the Bellman
equation

∂t m̃+ (F L(SE(3))(L)
)
(dm̃)= 0,

m̃(g,0)= c0(g)
(94)

where F L(SE(3)) denotes the Fenchel transform (recall Def-
inition 6) on the Lie-Algebra L(SE(3)). Furthermore, we
used

L(A)=
∑

i∈{1,2,4,5}

1

Dii

∣∣〈dAi , A
〉∣∣2,

dm̃=
∑

i∈{1,2,4,5}
Ai m̃dAi
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Fig. 22 Top: smooth artificial
input. Middle: Output of linear
diffusion on squared data-set
using the analytic kernel
approximations of Theorem 11.
Bottom: Output erosion applied
to the diffused dataset in the
middle. Parameter settings for
the linear diffusion
(t,D33,D44)= (0.5,1,0.04).
Parameter settings erosion
(t,D11,D44)= (2,0.6,0.3),
�t = 0.1

for all A left-invariant vector fields within contact-manifold
(SE(3),dA3,dA6) and with left-invariant gradient dm̃ of m̃

within the sub-Riemannian manifold (SE(3),dA3, A6).
This Bellman equation for the cost process coincides with

the Hamilton-Jacobi-Bellman equation, Eq. (59) on R
3
�S2,

whose viscosity solution is given by morphological convolu-
tion with the corresponding morphological Green’s function
as shown in Appendix A.

11 Experiments

First we provide a summary of the experiments we con-
sidered so far. Then we show two more experiments on

diffusion-weighted MRI-images of the brain of a healthy
volunteer. Finally, we draw some general conclusions from
the experiments.

Throughout this article, DW-MRI images are scanned
in No ≈ 50 gradient directions while using a b-value of
1000 s/mm2. We restricted ourselves to these values, since
our evolutions perform similarly for other reasonable b-
values and other number of gradients No used in the MRI-
scanning, as shown by Prckovska et al. [65]. In general DTI-
images do not require No ≈ 50, due to the Gaussian assump-
tion Eq. (1), but for HARDI-imaging with b= 1000 s/mm2,
No ≈ 50 is reasonable.

In Figs. 2, 4 and 7 one can see that high-frequency com-
ponents are removed by left-invariant diffusion on DW-MRI
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while preserving crossings, allowing a well-posed subse-
quent erosion. Such a subsequent erosion is depicted in
Fig. 7 (lower-left figure). The advantage of a subsequent
erosion is also depicted in Fig. 21 where we show multiple
viewpoints in 3D.

Left-invariant convection-diffusion for contour-comple-
tion can be used to close gaps in DW-MRI data as can be
observed in Fig. 20 (using the iterated resolvent kernels de-
picted in Fig. 19 according to Theorem 12).

Left-invariant diffusions for contour enhancement,
Eq. (53) (in combination with grey-value transformations)
can be used to extrapolate fiber crossings from DTI (see
Fig. 5), whereas they remove spurious crossings in HARDI
as can be observed in Fig. 6. However, these grey-value
transformations suffer from the drawback of explosive en-
largement of large glyphs illustrated in Fig. 4 and typically
require masking of these large glyphs (typically present at
ventricles). To avoid the drawbacks of greyvalue transfor-
mations we include a final experiment of concatenating left-
invariant erosion and diffusion on DW-MRI without the in-
volvement of greyvalue transformations. See Fig. 23 where
we compare the concatenation of squaring, diffusions and
squaring to the concatenation of diffusion and erosion. For
the erosions we applied the upwind-scheme of Sect. 9.3,
for the diffusions we used the finite-difference schemes ex-
plained in our numerical work [26]. Summarizing, we con-
clude:

• R
3

� S2-erosions are both useful for visual sharpening of
the data (Fig. 21) and for pre-processing before applying
R

3
� S2-diffusion (Fig. 23).

• Concatenation of linear and morphological scale spaces
on R

3
� S2 provide a more effective sharpening of the

fibers than a pseudo-linear scale space approach, e.g.
compare Fig. 23 to Fig. 7.

• For fiber enhancement it is both worthwhile to consider
erosion before diffusion (Fig. 23) and diffusion before
erosion (Figs. 6, 22).

• Morphological scale spaces are preferable over greyscale
transformations (such as squaring) for sharpening DW-
MRI. They do not amplify large (isotropic) glyphs
(Figs. 4 and 23) and they allow control over both angu-
lar and spatial sharpening of the fibers via the coefficients
(D11,D44) (Fig. 14).

• Complex crossing fiber-structures can be extrapolated
from DTI by application of scale spaces on R

3
� S2

(Figs. 5, 23).
• Non-aligned glyphs in DW-MRI and spurious non-aligned

crossings in HARDI are removed by left-invariant diffu-
sion on R

3
� S2 (Figs. 5, 21, 23 and 6).

• Our extended model for contour completion provides a
more reasonable completion of gaps in fibers (Fig. 20).

Fig. 23 First row: Input DTI-dataset of a human brain. Displayed are
the corpus callosum and the corona radiata, measured with a b-value
of 1000 s/mm2 in 49 gradient directions on voxels of (2mm)3. Sec-
ond row: squared input data. Third row: result nonlinear diffusion
[26] (D44, t,K) = (0.002,3,0.05). Fourth row: result erosion with
(D44, t) = (0.002,3). Fifth row: output nonlinear diffusion when us-
ing the fourth row as input with (D44, t,K) = (0.002,3,0.1). We
used spatial step-size h = 0.88, and angular step-size ha = 0.1,
cf. Eq. (85). We always used (D11,�t) = (1,0.1) for erosion and
(D33,�t) = (1,0.01) for nonlinear diffusion. In contrast to the ex-
periments in Figs. 4, 5, 6, 21, and previous work [65, 68] we did not
include operator V Eq. (5) for visualization (we only subtracted the
minimum per glyph) and we used Eq. (3) instead of Eq. (4), cf. [26]

12 Conclusion

We have developed crossing preserving, rotation- and trans-
lation covariant scale spaces on DW-MRI images. The un-
derlying evolutions are convection-diffusion equations and
Hamilton-Jacobi-Bellman equations of respectively stochas-
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tic and cost processes, on the space of positions and ori-
entations R

3
� S2. These scale spaces are expressed in a

moving frame of reference allowing (hypo-elliptic) diffusion
along fibers and erosion orthogonal to fibers. They extrap-
olate complex fiber-structures (crossings) from DTI, while
reducing non-aligned crossings in HARDI. They can be im-
plemented by finite difference methods [26], or by convolu-
tions with analytic kernels.

We have addressed the nine objectives arising from pre-
vious work which are listed in the introduction. The main
results of this article are Theorems 10, 11 and 12.
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Appendix A: Viscosity Solutions of Morphological
Scale Spaces on R

3
� S2

In this section we provide a proof of Theorem 10.
We will generalize the well-known results on viscos-

ity solution of Hamilton-Jacobi-Bellman equations R
n to

R
3

� S2 embedded in SE(3), where we replace the local
frame generated by the spatial generators ∂xi by the moving
frame of left-invariant vector fields Ai . The difficulty is that
we do not have a general Hopf-Lax formula with a scaled
Lagrangian as in [39, Theorem 4] at hand, and moreover we
do not have a tangible explicit formula for the exact Green’s
function.

However, the proof [39, pp. 561–563] of viscosity solu-
tion of Hamilton-Jacobi-Bellman equations on R

n primarily
requires the limiting behavior

lim
h↓0

kh(expRn(hx))

h
= lim

h↓0

kh(hx)

h
= 2η− 1

2η
‖x‖ 2η

2η−1 , (95)

of the morphological Green’s function

kt (x)= 2η− 1

2η
t
− 1

2η−1 ‖x‖ 2η
2η−1 .

This is where Theorem 11 comes into play. The logarithmic
modulus approximations provide lower and upper-bounds
for the exact morphological Green’s functions. By Theo-
rem 9 the exact Green’s functions arise by geodesically
equidistant propagation of the morphological delta, δC given

by Eq. (25). Moreover, the logarithmic modulus approxima-
tions arise by freezing the coefficients p �→ γ̇ i (p). These
approximations are accurate for small h. In fact, we have
the following generalization of Eq. (95) to R

3
� S2:

Lemma 5 Let ci ∈ R, i = 1,2,4,5 and η > 1
2 and define

Lη :R4 →R
+ by

Lη

(
c1, c2, c4, c5)

:= 2η− 1

2η

∣∣∣∣
∑

i∈{1,2,4,5}

|ci |2
Dii

∣∣∣∣

η
2η−1

= Lη

(
c1 A1 + c2 A2 + c3 A4 + c5 A5

)
,

then the exact morphological Green’s function on SE(3)

given by

k̃
D11,D44,η,+
h (y,R)= k

D11,D44,η,+
h (y,Rez), (96)

y ∈R
3,R ∈ SO(3), h > 0 given by Eq. (69) satisfies

lim
h↓0

k̃
D11,D44,η,+
h (exp(h

∑
i∈{1,2,4,5} ciAi))

h

= Lη

(
c1, c2, c4, c5).

Proof Consider Eq. (63) (and Eq. (46)), then to each
C2-curve with 〈dA3|γ , γ̇ 〉 = 〈dA6|γ , γ̇ 〉 = 0, we have the
following C1-functions

[0, h] � p �→ γ̇ i (p) := 〈dAi |γ (p), γ̇ (p)
〉 ∈R

for i ∈ {1,2,4,5}. Let ψ : R+ → R
+ be the local smooth

map that maps spatial arc length s to arclength p in the
sub-Riemannian manifold (SE(3),dA3,dA6). This map is
a diffeomorphism until the first cusp-time arises (likewise
in Fig. 11). Application of first order Taylor-approximation
around s = 0 yields

lim
h↓0

h−1
∫ h

0
Lη

(
γ̇ 1(p), γ̇ 2(p), γ̇ 4(p), γ̇ 5(p)

)

·
(

ds

dp
(p)

)− 1
2η−1

dp

= lim
h↓0

h−1
∫ ψ−1(h)

0
Lη

(
γ̇ 1(0)+O(s), γ̇ 2(0)+O(s),

γ̇ 4(0)+O(s), γ̇ 5(0)+O(s)
)
ds

and η > 1
2 implies that this is of the order

O
((

ψ−1(h)
)2

h−1)+ 2η− 1

2η

( ∑

i∈{1,2,4,5}

|γ̇ i (0)|2
Dii

) η
2η−1
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where ψ−1(0)= 0 and in the interior of a minimizing curve
we have finite curvature so ψ−1(h) = O(h) and the first
term vanishes as h ↓ 0 and the result follows from the defi-
nition of the morphological kernel, Eq. (63). �

Remark In the subsequent proofs we need a sober notation
and we just write

k̃t (g) := k̃
D11,D44,η,+
t (g),

kt (y,n) := k
D11,D44,η,+
t (y,n)

for all g ∈ SE(3), (y,n) ∈ R
3

� S2 and all t ≥ 0, for the
corresponding morphological Green’s function on the group
SE(3), given in Eq (96).

A second issue is the semi-group property. The PDE for
morphological scale spaces is a non-linear evolution and the
question whether the semi-group property (57) that holds for
linear left-invariant evolutions has a morphological counter-
part, i.e. whether Eq. (71) holds. In the R

n case, this directly
follows from the isomorphic properties of the Cramer trans-
form [5, 17], but in R

3
� S2 this is difficult.

Lemma 6 The exact erosion/dilation kernels k
D11,D44,η,±
t :

R
3

� S2 →R
+ satisfy the semigroup property Eq. (71).

Proof Let k̃t : SE(3)→R
+ be the corresponding kernels on

the group according to Eq. (96). Define

W̃ (g, t) := inf
q∈SE(3)

{
k̃t

(
q−1g

)+ Ũ (q)
}

for all g ∈ SE(3) and t ≥ 0, then the semi-group property
follows from

W̃ (g, t)= inf
v∈SE(3)

{
k̃t−τ

(
v−1g

)+ W̃ (v, τ )
}
, (97)

for all τ ∈ [0, t] and the associativity of morphological con-
volutions. So it remains to prove Eq. (97). To this end we
follow a similar approach as in [56, Theorem 1] (avoiding
specific scaling properties of the Lagrangian). By Theorem 9
it follows that the Green’s functions are induced by geodesi-
cally equidistant propagation of the morphological delta, δC

given by Eq. (25). More precisely, they are given by Eq. (69).
In general one has

k̃t

(
v−1g

)≤ k̃τ

(
v−1q

)+ k̃t−τ

(
q−1g

)
(98)

for all g,h, v ∈ SE(3) and all τ ∈ [0, t], since the concatena-
tion of two optimal curves yields an admissible curve over
which the left hand side is optimized. Here equality is ob-
tained if v−1q is on the minimizing curve between e and
v−1g, i.e. by left-invariance g is on the minimizing curve
between e and v−1g. Now due to continuity and convexity

of (c1, c2, c4, c5) �→ Lη(c
1, c2, c4, c5) the infimum in (97) is

actually a minimum and therefore we can choose v ∈ SE(3)

such that

W̃ (q, τ )= k̃τ

(
v−1q

)+ Ũ (v).

Then by Eq. (98) one has

W̃ (g, t) ≤ k̃t

(
v−1g

)+ Ũ(v)

≤ k̃τ

(
v−1q

)+ k̃t−τ

(
q−1g

)+ Ũ(v)

= W̃ (q, τ )+ k̃t−τ

(
q−1g

)

for all q ∈ SE(3) and thereby (by taking the infimum over
all q) we obtain

kt−τ � (kτ �U)≥ kt �U. (99)

In order to prove (57) it remains to be shown that

kt−τ � (kτ �U)≤ kt �U.

Let w ∈ SE(3) such that

W̃ (g, t) = min
v∈SE(3)

k̃t

(
v−1g

)+ Ũ (v)

= k̃t

(
w−1g

)+ Ũ (w).

Now take q as a point along the minimizing curve between
g and w. Then we have

W̃ (g, t) = k̃τ

(
w−1q

)+ k̃t−τ

(
q−1g

)+ Ũ (w)

≥ k̃t−τ

(
q−1g

)+ W̃ (q, τ )

≥ min
r∈SE(3)

{
k̃t−τ

(
r−1g

)+ W̃ (r, τ )
}

from which the result follows. �

To complete the proof of Theorem 10 we must prove the
following theorem.

Theorem 13 The viscosity solutions of
{

∂W
∂t

(y,n, t)∓ Hη(dW̃ (y,Rn, t))= 0,

W(y,n,0)=U(y,n)
(100)

for all t ≥ 0, (y,n) ∈R
3
�S2, are respectively given by left-

invariant erosion (cf. Eq. (24))

(
k
D11,D44,η,+
t �R3�S2 U

)
(y,n) (101)

and left-invariant dilation (cf. Eq. (23))

(
k
D11,D44,η,−
t ⊕R3�S2 U

)
(y,n) (102)

with the morphological Green’s functions.
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Proof The proof consists of two parts, first we must show
that they are indeed solutions and then we show that they
are viscosity solutions. We will only consider the erosion
case since the dilation case can be treated analogously.

Part I This part consists of two subparts. In part Ia we will
show that if we set

W(y,n, t) := (kD11,D44,η,+
t �R3�S2 U

)
(y,n)

with morphological kernel given by Eq. (69), then

∂W

∂t
(y,n, t)∓ Hη

(
dW̃ (y,Rn, t)

)≤ 0. (103)

In part Ib we show the remaining part

∂W

∂t
(y,n, t)∓ Hη

(
dW̃ (y,Rn, t)

)≥ 0. (104)

Part Ia Again we resort to evolutions on the full group
SE(3) by setting W̃ (y,R, t) =W(y,Rez, t) for all y ∈ R

3,
R ∈ SO(3), t > 0. Then for all A =∑i∈{1,2,4,5} ciAi one
has by Lemma 6 that

W̃
(
gehA, t + h

) = min
v∈SE(3)

k̃h

(
v−1gehA

)+ W̃ (v, t)

≤ k̃h

(
ehA
)+ W̃ (g, t)

for all g = (y,R) and consequently, one has

W̃ (gehA, t + h)− W̃ (g, t)

h
≤ k̃h(e

hA)

h

and thereby, by Lemma 5 and the construction of the left-
invariant vector fields by means of the derivative of the right
regular representation Ai = dR(Ai) one gets

∂W̃ (g, t)

∂t
+ ci Ai |gW̃ (g, t)≤ Lη(c) (105)

for all c = (c1, c2, c4, c5) ∈ R
4. So by subtracting the La-

grangian and taking the maximum over all c we apply the
Fenchel transform of the Lagrangian Lη which, accord-
ing to Theorem 8), yields the Hamiltonian Hη evaluated at
p= dW̃ (y,Rn, t) and Eq. (103) follows.

Part Ib Let g∗ = (y∗,Rn∗) ∈ SE(3) be the minimizer in the
erosion operator, i.e.

W̃ (g, t)= W̃
(
g∗,0

)+ k̃t

((
g∗
)−1

g
)
.

Then we have

W̃ (g, t)− W̃ (ge− h
t
Ae+ h

t
A∗ , t − h)

h

≥ 1

h

(
W̃ (g,0)+ k̃t

((
g∗
)−1

g
)

− (W̃ (g,0)+ k̃t−h

((
g∗
)−1

ge−
h
t
Ae+

h
t
A∗))

)

= k̃t ((g
∗)−1g)− k̃t−h((g

∗)−1ge− h
t
Ae+ h

t
A∗)

h

where g,g∗ ∈ SE(3) are given by

g = eA = e
∑6

i=1 ciAi , g∗ = eA∗ = e
∑6

i=1(c
∗)iAi .

If we now let h ↓ 0 then we obtain

lim
h↓0

W̃ (g, t)− W̃ (ge− h
t
(A−A∗), t − h)

h

≥ lim
h↓0

k̃t ((g
∗)−1g)− k̃t−h((g

∗)−1ge− h
t
(A−A∗))

h

= lim
h↓0

1

h

(
sup

v∈SE(3)

k̃t−h(v)+ k̃h

(
v−1(g∗

)−1
g
)

− k̃t−h

((
g∗
)−1

ge−
h
t
(A−A∗))

)

≥ lim
h↓0

k̃h(e
h
t
(A−A∗))

h
(106)

where we applied Lemma 6 and where we note that the
Campbell-Baker-Hausdorff formula

e−
h
t
Ae+

h
t
A∗ = e

− h
t
(A−A∗)− h2

2t2
[A,A∗]+O(h3)

implies that

W̃
(
ge−

h
t
(A−A∗), t − h

)

= W̃
(
ge−

h
t
Ae+

h
t
A∗ , t − h

)+O
(
h2)

for almost every g ∈R
3
�S2 (where W̃ (·, t −h) is differen-

tiable).
Recall that the left-invariant vector fields are obtained

by the derivative of the right-regular representation Ai =
dR(Ai), Ai = Ai |(0,I ) and as a result the limit in the left-
hand side of (106) equals

lim
h↓0

W̃ (g, t)− W̃ (ge− h
t
(A−A∗), t − h)

h

= ∂

∂t
W̃ (g, t)−

∑

i∈{1,2,4,5}

(
ci − (c∗)i

t

)
Ai |gW̃ (g, t).

Furthermore, we assume without loss of generality that c3 =
c6 = (c∗)3 = (c∗)6 = 0, i.e.

A−A∗ ∈ span{A1,A2,A4,A5}. (107)
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Recall that R
3

� S2 = SE(3)/({0} × SO(2)) and W̃ (g, t)=
W(y,Rez, t), g = (y,R) ∈ SE(3) so that

W̃ (g, t)= W̃
(
geαA6, t

)
,

k̃t

(
e−βA6geαA6

)= k̃t (g),

for all α,β ∈ R and by the Campbell-Baker-Hausdorff for-
mula one can always find α,β ∈R such that

log
(
eAeαA6

)− log
(
eA∗eβA6

)

⊂ span{A1,A2,A4,A5},

justifying our assumption Eq. (107).
Assumption (107) allows us to compute the limit in the fi-

nal right-hand side of inequality (106) by means of Lemma 5
and we obtain

∂

∂t
W̃ (g, t)+

∑

i∈{1,2,4,5}

(
ci − (c∗)i

t

)
Ai |gW̃ (g, t)

≥ lim
h↓0

k̃h(e
h
t
(A−A∗))

h

= Lη

(
c1 − (c∗)1

t
,
c2 − (c∗)2

t
,
c4 − (c∗)4

t
,
c5 − (c∗)5

t

)
,

from which we conclude:

∂W̃ (g, t)

∂t
+ Hη

(
dW̃ (g, t)

)

= ∂W̃ (g, t)

∂t
+ 1

2η

( ∑

i∈{1,2,4,5}

(AiW̃ (g, t))2

Dii

)η

= ∂W̃ (g, t)

∂t
+ (FL(SE(3))Lη)

(
dW̃ (g, t)

)

≥ ∂

∂t
W̃ (g, t)+

∑

i∈{1,2,4,5}

(
ci − (c∗)i

t

)
Ai |gW̃ (g, t)

− Lη

(
c1 − (c∗)1

t
,
c2 − (c∗)2

t
,
c4 − (c∗)4

t
,

c5 − (c∗)5

t

)
≥ 0

from which the result (104) follows.

Part II Next we verify that erosion (102) with the Green’s
function kt indeed satisfies (64) at a location (y0,n0, t0) ∈
(R3

� S2) × R+ where W − V attains a local maximum.
The dilation case follows analogously.

First of all it follows by left-invariance (and the fact that
SE(3) acts transitively on R

3
� S2, cf. Eq. (6)) that with-

out loss of generality we can restrict ourselves to the case
(y0,n0) = (0, ez). Secondly, by the semigroup property in

Lemma 6, we only need to consider the case t0 = 0, while
dropping the constraint t > 0.

Since W −V attains a maximum in (0, ez,0), there exists
a small open set Ω around (0, ez,0) in (R3

�S2)×R where

W(y,n, t)− V (y,n, t)

≤W(0, ez,0)− V (0, ez,0) (108)

for −ε1 < t < 0 for ε1 > 0 small enough. Furthermore, we
have by Eq. (101) that

W(0, ez,0)≤W(y,n, t)+ k|t |(y,n), (109)

for all (y,n) ∈R
3
�S2. Combining the estimates (108) with

(109) yields

−V (0, ez,0)+ V (y,n, t)

≥W(y,n, t)−W(0, ez,0)≥−k|t |(y,n), (110)

locally around (0, ez,0), that is within Ω . Or equiva-
lently for the corresponding function on SE(3) given by
Ṽ (x,R, t)= V (x,Rez, t) we have

Ṽ (0, I,0)− Ṽ (y,Rn, t)

|t | ≤ k|t |(y,n)

|t | (111)

for |t | ∈ [0, ε1), dSE(3)(y,Rn, (0, I )) < ε2, for some ε1 > 0,
ε2 > 0. Now set

h= t, (y,Rn)= ehA with A=
∑

i∈{1,2,4,5}
ciAi

and take the limit h ↓ 0 then we obtain

dṼ

dt
(0, I,0)+

∑

i∈{1,2,4,5}
ci
(
dR(Ai)Ṽ

)
(0, I,0)

≤ 2η− 1

2η

∣∣
∣∣∣

∑

i∈{1,2,4,5}
ciAi

∣∣
∣∣∣

2η
2η−1

where we applied Lemma 5. Now the left-invariant vector
fields are given by the derivative of the right regular repre-
sentation Ai = dR(Ai) with Ai |(0,I ) =Ai , so by taking the
supremum over all A (or (c1, c2, c4, c5)) we obtain

dṼ

dt
(0, I,0)+ (FTe(SE(3))(Lη)

(
dṼ (·,0)

)≤ 0 (112)

with dṼ (·, t) =∑5
i=1 AiṼ (·, t)dAi ∈ T ∗e (SE(3)). Now by

Theorem 8 it follows that

dṼ

dt
(0, I,0)+ Hη

(
dṼ (0, I,0)

)≤ 0. (113)

As a result we conclude that the erosions Eq. (101) with
the morphological kernel (69) are the (unique, [24, 39]) vis-
cosity solutions of the Hamilton-Jacobi-Bellman equations
(100) on the sub-Riemannian manifold (R3

� S2,dA3). �
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Appendix B: Propagation of geodesically equidistant
surfaces

In this section we provide a proof of Theorem 9.
First of all we note that Eq. (62) in Definition 7 can be

written out in more explicit form via the chain-rule for dif-
ferentiation

L̃η(·,X·)= dW0

dt
= dW̃

dt
= ∂W̃

∂t
+ 〈dW̃ (·, t),X·

〉
, (114)

from which we deduce that

DX L̃η(·,X)= dW̃ (·, t) (115)

where DX denotes the derivative w.r.t. a vector field X tan-
gential to a transversal minimizing geodesic γ given by

Xγ(p) =
∑

i∈{1,2,4,5}
γ̇ i (p)Ai |γ (p),

for 0≤ p ≤ t + ε, with ε > 0. Here γ is a minimizing curve
of Eq. (46) for suitable beginning and ending conditions.
Then we can rewrite Eq. (62) and Eq. (114) explicitly in
components as

L̃η

(
γ (t), γ̇ (t)

)

= dW0

dt
(t)

= ∂W̃

∂t

(
γ (t), t

)+
∑

i∈{1,2,4,5}
γ̇ i (t)(AiW̃ )

(
γ (t), t

)
.

Definition 7 allows a re-parameterization of time and by
Eq. (49) we can use Lη in stead of L̃η. Now the surfaces
are geodesically equidistant if and only if for all minimizing
(transversal) geodesics one has

−∂W̃

∂t

(
γ (t), t

)

=−Lη

(
γ (t), γ̇ (t)

)

+
∑

i∈{1,2,4,5}
γ̇ i (t)(AiW̃ )

(
γ (t), t

)

= (FSE(3)(Lη)
)(

dW̃
(
γ (t), t

))

= Hη

(
dW̃
(
γ (t), t

))

where we used the Fenchel transform in Eq. (8), Theorem 8
and Eq. (115) in the second equality. Varying the boundary-
conditions of the minimizing geodesics provide the required
result.

Appendix C: Pseudo-linear Scale Spaces

So far we have considered anisotropic diffusions aligned
with fibers and erosions orthogonal to the fibers. As these
two types of left-invariant evolutions can be concatenated,
cf. Fig. 4, the natural question arises whether there exist a
single evolution process that combines erosion/dilation and
diffusion. Moreover, a simple alternative to visually sharpen
distributions on positions and orientations is to apply mono-
tonic greyvalue transformations, for instance via the power
operator χ̃q

(
χ̃q(U)

)
(y,n)= (U(y,n)

)q
,

where q ≥ 1, where we recall its drawback illustrated
in Fig. 4. Conjugation of the diffusion operator with a
monotonically increasing grey-value transformation χ :
R
+ →R

+

χ−1 ◦ etQD,a(A) ◦ χ (116)

is related to simultaneous erosion/dilation and diffusion,
cf. [40]:

Theorem 14 Let QD,0(A) be a legal diffusion generator, as
in Theorem 4, with D = diag{D11,D11,0,D33,D44,D44}.
Then the pseudo-linear scale spaces given by

∂W

∂t
(y,n, t)

= (QD,0(A)W
)
(y,n, t)

+C
(
D11

∣∣A1W(y,n, t)
∣∣2 +D11

∣∣A2W(y,n, t)
∣∣2

+D33
∣∣A3W(y,n, t)

∣∣2

+D44(∣∣A4W(y,n, t)
∣∣2 + ∣∣A5W(y,n, t)

∣∣2)),

W(y,n,0)=U(y,n),

(117)

with C ∈R, t ≥ 0, are solved by

W(·, ·, t)= (χ−1
C ◦ etQD,0(∇) ◦ χC

)
(U)

where χC : R
+ → R

+ denotes the monotonic greyvalue
transformation in the co-domain given by

χC(I)=
{

eCI−1
eC−1

if C �= 0

I if C = 0,

whose inverse is given by

χ−1
C (I)=

{
1
C

ln(1+ (eC − 1)I ) if C �= 0,

I if C = 0.
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Proof This is a straightforward generalization of the deriva-
tions in [40] where one replaces the shift-invariant genera-
tors ∂xi on R

n by the left-invariant generators {Ai}6i=1 on
SE(3). The derivations in [40] rely on the chain-law for
monotonic transformations in the codomain and the product
rule for differentiation and these rules also apply to {Ai}6i=1.
Finally, the solution of the pseudo-linear scale space is legal
(Definition 3) iff the diffusion operator etQD,a(A) is legal. �

Remark The drawback of this correspondence, is that our
diffusions primarily take place along the fibers, whereas our
erosions take place orthogonal to the fibers, recall Fig. 10.
The pseudo-linear scale spaces always erode/dilate (depend-
ing on sign(C)) and diffuse in the same direction.

Appendix D: Scale Space Definitions

We use the following definitions for scale spaces on the cou-
pled space of positions and orientations.

Definition 12 A scale space representation W : R3
� S2 ×

R
+ → R

+ of initial condition W(·,0) := U is the solution
of a left-invariant evolution system, with U �→ Φt(U) :=
W(·, t) left-invariant and Φt+s =Φt ◦Φs for all s, t ≥ 0.

If Φt is a linear, mass-preserving, evolution generated by
a negative definite, (hypo)elliptic differential operator, W is
called a linear scale space representation of U .

If Φt is the viscosity solution operator to a Hamilton-
Jacobi-Bellmann system, given by morphological convolu-
tion with the corresponding morphological Green’s func-
tion, W is called a morphological scale space representation
of U .
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