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Abstract

In recent years, several robotic end-effectors have been developed and made available in the market. Nevertheless, their
adoption in industrial context is still limited due to a burdensome integration, which strongly relies on customized software
modules specific for each end-effector. Indeed, to enable the functionalities of these end-effectors, dedicated interfaces must be
developed to consider the different end-effector characteristics, like finger kinematics, actuation systems, and communication
protocols. To face the challenges described above, we present ROS End-Effector, an open-source framework capable of
accommodating a wide range of robotic end-effectors of different grasping capabilities (grasping, pinching, or independent
finger dexterity) and hardware characteristics. The ROS End-Effector framework, rather than controlling each end-effector in a
different and customized way, allows to mask the physical hardware differences and permits to control the end-effector using a
set of high-level grasping primitives automatically extracted. By leveraging on hardware agnostic software modules including
hardware abstraction layer (HAL), application programming interfaces (APIs), simulation tools and graphical user interfaces
(GUIs), ROS End-Effector effectively facilitates the integration of diverse end-effector devices. The proposed framework
capabilities in supporting different robotics end-effectors are demonstrated in both simulated and real hardware experiments
using a variety of end-effectors with diverse characteristics, ranging from under-actuated grippers to anthropomorphic robotic
hands. Finally, from the user perspective, the manuscript provides a set of examples about the use of the framework showing
its flexibility in integrating a new end-effector module.
Keywords End-effector control - Hardware abstraction - Robotics software architecture -
Robot operating system (ROS)

Grasping primitives -

1 Introduction

Even considering the research’s effort made, it is still diffi-
cult to see an effective deployment of complex robotic hands
in real use-case scenarios [1], where usually only simple 2-
pad and single-motor grippers are adopted. In fact, there is
a significant barrier that prevents a wider use of more dex-
terous end-effectors, due to the lack of frameworks and user
interfaces that permit to abstract the end-effector characteris-
tics enabling a transparent integration of these more capable
end-effectors in industrial lines.

Motivated by the limited capabilities of existing end-
effector software tools, we have developed ROS End-
Effector, an open-source software framework to facilitate
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the control and integration of new and diverse robotic end-
effectors, thanks to an automatic extraction of grasping skills
and to the exploitation of hardware-agnostic software mod-
ules. To synthesize the grasp poses at a higher-level, ROS
End-Effector leverages on the concept of primitive grasping
actions, inspired by the relevant works in the fields of syner-
gies and manipulation primitives. The main contributions of
the ROS End-Effector software framework are summarized
below:

e Automatic extraction of end-effector capabilities through
an identification of primitive grasping actions from the
end-effector model, e.g. fingers configuration, their pos-
sible motions and their interactions. The extracted primi-
tives permit to control the end-effector in a dimensionality-
reduced subspace, following the concept of the synergies.

e Accommodation of a wide range of end-effectors with
different hardware characteristics and grasping capabil-
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ities, effectively facilitating their integration through an
Hardware Abstraction Layer (HAL).

e Setof software tools like Application Programming Inter-
faces (APIs), simulation tools, and Graphical User Inter-
face (GUI), to effectively exploit the grasping actions
extracted and syntetized to perform manipulation tasks.

Thanks to the above functionalities, the proposed software
framework is able to mask the end-effector physical hard-
ware differences (e.g. kinematic and dynamic model, number
of actuators, number of fingers, finger transmission princi-
ples, and communication protocols) permitting to seamlessly
command the end-effector using a set of high level primi-
tive grasping actions exploiting the Robot Operating System
(ROS) middleware.

The automatic extraction of primitive grasping action,
synthesis of complex actions and their execution in simulated
environments has been validated with end-effectors with
different kinematics and capabilities: SCHUNK SVH [2],
Robotiq 2F-140 [3], Robotiq 2F-85 [3], Robotiq 3F [4],
Dagana, gb SoftHand [5], OnRobot 3FG15 [6], and HERI
I [7]. Furthermore, the framework has been validated in
real environment with some of the above-mentioned end-
effectors (Dagana, Robotiq 2F-85, OnRobot 3FG15, gb
SoftHand, and HERI II). Finally, the ROS End-Effector pack-
age has been released in the ROS official repositories, making
it available for both ROS and ROS2.

1.1 Manuscript Overview

This manuscript is an enhanced version of our previous
work [8]. In particular, we have expanded the methods sec-
tions (Sections 4, 5 and 6), providing more details on the
framework. New figures and code snippets have been added
to help the reader in better understanding the concepts and
the software tools, like the ROS End-Effector Graphical
User Interface (Section 6.1). Furthermore, we have made the
validation richer by integrating new and diverse robotic end-
effectors and by performing more manipulation tasks in real
scenarios (Fig. 12, Fig. 13). Finally, we have added a com-
plete new Section 8 providing a tutorial with a lot of practical
explanations and code examples.

In this work, we do not consider the aspect of the grasp
planning. Hence, we do not deal with the object geometries
and the fingers movements necessary to synthesize a stable
grasp. This aspect has been taken into account in a paral-
lel work [9], where we have developed a new generic grasp
planner using the concept of primitive grasping action for the
grasp synthesis. This permits to automatically define a suit-
able composition of primitive grasping actions able to grasp
an arbitrary object.

The paper is structured as follows. Section 2 recaps the
relevant works in the field; Section 3 introduces the ROS End-
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Effector framework; Section 4 explains the theory behind
the primitive grasping actions and their automatic extrac-
tion from the end-effector model; Section 5 describes how to
generate more complex end-effector motions from the prim-
itive grasping actions; Section 6 details how the grasping
actions are requested to the end-effector; Section 7 illus-
trates the experiments conducted with various end-effectors;
Section 8 gives a short practical tutorial about the ROS End-
Effector framework; Finally, in Section 9, conclusions and
future works are discussed.

2 Literature Review

The research developments of robotic end-effectors is endorsed
by the necessity to improve how robots manipulate objects
and interact with their unstructured surroundings. This need
comes from heterogeneous scenarios, from industrial to
healthcare [10]. As a result, a lot of effort has been spent in
realizing end-effectors with various capabilities, from sim-
ple grippers to complex hands with human-like dexterity and
strength, leading to the exploration of new grasping princi-
ples.

Many works in the robotic field are inspired by neuroscien-
tific studies on human hands and their grasping abilities [11,
12]. These studies show that humans simplify the grasping
of an object by controlling their hands in a smaller sub-
space of the space where normally the human degrees of
freedom (DoF) lie. From these observations, the concept of
synergies and its exploitation in robotics emerged. In the
literature, the definition of synergy can be intended as the
“common patterns of actuation of the human hand” [13],
and as a map between the higher-dimensional complexity
of the mechanical architecture of the human hand and the
lower-dimensional control space of the action and perfor-
mance [14]. Thanks to the dimensionality reduction of the
controlling space, the grasp planning is more efficient and
more adaptable to various kinds of end-effectors [15]. This
can lead to the development of general frameworks to control
robotic hands of different kinematic design. Indeed, control
algorithms for anthropomorphic hand with predefined syner-
gies can be developed and the resulting finger motions can be
mapped onto various robotic hands. This mapping has been
explored at the Cartesian space level [16] and at the joint
space level [17]. Another approach introduces the concept
of virtual objects, for a mapping in the “object domain” [18,
19]. The idea is to study a virtual object held by a human
hand and to transform its parameters to create a virtual object
held by a robotic hand. Nevertheless, using a synergy-based
approach does not automatically imply that the end-effector
will be compliant with respect to the object to grasp. To cope
with this issue, the concept of soft-synergies has been intro-
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duced. By exploiting the soft-synergies, the hand modifies
its final pose according to the object shape [20, 21]. Even if
the soft-synergy is an elegant theoretical solution, in prac-
tice, implementing a combination of natural synergies and
compliance is very challenging. For this reason, adaptive-
synergies have been employed for the design parameters of an
under-actuated hand (that will become the gb SoftHand) [5].

Alongside the synergies, the concepts of grasping/
manipulation primitives has emerged. Various studies give
slightly different definitions of grasping/manipulation primi-
tives, but, in general, a primitive is an end-effector capability
that is exploited as an atomic unit to compose more com-
plex grasping actions. The primitive is then employed by
high-level grasping and manipulation interfaces to abstract
the low-level end-effector capabilities and hardware details.
Since their importance, grasping actions have been employed
in different ways. In a pioneer work a Manipulation Task
Primitive is classified as the relative motion between two
(rigid) parts. By classifying the primitives, a library of
robot capabilities in the manipulation domain is built, thus
providing a higher level of abstraction for more complex
manipulation tasks [22]. Based on Manipulation Primi-
tives, a generic framework for sensor-based robot motion
control has been developed. An adaptive selection matrix
switches between multiple sensors and open/closed-loop
controllers. The control signal are chosen based on the
Manipulation Primitives, which hence constitute the inter-
face from high-level applications to the low-level controller
of robotic manipulators [23]. Grasping capabilities has also
been designed as Control Primitives, which constitute an
abstract layer built as a vocabulary, which can be coordinated
using state machines to describe complex actions. The state
machines are then automatically translated to specific mod-
els, such that the full capabilities of each robotic platform
can be exploited [24].

So far, the cited works aim to analyse methodologies to
extract the fundamental motions (embedded in the synergies
or in the primitives) of an end-effector in such a way to sim-
plify the planning of the grasping task. In parallel, some other
works focus on the development of generic software tools for
motion analysis, planning, and control of different kinds of
end-effectors by applying the concepts of synergy and prim-
itive. Grasplt! [25] is a simulator for grasping research that
can accommodate arbitrary hands and objects. The imple-
mented collision detection and contact determination system
permits to create a set of grasps for a specific object. Each
grasp is then evaluated with a set of grasp quality metrics
as well as visualization methods which allows the user to
understand the weak points of the grasp. Grasplt! focuses on
grasp planning and analysis, but it does not consider dexter-
ous manipulation, and it does not provide soft contact models
or sensors simulation support. Syngrasp [26] is a MATLAB
toolbox focused on grasping analysis. It features several func-

tions to investigate the grasp properties: 1) controllable forces
and object displacement, 2) manipulability analysis, and 3)
grasp stiffness and quality measures. This toolbox is intended
to be used by applications that range from neuroscience to
the design of robotic hands. Another software tool is Open-
GRASP: A Framework for Robot Grasping Simulation [27].
Its aim is, like Grasplt!, to provide a planner, an analyser
and a simulator for grasping with robotic hands. It includes
the modeling of actuators, sensors and contact and it per-
mits to choose among a set of available physics engines for
the simulation. The same authors developed OpenHand: A
Framework for Human Grasping Simulation [28], a simu-
lation engine to analyse object grasping with human hand,
modelled as similar as possible to real human hands, with its
skeleton structure, muscles, tendons, skin and neuromuscular
control.

The aim of the above-mentioned software is to examine the
possible interactions between the end-effector and the object
to grasp. They are not designed with the main intent of com-
municating with the real hardware, i.e. commanding the hand
actuators and receiving feedback from sensors. To answer to
these problems there exist more hardware-orientend software
frameworks. Movelt [29] is a well-known motion planner
platform for robotic manipulators, fully integrated in ROS
(Robotic Operating System) [30, 31]. Movelt provides a
set of plugins to enhance its functionalities. One of them,
Movelt Grasps [32], consists in a basic grasp generator to
grasp simple objects (only blocks or cylinders) with parallel
or suction grippers. Another Movelt based tool, the ROS2
Grasp Library [33], provides a grasp planner for industrial
purposes, focusing on deep learning grasp detection algo-
rithms for intelligent visual grasp solutions. The provided
grasping functionality of the last two mentioned ROS tools
is limited to pick and place operations. They do not support
complex multi-fingered hands, and their focus is mainly the
planning of a grasp, without including features to ease the
integration of a new end-effector.

3 Software Framework

The ROS End-Effector framework is composed by two main
components, as schematized in Fig. 1:

e With the offline component, the end-effector motion
capabilities are automatically extracted resulting in a set
of primitive grasping actions. In brief, based on a partic-
ular end-effector mechanical configuration (e.g. number
of finger, degrees of actuation of each finger, joint lim-
its, and so on), our framework provides the ready-to-use
primitive grasping actions. Furthermore, more complex
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Fig.1 Overall scheme of ROS End-Effector framework, with its prin-
cipal software modules divided in offline and online components

custom grasping actions can be built from the extracted
primitives.

e With the online component, the user can execute manipu-
lation tasks by requesting the grasping action commands
(instead of directly commanding the end-effector actu-
ators). Moreover, a GUI, dynamically loaded for the
end-effector in use, is provided, while the communication
with the robot is performed by the implemented HAL.

In the following sections, we will describe these compo-
nents in detail.

4 Offline Component: Primitive Grasping
Actions

A primitive grasping action is a particular collection of fin-
gers movements inducted by the actuators as a mean to
grasp an object. Therefore, the end-effector fundamental
capabilities are embedded in its primitive grasping actions.
This permits to execute manipulation tasks by just com-
manding these semantically significant grasping actions (like
“pinch”), instead of considering at the low-level which actu-
ator must be activated to control particular fingers. Indeed,
the relationship between actuators and end-effector fingers
movements is hidden to the user because it is taken into
account automatically by the framework.

We divide the primitive grasping actions into three main
categories:

@ Springer

e Trig-type primitive grasping actions are dedicated to
move a single finger or a phalanx. Even though mov-
ing a single finger is not enough to grasp an object, these
movements are important as components to perform more
complex grasping actions, as we will see later in Section
5. This category includes: Trig, TipFlex, and FingFlex
primitive grasping actions.

e Pinch-type primitive grasping actions are suitable for pre-
cise grasps. With them, the fingertips move towards each
other to pick narrow or small objects. It is important
to note that a pinch-type primitive can not be decom-
posed into Trigs, because it is not always true that two
or more separate Trigs can establish contacts between
fingertips or make them move towards each other. This
category includes: PinchTight, PinchLoose, and MultiP-
inchTight_N primitive grasping actions.

e SingleJointMultipleTips_N primitive grasping action has
been included to synthesize finger motions that do not fit
in other primitives. This primitive takes care of the char-
acteristic of some end-effectors (like the gb SoftHand and
the SCHUNK SVH hand) of having an actuator coupled
with more fingers.

As an example, some of the primitive grasping actions
performed by the SCHUNK SVH hand from each of the
listed categories are shown in Fig. 2.

Each primitive grasping action contains the following
data:

e The primitive grasping action name.

e The end-effector’s bodies involved in the primitive grasp-
ing action, like the fingers names or the actuator names.
They are used to discriminate the primitive grasping
actions with the same name (e.g. a trig can be performed
with different fingers, like the index or the middle).

e The position set-points of the actuators, i.e. the reference
positions which are requested to the actuators when the
grasping action is demanded.

4.1 Extraction of the Primitive Grasping Actions

The ROS End-Effector Primitive Extractor node depicted in
Fig. 1 is in charge of exploring the robot model and auto-
matically extracting the primitive grasping actions. Only two
configuration files representing the robot model are necessary
in this phase: the well-known Unified Robot Description For-
mat (URDF) file and the Semantic Robot Description Format
(SRDF) file. More information about these formats and their
relationship with ROS End-Effector are given in Section 8.1.
After providing the robot model to the ROS End-Effector
node, the primitive grasping actions available for the specific
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Fig.2 Some primitive grasping
actions extracted from
SCHUNK SVH. Please note
that the two
SingleJointMultipleTips_3
primitives in the bottom row
have the “3” suffix because the
finger_spread joint and the Trig
thumb_opposition joint index
actuators are coupled to three
fingers, respectively: index, ring,
little and thumb, ring, and little

PinchLoose
index, little

end-effector in use are extracted with a dedicated algorithm
for each primitive.

A Trig done with a finger is possible if there is at least
one actuator dedicated to move only that finger. In this case,
this/these actuator/s coupled to the finger is/are taken into
consideration for the Trig primitive.

If a single finger is moved by more than one actuator,
usually it means that some of its phalanges can be moved
independently. Hence, the end-effector has additional motion
capabilities that we embed in the TipFlex and FingFlex prim-
itives. The TipFlex primitive considers the actuator which
moves the farther part of the finger from the palm. This actua-
tor usually makes the fingertip bend, hence the name TipFlex.
The FingFlex primitive, instead, considers the first actuator
of the finger, beginning from the palm. This actuator usually
flexes the finger, thus maintaining the finger straight. For both
of them we say “usually”, because it is not always true that
the first and the last actuators rotate the phalanges along an
axis which induces a bending toward the palm. For example,
there could exist an actuator that rotates a finger along an
axis perpendicular to the palm, like in a scissor movement.
In this case these primitive names are misleading, but they
remain useful as building blocks for more complex actions,
as we will see later.

To automatically extract these three trig-type primitives
from the URDF and SRDF models, the ROS End-Effector
Primitive Extractor node explores the fingers kinematic
chains, and, for each actuator, i.e. a URDF joint which is
not mimic nor passive (Section 8.1), we extract the linked
phalanges, i.e. URDF links. For each finger or phalange that
moves independently we have a trig-type primitive. The posi-
tion set-points of the actuators stored in the primitive are the
maximum excursion limit from the starting position for the
actuator(s) that move the finger or phalange, and the starting
position for the not-involved actuator(s).

For the pinch-type primitives a collision checking is per-
formed, thanks to the Movelt collision checker [29] which is

TipFlex FingFlex
middle index

PinchTight
thumb, index

SingleJointMultipleTips_3 | SingleJointMultipleTips_3

MultiPinchTight_3

thumb, index, ring finger_spread joint thumb_opposition joint

based on Flexible Collision Library (FCL) [34]. A PinchTight
is found when two end-effector fingertips can perform a
movement that causes them to collide. The reason is that, if
two fingertips can collide, they can pinch very little or narrow
objects. To find this primitive grasping action, we look at M
random hand’s configuration: for each couple of fingertips,
we choose the configuration where their meshes compen-
etrate more, because more co-penetration will mean more
maximum force applicable to the object, hence resulting in
a more stable pinch. If, for a certain couple of fingertips, no
collision is found among the M random hand’s configura-
tion, we say that two fingers can not perform a PinchTight.
The pseudocode in Code 1 schematizes these steps.

[ Code 1: Pseudocode to extract the Pinch Tight ]
primitives

1 while i < M

2 pose = hand.setRandomPose ()

3 //cfp : colliding fingertip pairs

4 cfp.update (moveit.checkCollisions (pose))

6 foreach p in cfp
if p.compenetration > p.old_compenetration
8 cfp.storeNewPinchTight (pose)

Some fingertips can move toward each other but with-
out any contact between them, because of some structural
hand constraints (like joint limits). Nevertheless, this kind
of finger motion can be useful to grasp some not-so-little
objects. Hence, we have defined the PinchLoose primitive.
A PinchLoose is searched for all the fingertips pairs that can
not perform a PinchTight, which is more versatile because
the fingertips have more excursion towards each other.

The procedure to extract this primitive is similar as the one
for PinchTight, but instead of using the mesh compenetration
as the measure, we consider the minimum distance to which
the two fingertips can arrive before the physical limit. To
understand if the fingertips effectively move towards each
other (i.e., their trajectories are not parallel) we consider
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Table 1 Table which recaps the characteristics of the primitive grasping actions

Name End-Effector’s Description Constraints
Bodies Involved
Trig A finger Move all fingers actuators At least one actuator providing
toward their bounds decoupled motion only to the finger
TipFlex A finger Move the last actuator of At least two actuators providing
the finger toward its bound decoupled motion only to the finger
FingFlex A finger Move the first actuator of At least two actuators providing
the finger toward its bound decoupled motion only to the finger
PinchTight Two fingers Contact between two fingertips
PinchLoose Two fingers Movement of two fingertips
towards each other but
without contact
MultiPinchTight N N(>3) fingers Contact between three or more fingertips

SingleJointMultipleTips_N An actuator

Move an actuator (that influences
N(>2) fingertips) toward its bound

The actuator provides coupled

motion to N(>2) fingertips

a robot model where the joints have more excursions (i.e.
increased joint limits), and we see if some contact happens
among the M random configuration. If neither in this case
a collision happen, the fingertips trajectories are said to be
parallel, hence the two fingers can not perform any pinch
motions.

With a MultiplePinchTight_N primitive grasping action,
N(>3) fingertips collide, providing a more stable pinch than
a PinchTight in some situation. The extraction method is
similar to the one used for the PinchTight primitive.

For the pinch-type primitives, the position set-goals of
the actuator stored in the primitive are the ones that make
the hand to reach the found configuration, excluding all the
actuators not coupled with the considered fingers.

SingleJointMultipleTips_N primitive grasping actions are
extracted exploring the kinematic tree given by the URDF
and SRDF files, in a analogous manner as the trig-type prim-
itives.

In Table 1, we sum up the characteristics of each primitive
grasping action.

To understand better the automatic extraction phase, the
reader can follow the Fig. 3. In this example, we have mod-
ified the HERI II hand model to show how from various
fingers and actuators configurations different primitive grasp-
ing action are extracted. On the left part of the figure, four
different configurations are shown with a the top view of the
hand. Each colored box represents the presence of a finger
while each curved arrow an actuator. The arrow direction
symbolizes in which direction the actuator moves the fin-
ger(s), assuming that an actuator can move the finger(s) in
a unique direction, in both senses. On the right part of the
figure, some primitive grasping actions extracted from each
configuration are shown (for simplicity, TipFlex, FingFlex,
and SingleJointMultipleTips_N primitives are not shown).
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In the first configuration, a single actuator is coupled to
both fingers (as in common industrial 2-finger grippers). So,
the only extracted primitive is a PinchTight (because we
see that the fingers can collide, otherwise we would have
only a PinchLoose). In the second configuration, we have a
slightly more complex end-effector, indeed, it has an actuator

2 Fingers - 1 Actuator
PinchTight

3 Fingers - 3 Actuators /
Trig

4. 7
[_J 3 ;"A.s—'PinchTight'}
B

3 Fingers - 4 Actuators

Fig. 3 Schematic end-effector configurations and the primitive grasp-
ing actions extracted (excluding the SingleJointMultipleTips, TipFlex,
and FingFlex for simplicity). On the left, each finger is represented
by a colored box, while each actuator by a curved black arrow. The
arrow direction represents the direction in which the actuator move the
finger(s). On the right, the automatically extracted primitive grasping
actions are shown
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for each finger. So, in this case, other than the PinchTight,
also two Trig primitives are available. In the third config-
uration, the presence of a third finger permits to have three
Trig primitives, but not any PinchTight anymore because fin-
gertips does not ever collide. There are not any PinchLoose
neither, because the fingers have all parallel trajectories. In
the last configuration, we have an additional actuator for the
opposing finger (in blue) which can generate finger motion
in another direction. In this case, the fingertips may come in
contact and so two more PinchTight primitives are available.

5 Offline Component: Custom Grasping
Actions

With the primitive grasping actions of an end-effector, some
simple objects can be grasped thanks to the fundamen-
tal motions extracted and embedded in the primitives. For
example, a PinchTight, if available, can be performed to
grasp a little object. Nevertheless, these primitives can be
not enough to exploit the full potential of complex multi-
DoF end-effectors, like the SCHUNK SVH hand, where
complex combinations of finger motions can grasp com-
plex shapes. For this reason, ROS End-Effector facilitates
the creation of complex motions from the primitive grasping
actions extracted, by defining three kinds of custom grasping
actions: composed grasping action, timed grasping action
and generic grasping action.

TipFlex TipFlex

Composed Grasping Action

Fig.4 A composed grasping action generated from three different prim-
itive grasping actions

Composed grasping actions, as the name suggests, are
created by combining primitives or other custom grasping
actions, resulting in a more complex fingers motions. The
actuator position set-points of the composed grasping action
will be the composition of the position set-points of the
inner grasping actions. For example, in Fig. 4, a composed
grasping action is defined composing three primitives: Trig
performed with the thumb, TipFlex performed with the index,
and another TipFlex performed with the middle. Since the
SCHUNK SVH hand is an end-effector with a high number
of DoFs, it is useful to exploit this feature to adapt the fin-
gers to the shape of a particular object to grasp by bending
specific fingers parts.

Timed grasping actions are a collection of grasping actions
executed in sequence, with an optional time delay between
two consecutive ones. The reason of the introduction of
the timed grasping actions is that, for some manipulation
tasks, a composed grasping action can be not the best option.
Indeed, there are situations in which the fingers must be
moved in a particular sequence to reach a pre-grasp pose
before effectively close the fingers. Alternatively, some in-
hand manipulation tasks can be performed after a successful
grasp. For example, in Fig. 5, a timed grasping action is used
to perform a in-hand manipulation task with the HERI II

drill
GRASP3f TrigOn TrigOff
0 - GRASP3f -0 3--TrigOn-0 4 - TrigOff -0

Fig.5 An example of timed grasping actions, “drill”’, where the HERI
II hand has executed an in-hand manipulation task. The first grasping
action of the sequence (“GRASP3t”) is used to grasp the drill, and the
other two (“TrigOn” and “TrigOft”) to press and release the trigger
button of the drill. The first two loading bars are not fully completed (to
100%) because of small final errors in the actuator positions respect to
the references
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hand: first the drill is grasped with the “GRASP3f” action,
then the drill is switched on and off with the “TrigOn” and
“TrigOff” grasping actions. Please note that this experiment
is part of our previous paper [8].

If the composition is not sufficient to exploit a particular
end-effector capability, generic grasping actions can be cre-
ated from scratch, hence not built starting from other grasping
actions, but setting directly the actuator position set-points,
as explained later in Section 8.3 with Code 8.

ROS End-Effector provides C++ API methods and ROS
Services to facilitate the creation of these custom grasping
actions. We give examples about the exploitation of this fea-
ture in the tutorial Section 8.2.

Primitive and custom grasping actions are stored in YAML
files, where the information about the grasping actions are
written, like the name, the elements involved, and the position
set-points of the actuators. This permits to create them once
per hand (during the offline phase) and to execute them later
(in the online phase) re-utilizing the stored data.

6 Online Component: Demanding the
Grasping Actions

The online component of ROS End-Effector permits to com-
mand the grasping actions defined offline for the specific
end-effector in use (Sections 4 and 5). This component is
in charge of recognizing the grasping action requested and
sending to the robot the commands necessary to execute the
requested grasping action. This is made possible thanks to the

Fig.6 ROS End-Effector GUI
(1st tab) showing the grasping

Action | RobotState

Grasping Action Executor node and to the HAL, represented
in Fig. 1.

The grasping actions executor performs an initialization
step where the robot model, described by the URDF and
SRDF files, is parsed, together with all the grasping actions
(primitive and custom), described by the YAML files. After
this step, through the provided ROS topics, services and
actions, information about all the available grasping actions
can be retrieved and the commands to execute them can be
sent.

When commanding a grasping action, fundamentally two
information are necessary to be sent to the ROS End-Effector
framework: the name of the action and a 0% — 100% intensity
value. The intensity value is used to scale all the position set-
points of the actuators before sending the command to the
robot. In this way we can perform partial movements of the
fingers, for example to grasp a big object without generating
too much forces on the object.

A specific primitive grasping action can be usually per-
formed with different fingers. For example, a Trig with an
human-like end-effector, like the SCHUNK SVH hand, can
be performed with any of the five fingers; or a little object can
be pinched with different fingers pairs (with the primitives
PinchTight and PinchLoose) or groups (with the primitive
MultiPinchTight_N). Hence, to command a primitive grasp-
ing action, a third information is necessary: the end-effector’s
body/bodies involved in the primitive. For Trig, TipFlex,
and FingFlex, it must be specified the finger’s name; for
PinchTight, PinchLoose, and MultiPinchTight_N, the names
of the fingers that moves toward each other; for SingleJoint-
MultipleTips_N the name of the actuator which moves the

actions specifically defined for

the for the SCHUNK SVH hand. ﬁngF[eX multlplePlncthght_3 pinchLoose plncthght
For the timed grasping action
(bottom row), the numbers ) i ) ) index | middle
. . . index middle index middle : A
below the inner grasping action index middle ) ) ) pinky [ Iring
.. . ring thumb pinky ring
names indicate the time delay to % I thumb
. . 0% |* 0% |+ % &
wait before and after executing 0%
the correspondent inner
grasping action
i i A i < trig
singleJointMultipleTips_3 tipFlex grasp
index middle

left_hand_Finger_Spread . .

N . index middle pinky fing

eft_hand_Thumb_Opposition T Hhumb 0% |-

0% |+ 0% [=
SEND
timed_wide_grasp
FingerSpread Opposition TipFlexes
0 - FingerSpread -- 0.7 0 - Opposition - 0.7 0.6 - TipFlexes - 0.2
SEND
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Action = RobotState

pinchTight trig cacual T
finger_1 finger_2
finger_2 thumb .
finger_3 thumb 0% |- 0%
0% 0% |~
SEND SEND
drill
Grasp3f TrigOn TrigOff
0-Grasp3f -0 3-Trigon-0 4-Trigoff -0 Reset GUI |
SEND

Fig. 7 ROS End-Effector GUI (Ist tab) showing the grasping actions
specifically defined for the for the HERI II hand

N fingers. Please note that for custom grasping action, this
third information is not necessary.

A grasping action command, composed as described
above, must be sent as a message through ROS topics,
which are named communication channels over which
nodes exchange messages unidirectionally, with a publisher-
subscriber design. More precisely, we exploit the ROS
actions, which, in practice, are aggregators of multiple ROS
topics. With ROS actions, we can send through a topic the
grasping action command, and receive through another one
a feedback about its completion. We show some examples
on how to command a grasping action in the tutorial of Sec-
tion 8.3.

6.1 ROS End-Effector GUI

To facilitate the execution of the grasping action commands,
we have developed the ROS End-Effector Graphical User
Interface (GUI), shown as an additional node in the scheme

Action | RobotsState

Fig.8 ROS End-Effector GUI
(2nd tab) showing and plotting

Field name

of Fig. 1. The GUI’s layout is specific for each end-effector:
when it is launched, it dynamically loads only the grasping
actions available (i.e., extracted primitives and defined cus-
tom grasping actions) for the end-effector in use. Hence, the
layout will be different for each robotic end-effector as shown
in the two different GUIs of Figs. 6 and 7. GUI elements are
self-explanatory: below the grasping action name, a loading
bar (empty in the two figures) shows the completion status of
the grasping action while it is being executed; for primitive
grasping actions, the end-effector body/bodies involved must
be chosen by means of the checkboxes; finally, the intensity
value can be set with the slider.

We have also implemented a second GUI tab (Fig. 8)
where the robot states (like joints positions and velocities)
can be monitored. Furthermore, the same data can be drawn
in real-time in the integrated plot.

6.2 Hardware Abstraction Layer

The Hardware Abstraction Layer (Fig. 1) is the mean with
which the ROS End-Effector Executor node communicates
with the robotic end-effector. This layer abstracts the details
of the end-effector in use, like specific hardware compo-
nents, protocols and data fields. Thanks to this abstraction,
it is possible to generalize the way the position set-goals
of the actuators are sent to the robot, making the commu-
nication simple and safe, despite all the possible hardware
differences in each end-effector. Since the HAL, and not
the ROS End-Effector Executor node, must communicate
directly with the robot, only the HAL must be specialized for
the end-effector in use. To facilitate the integration of a new
end-effector, a C++ abstract class, EEHa 1, is provided by our
framework. A specific HAL for any real end-effector can be
implemented deriving the provided EEHal. The communi-
cation between the ROS End-Effector Executor node and the
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EEHal is already implemented, hence only the robot-side
communication must be defined. In the practice, only two
methods must be implemented: a sense () and amove (),
as shown in Code 2.

[ Code 2: C++ methods of EEHal abstract class |
to be implemented for a new end-effector

1 class EEHal {

3 public:

4 [...]

5 // Here the motor position arriving from the robot
6 // must be copied into a EEHal member

7  virtual bool sense() = 0;

9 // Here the motor position references (stored in a
10 // EEHal member) must be sent to the robot
11 virtual bool move() = 0;

Inthe sense (), actuator positions must be gathered from
the end-effector, to then fill a member of the class with this
data. This permits to the already implemented methods to
send back the feedback to the Executor node. Inthe move (),
the end-effector commands must be sent, in according to
follow the position set-points of the actuator, coming from
the Executor node, and extracted from the requested grasping
action command.

As a use case, we have implemented some HAL that
are available within our software package. A DummyHal
is present to communicate with any simulated robotic end-
effectors. Indeed, the framework offers built-in support for
RViz [35], the ROS standard kinematic visualization tool, and
Gazebo [36], the de facto ROS dynamic simulator. The simu-
lation in Gazebo is obtained thanks to dedicated plugins. An
additional feature is present to integrate a ROS tool called
dynamic reconfigure [37] which permits to tune online the
PID gains of the simulated robotic end-effector.

Another HAL, the XBotHAL, has also been implemented
to control a robot with XBot [38], a real-time software frame-
work adaptable quickly to different hardware.

Fig.9 The end-effectors used to
validate the ROS End-Effector
framework (in simulation and/or
with real hardware); from top to
bottom and from left to right:
SCHUNK SVH, Robotiq
2F-140, Robotiq 3F, Dagana,
Robotiq 2F-85, gb SoftHand,
OnRobot 3FG15, and HERI IT

@ Springer

Finally, specific HALs have been added for the exper-
iments that we have conducted with the Dagana, Robotiq
2F-85, gb SoftHand, OnRobot 3FG15, and HERI II end-
effectors.

7 Experimental Validation

The framework flexibility and adaptability to different end-
effectors, from simple grippers to complex human-like hands
(Fig. 9), are validated both in simulation and on real end-
effectors.

The SCHUNK SVH is a complex humanoid hand with 9
actuators and 20 DoF. Due to the lack of dynamic parameters
for the simulation, we have been able to test this hand only in
a set of pure-kinematic experiments. Nevertheless, the large
number of possible fingers movements permitted us to vali-
date the automatic extraction of primitive grasping actions.
We have already reported some grasping actions performed
with this hand as examples in the previous Figs. 2 and 4.

Some demonstrations with the Gazebo simulator have
been performed with the Robotiq 2F-140, and Robotiq 3F
end-effectors. In Fig. 10, the Robotiq 3F is performing a
timed grasping action, called “timed_wide_grasp”. This end-
effector can move the two near fingers laterally, other than
closing all of them toward the palm. So, we take advantage of
this feature to perform a wide grasp. With the firstinner grasp-
ing action “Open_Wide”, the two near fingers are spread, as
visible in the second image of Fig. 10. With the second inner
grasping action “Grasp”, all the fingers are closed, as visible
in the third and fourth images. The two inner grasping actions
are executed in sequence when the user requests the defined
timed grasping action.

Validations with real end-effectors in extracting the grasp-
ing primitives and executing them through the ROS End-
Effectors modules have been performed with the Dagana,
Robotiq 2F-85, gb SoftHand, OnRobot 3FG15, and HERI II
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timed_wide_grasp

Fig. 10 The Robotiq 3F

simulated in Gazebo, open.wide o

performing a custom timed
grasping action, where the
fingers are spread to execute a
wide grasp. At the top of each
image, the GUI loading bars
show the execution state of each
inner grasping action

end-effectors. In Fig. 11, the framework is used to command
the Dagana gripper with the ROS End-Effector GUI. This
end-effector is a single-actuator gripper with a unique mov-
ing part to open and close the beak. In the figure, the first tab
of the GUI (at the top-right on the image) shows the grasp-
ing actions extracted for this particular end-effector and the
table for a quick look at the joint states. The second tab (at
the bottom-right) shows the live plot of the joint states of the
end-effector.

In Fig. 12, we show the same pick and place task per-
formed with three different end-effectors, Robotiq 2F-85, qb
SoftHand, and OnRobot 3FG15. Once the primitive grasp-
ing actions are extracted from each one and their respective
HAL implemented, in no-time it has been possible to com-
mand these different end-effectors. At the top of each image,
the GUI shows the primitives extracted and the current prim-
itive in execution.

In another experiment, we present a grasping scenario
with the HERI II hand mounted on the IIT-INAIL arm [39]
(Fig. 13). The goal is to grasp three objects, which require
different grasping actions due to their different shapes. The
arm trajectories were predefined according to the locations
of the objects since object detection was not the focus. We
have exploited a different grasping action for each object, as
visible in Fig. 14. At the top, the first object is picked up
with a primitive grasping action, PinchTight. For the other
two objects (middle and bottom images of Fig. 14), custom

Fig. 11 The Dagana gripper,
performing a grasping action.
On the right side the two tabs of
the ROS End-Effector GUI,
loaded dynamically for the
end-effector in use: at the top the
grasping actions available and a
summary of the joint states, at
the bottom the joint states
together with a plotting control

timed_wide_grasp timed_wide_grasp timed_wide_grasp

Open_wide Gasp Open_wide Grasp Open_wide Grasp

grasping actions have been defined beforehand, composing
some Trigs primitives. Please note that the “3f_grasp” is com-
manded with a percentage below 100% to not exert too much
force in vain. All three grasping actions are commanded to
the HERI IT hand through the ROS End-Effector GUI, whose
snapshots are visible in the right parts of Fig. 14. In Fig 15,
the plots of the actuator positions and actuator currents of
the end-effector are shown; we have highlighted the time
sections where the three grasping actions are executed.

With the presented experimental demonstrations, we
have shown the ROS End-Effector framework flexibility
to automatically extract the capabilities of very different
end-effectors under the form of primitive grasping actions.
Furthermore, we show how the primitive grasping actions can
be utilized to define in a simple way more complex custom
grasping actions.

The user was able to command different types of grasp-
ing actions to both simulated (only kinematic in RViz and
dynamic in Gazebo) and real end-effectors, in an agnostic
way. Indeed, the framework permitted to abstract the hard-
ware details such that the user had not deal at all with position
or current actuator references, but just with the grasping
actions. Moreover, the GUI simplified furthermore the com-
munication with the end-effector. The demonstration showed
the flexibility, the portability and the ease of use of our pro-
posed framework, by obtaining different particular grasps
using different kinds end-effectors and grippers.
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Fig. 12 Three different grippers

| pinchTight singleJointMultipleTips_2
are used for a pick and place = o
task with the same object. ROS ) s |||
— % =
End-Effector has extracted §o0

automatically the primitive
grasping actions of each gripper
and three HALs have been
implemented to communicate
with the low level gripper
interfaces. The GUISs at the top
are used to command the
extracted primitives

Robotiq
2F-85

8 Tutorial

In this section, we present the fundamental steps to integrate a new
end-effector in the framework. For more detailed guidelines,
see the general documentation at https://advrhumanoids.
github.io/ROSEndEffectorDocs and the Doxygen [40] gen-
erated API documentation at https://advrhumanoids.github.
10/ROSEndEffector/index.html.

8.1 Prepare your Model

As stated, a few configuration files describing the end-
effector, the URDF and SRDF files, are necessary to let
ROS End-Effector automatically extract the primitive grasp-
ing actions. We will skip explanations about URDF file, since
it is the well-known format to describe a robot in the ROS
world. Instead, we will focus on some information that is

IIT-INAIL Arm|

{

,L~

Fig. 13 The setup of the experiment with HERI II hand and IIT-INAIL
arm. Three objects of different shapes must be picked up and placed
in a container by commanding the grasping actions synthesized for the
HERI II hand

@ Springer

pinchLoose pinchTight || singleJointMultipleTips_5 multiplePinchTight_3 || pinchTight || singleJointMultipleTips_3

T oger1 toger2 tingec1 finger 2
index T little index " middle
¥/ abhand_synergy_joint ioger3

tinger3

necessary to have in the SRDF file. The SRDF is a ROS
standard format that adds some information not included in
the URDF file. For ROS End-Effector, two features of the
SRDF are used. The first feature is used to group joint and
links, so that the framework can retrieve them as kinematic
chains. The second feature defines the passive joints, i.e.,
joints that are not moved by any actuator, but only by exter-
nal forces. In Code 3, we provide a self-explanatory example
of the SRDF file for the SCHUNK SVH hand.

pinchTight

/} @& finger_ & thumb

3fF_grasp
[ ——

—_— 64% .

handle_grasp
— i

— | | 100 %

SEND

Fig. 14 The three grasping actions performed during the experiment
with HERI II hand and IIT-INAIL arm. On the right side, the GUI
shows the grasping actions in execution. The loading bars are not fully
completed (to 100%) because of small errors in tracking the actuator
reference positions
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Fig. 15 Actuators positions and
currents of HERI II hand during
the experiment with the
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Code 3: Example of a SRDF file

1 <robot name="schunk_svh">

<group name="thumb">

3
4 <chain base_link="left_hand_el"

5 tip_link="left_hand_c"/>

6 </group>

7 <group name="index">

8 <chain base_link="left_hand_h"

9 tip_link="left_hand_t"/>

10  </group>

11 [...]

13 <group name="end_effector_fingers">
14 <group name="thumb" />

15 <group name="index" />

16 <group name="middle" />

17 <group name="ring" />

18 <group name="little" />

19 </group>

21 <end_effector name="schunk_end_effector"
22 parent_link="base_link"
23 group="end_effector_fingers"/>

25 <!-- SCHUNK SVH does not have these -->
26 <!-- <passive_joint name="passivel" /> -->
27 </robot>

8.2 Run the Offline Phase

After the robot URDF and SRDF are ready, we can run the
Primitive Extractor node (Fig. 1) with the dedicated ROS
launch file that can be run in a bash terminal with the com-
mand shown in the Code 4 .

Code 4: Running the primitive extraction ]

2 hand_name :=<my_hand>

1 roslaunch end_effector findActions.launch J

Where <my_hand> is the name of the robot defined in
the URDF and SRDF files. This command will automatically
extract the primitive grasping actions of the loaded hand, as
described in Section 4.1. The generated YAML files of the
primitives will be stored locally in a system’s folder.

If necessary, ROS End-Effector C++ API methods can
be exploited to create additional custom grasping actions

(Section 5). As an example, we report the definition of
a “schunkGrasp” composed grasping action for SCHUNK
SVH in the C++ Code 5.

[ Code 5: Composed grasping action definition ]

// VWe load the previously extracted primitives, and
// we use them to create the composed grasping action
MapActionHandler mapsHandler;
mapsHandler.parseAllPrimitives(

folderForActions + "/primitives/");

GUs o e

// Let's create the ActionComposed object
8 ActionComposed schunkGrasp ("schunkGrasp");

10 // We fill the action with trigs

11 schunkGrasp.sumAction (

12 mapsHandler.getPrimitive("trig", "index"));
13 schunkGrasp.sumAction (

14 mapsHandler.getPrimitive("trig", "middle"));

16 // For the thumb, we do not want a complete closure,
17 // so we pass a scale factor < 1 (0.3)

18 schunkGrasp.sumAction (

19 mapsHandler.getPrimitive ("trig", "thumb"), 0.3);

21 // We store the new action into a YAML file, so it
22 // can be retrieved in the online phase

23 YamlWorker yamlWorker;

24 yamlWorker.createYamlFile (&schunkGrasp,

25 folderForActions + "/generics/");

Timed grasping actions and generic grasping actions
can be created with C++ methods in a similar way. For
generic grasping actions, we must directly indicate the posi-
tion set-points of the actuators, instead of “summing” some
previously defined grasping actions. Alternatively, generic
grasping actions can be defined during the online phase,
through ROS Services, as explained in Section 8.3 with the
Code 8.

8.3 Run the Online Phase

Like for the offline phase, a single command is necessary to
run the ROS launch file of the online phase, as shown in Code

6.
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[ Code 6: Running the online phase ]
1 roslaunch end_effector rosee_startup.launch
2 hand_name:=<my_hand> hal_lib:=<my_hal>

As before, <my_ hand> must be substituted with the
name of the robot. This command will run both the Grasping
Actions Executor node and the HAL shown in the bottom part
of Fig. 1. The wanted <my_hal> library must have been
previously implemented for the specific End-Effector hard-
ware, as explained in Section 6.2. When launching the online
phase, the selected HAL will be loaded dynamically by ROS
End-Effector. If the robot is only simulated (with RViz and/or
Gazebo), we can use the available DummyHal.

Grasping actions available for the end-effector can be
retrieved through a dedicated ROS service, with the com-
mand in Code 7.

[ Code T7: Retrieving the grasping actions ]

1 rosservice call
2 /ros_end_effector/grasping_actions_available
3 "action_type: 0" #0 is for primitives

Where action_typeis anindex to indicate which kind
of grasping action we want to retrieve.

New generic grasping actions can be added online with
another ROS service. We have to indicate the new action
name (action_name), the actuator position set-points
(action_motor_position), and what actuators are
used in the grasping action (action_motor_count: 0
if the actuator is not used, hence no reference will be set) as
itis shown in Code 8. It is also possible to store the grasping
action (emitYaml: true)together with the other created
during the offline phase, to retrieve it for future tasks. Please
note that if a generic grasping action is created online in such
a way, the framework must be restarted to show it in the GUL

é 3
Code 8: Adding a new grasping action online
1 rosservice call
2 /ros_end_effector/new_generic_grasping_action
3 "newAction:

4 action_name: 'newFancyAction'
5 action_motor_position:
6 name:
7 - 'motor_1"
8 - 'motor_2'
9 position:
10 - 1.2
11 - 0.75
12 action_motor_count:
13 name:
14 - 'motor_1"'
15 - 'motor_2'
16 position:
17 -1
18 -1
19 emitYaml: true"
\ J
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As explained in Section 6, the GUI is available to request
the grasping actions. To run the GUI, a ROS launch file can
be used, as shown in Code 9.

[ Code 9: Running the GUI ]

l 1 roslaunch rosee_gui gui.launch J

Instead of using the GUI, itis also possible to command the
grasping actions directly through the dedicated ROS topic.
In Code 10, we show the most important ROS message fields
to fill when demanding a grasping action.

[ Code 10: Commanding a grasping action

1 rostopic pub

2 /ros_end_effector/action_command/goal
3 rosee_msg/ROSEECommandActionGoal

4 "[...]

5 goal:

6 goal_action:

7 [...]

8 action_name: 'pinchTight'
9 action_type: 0O
10 selectable_items: ['index', 'thumb']
11 percentage: 1"
. J

The field action_name is the name of the grasping
action (in this case, apinchTight); action_type must
be 0, 1, 2, or 3 for primitive, generic, composed and timed
grasping action, respectively; selectable_items, used
only for primitive grasping actions, indicates the body/bodies
involved in the primitive; percentage (with values from
0 to 1) is the 0% — 100% intensity value to perform only
partial movements of the fingers.

9 Conclusion and Future Works

We have presented ROS End-Effector, an open-source soft-
ware framework which facilitates the integration of robotic
end-effectors, abstracting the low-level hardware details.
This manuscript extends the preliminary presentation of the
framework of [8].

To achieve this functionality, ROS End-Effector automat-
ically extracts the specific end-effector motion capabilities
(e.g, precise pinching or single finger movements) in the form
of primitive grasping actions during an offline process. In
this offline phase the primitive grasping actions are extracted
from the end-effector model described in the ROS standard
formats URDF and SRDF (Section 4).

Given the extracted primitive grasping actions, the frame-
work permits to combine them for generating custom grasp-
ing actions with different and more complex postural con-
figurations that can be executed by the robotic end-effector.
These custom grasping actions are classified as: (1) com-
posed grasping action, created as the sum of others grasping
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actions (Fig. 4); (2) timed grasping action, created as mul-
tiple inner grasping actions executed in sequence (Fig. 5);
(3) generic grasping action, created/defined by the user (for
example, as in Code 8). Finally, the composition of custom
grasping actions is facilitated by the C++ API methods, inter-
faces, and ROS services provided by the ROS End-Effector
framework (Section 5).

Thanks to the above primitive grasping actions approach
as well as other user-created grasping actions that can be
added to the repertoire of the available grasping actions, ROS
End-Effector hides from the user the low-level interface of
the end-effector, permitting the user to command grasping
actions instead of sending directly the references necessary
to the end-effector’s actuators (Section 6). A grasping action
is sent to ROS End-Effector through ROS topics, either using
a ROS node or the dedicated GUI. The ROS End-Effector
GUI dynamically builds its layout showing only the grasping
actions extracted/defined for the specific end-effector in use.
The user can choose a particular grasping action to command
while receiving visual feedback about its completion during
the execution. The same GUI permits to monitor and plot at
run-time the available states of the end-effector (Section 6.1).
The ROS End-Effector framework takes into account the
grasping action command and communicates directly with
the end effector through the implemented Hardware Abstrac-
tion Layer. The implementation of the Hardware Abstraction
Layer, specific for the end-effector in use, is facilitated by the
C++ structures provided; indeed only the specific commu-
nication with the end-effector device must be implemented
(Code 2). In any case, the framework is ready to be used with
any simulated robotic end-effector thanks to the available
DummyHal, and with some real end-effectors for which the
HAL has been already implemented (Section 6.2).

The flexibility and adaptability of the framework have been
tested in simulation with various robotic hands, from com-
plex humanoid hands (SCHUNK SVH, kinematic visualiza-
tion only), to simpler grippers (Robotiq 2F-140, Robotiq 3F).
Tests with real hardware have been conducted with Dagana,
Robotiq 2F-85, OnRobot 3FG15, gb SoftHand, and HERI
II. All the tests include an offline phase, where the primi-
tive grasping actions have been automatically extracted (and
some custom grasping actions have been defined by the user),
and an online phase, where the grasping actions have been
commanded and executed by the end-effectors (Section 7).

Finally, a short practical tutorial for new ROS End-
Effector users has been included to demonstrate the simplic-
ity of the setting up process for a new end-effector using the
ROS End-Effector framework (Section 8).

Future works on the framework will consider the exten-
sion of the functionality towards autonomous grasping action
composition providing the necessary information of the
object to be grasped in terms of geometrical shape and
mechanical/dynamic properties.

Supplementary information

The ROS End-Effector package is available in the official ROS/
ROS2 repositories with the name ros-<ROS_DISTRO>
-end-effector. The C++ code of ROS End-Effector is
available open-source with the Apache—2.0 license at https://
github.com/ADVRHumanoids/ROSEndEffector. A video
presenting the features of ROS End-Effector and showing
the experiments carried out is attached with this article, and
it is also available at the following link: https://youtu.be/
X0gpSsFQgIM.
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