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Abstract

Modern manufacturing paradigms have incorporated Prognostics and Health Management (PHM) to implement data-driven
methods for fault detection, failure prediction, and assessment of system health. The maintenance operation has similarly
benefitted from these advancements, and predictive maintenance is now being used across the industry. Despite these devel-
opments, most of the approaches in maintenance rely on numerical data from sensors and field devices for any sort of
analysis. Text data from Maintenance Work Orders (MWOs) contain some of the most crucial information pertaining to the
functioning of systems and components, but are still regarded as ‘black holes’, i.e., they store valuable data without being
used in decision-making. The analysis of this data can help save time and costs in maintenance. While Natural Language
Processing (NLP) methods have been very successful in understanding and examining text data from non-technical sources,
progress in the analysis of technical text data has been limited. Non-technical text data are usually structured and consist of
standardized vocabularies allowing the use of out-of-the-box language processing methods in their analysis. On the other
hand, records from MWOs are often semi-structured or unstructured; and consist of complicated terminologies, technical
jargon, and industry-specific abbreviations. Deploying traditional NLP to such data can result in an imprecise and flawed
analysis which can be very costly. Owing to these challenges, we propose a Technical Language Processing (TLP) framework
for PHM. To illustrate its capabilities, we use text data from MWOs of aircraft to address two scenarios. First, we predict
corrective actions for new maintenance problems by comparing them with existing problems using syntactic and semantic
textual similarity matching and evaluate the results with cosine similarity scores. In the second scenario, we identify and
extract the most dominant topics and salient terms from the data using Latent Dirichlet Allocation (LDA). Using the results,
we are able to successfully link maintenance problems to standardized maintenance codes used in the aviation industry.

Keywords Prognostics and Health Management - Maintenance - Natural language processing - Sentence similarity - Topic
modeling - Smart manufacturing

Introduction

Maintenance has become an integral part of manufacturing
and industrial operations. Almost every system and product
that is in existence today requires some form of maintenance.
The needs of a growing global population can be directly
associated with the increase in consumption of goods and
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services, requiring the maintenance of more systems and
equipment. Many industries are operating at their maximum
level of capacity utilization, resulting in the reduced main-
tenance times for machinery and equipment (Krolikowski &
Naggert, 2021). Studies have shown that maintenance can
take up a large fraction of an organization’s operational bud-
get (Garg & Deshmukh, 2006), with manufacturers in the
United States spending approximately $50 billion on main-
tenance costs (Thomas, 2018). It is becoming evident that
maintenance should not be viewed purely as an isolated
function, but instead as a competitive strategy (Mwanza &
Mbohwa, 2015). This highlights the growing significance
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of maintenance operations. Recent strains on global sup-
ply chains caused by the Covid-19 pandemic place an even
greater emphasis on the importance of minimizing down-
times to make up for the time lost due to interruptions
elsewhere.

Developments in Artificial Intelligence (AI) with Machine
Learning (ML), Deep Learning (DL), and Natural Language
Processing (NLP) are revolutionizing several industries and
the way some tasks are performed. Self-driving cars, Al-
based chatbots and real-time identification of objects on
smart devices are just some of the real-world applications
of these technologies. In the context of manufacturing and
industrial operations, the area of Prognostics and Health
Management (PHM) has incorporated Al-based methods
to detect, predict and in some cases, diagnose failures.
Maintenance strategies such as unplanned or reactive main-
tenance and planned or preventive maintenance are being
supplemented by approaches such as predictive mainte-
nance that use AI (Sundaram & Zeid, 2021). With the
introduction of these state-of-the-art methods, maintenance
approaches can reduce excess inventory, minimize system
downtime, and improve overall performance. However, even
with these developments, the modern maintenance operation
faces several challenges such as (1) the lack of appropriate
ontologies to integrate maintenance processes, (2) complex-
ities involved in the implementation of specific maintenance
strategies, (3) shortage of well-trained manpower for the
maintenance of crucial systems, and (4) limitations in the
analysis of multimodal and unstructured data from heteroge-
neous systems.

Industry 4.0 and Smart Manufacturing based architectures
are promoting digitization of the industry and making man-
ufacturing operations more interoperable (Zeid et al., 2019).
These hierarchy-free models are enabling the planning and
implementation of maintenance processes in a sustainable
manner. Several reference ontology models have been pro-
posed (Karray et al., 2012, 2019; Montero Jiménez et al.,
2023) to address the challenge of integration of different
maintenance processes. The second and third challenges that
face modern maintenance are closely related. The complexi-
ties and difficulties associated with implementation of some
maintenance approaches is exacerbated by the scarcity of
trained technicians and engineers (Federal Energy Manage-
ment Program, 2021). These concerns can be mitigated to
some extent by technologies such as Augmented Reality
(AR) and Remote Maintenance (RM) (Masoni et al., 2017,
Mourtzis et al., 2017), and can enable faster training of the
workforce and provide real-time assistance on the shopfloor.
To analyze data from the shopfloor, data-driven PHM meth-
ods have successfully used sensor measurements to detect
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faults and predict the Remaining Useful Life (RUL) of sys-
tems. Sensor signals are often numerical or image-based,
and AI models have been fine-tuned for such modes of
data. While this addresses some of the requirements of the
fourth challenge of modern maintenance, it does not tackle
all modes of data.

One part of maintenance that contains troves of data but
is yet to be exploited, is the technical text data stored in
Maintenance Work Orders (MWOs). Text data from MWOs
are sometimes considered as ‘black holes’, i.e., they are fed
with so much data, but are seldom used to make data-driven
decisions. Instead, they are often regarded as historical logs
that are relied upon only when there is an absolute necessity.
NLP can offer some hope with its ability to analyze text data
and provide appropriate solutions where necessary. However,
NLP’s successes predominantly come from the analysis of
text that are a part of non-technical sources. NLP can be
used on different types of data using domain-adaptation or
transfer-learning, but this assumes that to process data from-
low resource domains, there are high-resource domains that
are somewhat similar consisting of annotated data (Ben-
David et al., 2010). That is not the case when it comes to
technical data, specifically data from MWOs. These docu-
ments are often unstructured or semi-structured, they adopt
unique language dictionaries, and use colloquialisms and jar-
gon that are domain specific. In order to process text data,
the approach of Technical Language Processing (TLP) has
been proposed (Brundage et al., 2021; Dimaet al., 2021; Lin-
hares & Dias, 2003). TLP uses a human-in-the-loop strategy
to address the challenges posed by technical text data with
the help of customized NLP methods.

The research presented in this work is aimed at highlight-
ing how TLP can be transformative in PHM and improve
the maintenance operation. First, we review the maintenance
approaches and the role played by PHM. We then explain
what non-technical and technical text data are, and how text
from MWOs is unique. We demonstrate how traditional NLP
fails on technical text, the why there is a need for TLP.
We propose a TLP framework to implement in the PHM
environment and suggest some potential areas of its use. To
demonstrate the capabilities of the proposed framework, we
identify two scenarios using MWOs of aircraft and apply
customized text processing methods to it. We first use TLP
to predict corrective actions for new maintenance problems
using semantic and syntactic text similarity and evaluate it
using the cosine similarity score; then we use Topic Mod-
eling to extract the most dominant topics from the MWOs
and use relevant keywords to link problems to standardized
maintenance codes.
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Maintenance strategies and the role
of Prognostics and Health Management

There are several approaches to maintenance that have been
adopted across the industry. Unplanned/reactive mainte-
nance, also known as run-to-failure maintenance, is one of the
traditional maintenance strategies in which the machine or
component fails before any corrective measure is taken. This
strategy can be expensive due to the high costs associated
with repairing and replacing the machines or components,
and additional losses associated with unplanned system shut-
down (Basri et al., 2017). Another widely used approach is
preventive maintenance in which the system is inspected at
regularly scheduled intervals to identify any potential issues
that might arise. In most cases, preventive maintenance is
planned well in advance to be implemented at a set-time
in the future and in order to minimize failure probability
of a specific system/equipment (Kimura, 1997). Small and
Medium-Sized Enterprises (SMEs) account for majority of
the industry and Gross Domestic Product (GDP) (Offices of
Industries & Economics, 2010), and rely largely on reac-
tive or preventive maintenance approaches (Jin et al., 2016).
Therefore, any improvements made to maintenance practices
in SMEs will result in a tremendous amount of savings and
potentially impact other areas of the industry as well.

The introduction of data-driven methods with ML and
DL are bringing proactive maintenance approaches to the
forefront (Sundaram & Zeid, 2021). Condition-monitoring
of systems using Internet of Things (IoT) based sensors and
field devices allow the measurement of system parameters
in real-time that can be used to record large amount of data
for analysis. This can be used along with historical data and
domain knowledge to predict when failures would occur or
how close they are to occurring. These methods have been
used successfully in fault diagnosis of rotating machinery
(Jiang et al., 2023), defect identification of stainless steel
welds (Zhang et al., 2023), in monitoring and predicting
the quality of solutions in electroplating (Granados et al.,
2020), and in several other areas. While these methods pro-
vide excellent results in the real-world, they have limitations
in terms of the types and formats of the data that can be
used. Sensor signals and other measurements primarily take
the form of numeric or image data. These methods are not
equipped to handle text data, especially the technical text
data from domain-specific maintenance operations.

Prognostics and diagnostics of systems and components
can be enhanced if the analysis of technical text data can be
incorporated into existing approaches. Consider the timeline
for a typical maintenance operation shown in Fig. 1. There are
many steps involved right from detecting a breakdown, cre-
ating an MWO, to fixing the problem, and closing the MWO.
We can also observe how much time is spent in the entire pro-
cess. In the current maintenance timeline, there are several

opportunities for technical text processing that can help save
time. In a reactive maintenance setting, once a breakdown is
detected, corrective actions could be predicted based on the
problem text. Similarly, in predictive maintenance, although
time is saved by predicting when a failure would occur, time
is still spent in diagnosing the type of failure and in repair-
ing/replacing the necessary parts. In this case too, analyzing
technical text can help speed up the process. There are a few
more potential applications and use-cases for TLP in the con-
text of the typical maintenance operations timeline that we
will discuss.

Text data
Non-technical text

We interact with non-technical text data presented to us on
a daily basis via different forms of media. On our mobile
devices and computers, text data usually takes the form of
digital newspaper articles, webpages, blogs, Short Message
Service (SMS) text, e-books, etc. Almost all of these text
data are non-technical and based on spoken languages or are
derivatives of spoken languages. Since these languages are
a part of everyday interaction, there is a lot of scope to use
the data from it, which is exactly what NLP methods are
built for. One of the main requirements for NLP models to
succeed is the availability of large amounts of text data, also
referred to as corpora, for model training purposes. Since
non-technical data is available in abundance, it is not a prob-
lem for the NLP pipeline. Such non-technical text data have
been assembled into several corpora and have been made
publicly available. Corpora such as Penn Treebank Corpus
(Marcus et al., 1993), British National Corpus (BNC Con-
sortium, 2007) and WikiText-2 (Merity et al., 2017) are used
for the generic training of NLP models, and each of them
contain tens of thousands, if not millions of words. Some
corpora are designed for specific tasks. Amazon Customer
Reviews (Bhatt et al., 2015) and IMDb Movie Reviews (Maas
etal.,2011) are commonly used to train models for Sentiment
Analysis. The Reuters Corpus (RCV1) (Rose et al., 2002) is
routinely used for text clustering. Similarly, there are corpora
designed for Named-Entity Recognition (NER) and Parts-
Of-Speech (POS) tagging tasks. Genre-specific corpora have
also been compiled for formal text from academic articles,
journals, and conferences; informal text from emails, blogs,
and webpages; spoken language from language databases;
etc. This brings to light how resource-rich some of the non-
technical areas are, and how NLP models can be trained to
achieve high levels of accuracy in their tasks.
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Fig. 1 Timeline for a maintenance operation
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Technical text

The term ‘Technical text’ is not a clearly defined one and has
been used to described text data from various fields (Copeck
etal., 1997). In the engineering and scientific community, the
term ‘technical’ can take a few different meanings. It could
signify the complex mathematical formulae and equations,
or the sophisticated terminology used in a specific domain.
It could also be considered as a subset of a language used by
experts that are familiar with the knowledge about a spe-
cific task or process. In the field of law, the question of
whether law and the associated legal text can be considered
to be technical has been studied in detail (Schauer, 2015).
Arguments have been made that law is to be interpreted as
a technical language when it is intended to be understood
and used by legal professionals (Fuller, 1958; Holmes, 1997;
Horvath, 1954). Medical terminologies can be considered to
be technical text too (Chung & Nation, 2004; Schironi, 2010).
Similarly, there is technical text in chemistry (Meshalkin
etal.,2015), in physics (Alexander & Kulikowich, 1994), and
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in molecular biology (Krallinger & Valencia, 2005; Wilbur
& Yang, 1996). In manufacturing, technical data is observed
in maintenance (Stenstrom et al., 2015), and also in prod-
uct inspection logs (Sundaram & Zeid, 2023). It is clear that
technical text exists in science, engineering, medicine, law,
and several other domains. Although these types of text data
are comfortably understood by domain experts, it is not as
easily understood by text processing models. Figure 2 shows
examples of technical text data from aerospace (Dangutet al.,
2021), healthcare (Fleurence et al., 2014), chemistry (Tice
et al., 2013), general engineering (Hodkiewicz et al., 2017),
and nuclear energy operations (Olack, 2021) domains.

Text from maintenance work orders

MWOs are critical documents that record data from each
step of a maintenance operation. These documents can pro-
vide an in-depth understanding of the system’s performance
over time, allowing the extraction of valuable knowledge.
This type of technical data is unique due the fact that it
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is generated by a human source as opposed to being read-
ings from a machine or instrument (Bokinsky et al., 2013).
The records essentially consist of thoughts about a specific
problem expressed by technicians in a language they are com-
fortable using. Many industrial operations, particularly Small
and Medium-sized Enterprises (SMEs), use hand-written for-
mats for MWOs. The digitization of the shopfloor has made
it possible to store data in a more efficient manner. Modern
MWOs use Computerized Maintenance Management Sys-
tems (CMMS) to record data in a semi-structured format
(Woods et al., 2020). The text used in MWOs differs signifi-
cantly from other corpora, including a lot of technical ones,
because engineers, operators, and technicians tend to use
domain specific verbiage and jargon. MWOs often comprise
of inconsistent language, incomplete entries, or sometimes
no entries at all (O’Donoghue & Prendergast, 2004). In some
cases, different shorthand notations are used to refer to the
same component, which can lead to discrepancies (Rajpathak
& Chougule, 2011). Text used in MWOs are also much
shorter when compared to other text in the NLP corpora,
even though they may contain the same number of records
(Dima et al., 2021). MWOs typically consist of a unique
identifier, the problem, action taken, and timestamp of when
it was created and closed, etc. (Navinchandran et al., 2022).
Table 1 shows a few attributes from MWOs for Airbus A320
aircraft (Witteman et al., 2021) as an example.

Table 1 Example of an MWO for Airbus A320 aircraft

In Table 1, A/C depicts the aircraft number, Item con-
veys the maintenance task number, Description provides a
description of the maintenance task, LAST EXEC DT shows
when the last maintenance action was completed, and LIMIT
EXEC DT shows the date before which the next inspection
must be completed. We can observe the complex nature of
MWOs, i.e.,itis not easy to understand unless one is adomain
expert.

Inability of natural language processing
to handle technical text

NLP has been successful at adapting to a few technical disci-
plines. Technical text from medicine has been processed with
good results (Chen et al., 2018; Zhou & Hripcsak, 2007).
In supply chain, semantic text matching has been used in
the management of transportation assets (Le & David Jeong,
2017). NLP has also adapted to technical text from finance
in the form of chatbots (Khurana et al., 2023). With these
successful adaptations, one may wonder why it cannot be
used for text data from MWOs. We use insights from pre-
vious works (Brundage et al., 2021; Dima et al., 2021) to
understand the drawbacks of NLP for technical text from
MWOs.

Consider the second maintenance problem from Table 1
that reads OUT FLAP L/E PANELS NO.S 2 AND 5 -
INSTALL. The maintenance jargon and short hand is not
very easy to understand. Translated to spoken English, it
means “out flaps on leading edge panels number 2 and 5
to be installed”. To demonstrate the limitations of NLP on
technical text, we apply a typical NLP pipeline (Alharbi et al.,
2021; Mahmoudzadeh et al., 2020) as seen in Fig. 3 to prepro-
cess the text from the MWO. In the first step of Tokenization,
algorithms segment the text data into words and phrases, and
these tokens become the input for the NLP task (Webster
& Kit, 1992). The tokenizer converts the string of technical
text into individual tokens, but the short hand of L/E, used to
denote the leading edge is not tokenized correctly. It is split
up into separate tokens for each character instead. We then
use the individual tokens from tokenization as the input for
the next step of stop word removal. Stop words are consid-
ered to be unimportant words that provide little information
(Manning & Schutze, 1999). Removal of words such as out,

A/C Item Description LAST EXEC DT LIMIT EXEC DT
Aircraft 2 572054-01-4 FUEL PUMPS 21QA AND 25QA - INSTALL 10/26/12 10/26/24
Aircraft 24 575303-01-1 OUT FLAP L/E PANELS NO.S 2 AND 5 - INSTALL 11/17/15 11717721
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Fig. 3 Traditional NLP’s flaws
when used on technical text from
MWOs

Original
Maintenance Problem

Tokenization

Stop Word Removel

Punctuation and Special
Character Cleaning

and
Lower Casing

Stemming

Preprocessed
Maintenance Problem

no, and, and the letters [, e, and s may be useful in a non-
technical scenario but are very important in the context of
MWOs. In this case, the letters [ and e state that the part to be
installed is along the leading edge panel. Stop word removal
also removes the word no, by assuming that it is used to con-
vey negation, when in reality it is short hand for “number” in
the context of this MWO. The next step of text cleaning per-
forms some basic operations such as punctuation and special
character removal, and lower casing of the text string. This
step removes the punctuation mark used for forward slash
(“/”), and also removes the numbers 2 and 5 that are used to
identify the panels. The following step of stemming is used
to find the stem words or the root words. The word panels is
reduced to its stem, “panel” and install is reduced to “instal”.
Technical jargon and abbreviations would not be stemmed to
their separate root words due to their complex nature. This
concludes the preprocessing stage and results in the prepro-
cessed text reading “flap panel instal”. Although this phrase
consists of some of the keywords from the original techni-
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cal text, it has completely lost its meaning. The location of
the leading edge has been lost during the preprocessing, and
number identifying the panels has also been discarded by the
NLP pipeline. If this processed text string were to be used as
input to a prediction model, the results could misrepresent the
severity or seriousness of the actual maintenance problem,
or in some case, even lead to hazardous consequences.

The complexities involved in processing technical text
from MWOs are quite clear, and traditional NLP is not quite
suited for this task. Domain adaptation from other technical
domains is also not possible because the maintenance data is
so unique. Transfer learning cannot be used either due to the
absence of similarly structured technical data on which mod-
els can be trained. It is evident that domain-knowledge needs
to be incorporated into the text processing pipeline consid-
ering the peculiarities of technical text used in MWOs. To
demonstrate how this can be made possible, we propose a
framework to implement TLP to process technical text from
MWOs that uses expert knowledge.
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A technical language processing framework
for Prognostics and Health Management

One of the major reasons why NLP is unsuccessful on MWOs
is that the complexity of technical text makes it extremely
difficult for a computerized model to understand the context
in which certain words or terminology are used. To over-
come this obstacle, expert knowledge must be incorporated
during various stages of processing for decision-making. We
propose TLP framework for PHM that incorporates domain
knowledge at each step of processing as shown in Fig. 4.

The first step in the TLP framework involves obtaining
the MWOs that have been generated. These work orders can
consist of a varying number of fields such as an identifier,
the opening and closing times of the work order, the main-
tenance problem, the corrective action taken, the name and
an identifier for the technician, the part replaced, the costs
involved, etc. Since there is no universal format for MWOs, it
is essential to understand the technical text that is presented
in it. To decipher the short hand, technical jargon, abbre-
viations, and other colloquialisms used, expert knowledge
needs to be utilized. Historical data and use-cases are used
as references to analyze raw data that is presented (Brundage
et al., 2021). Dictionaries with technical terminology, abbre-
viations, morphosyntactic information, stop words and other
relevant data are collected by talking with technicians, oper-
ators, and maintenance engineers. This data, in addition to
the data from sources such as maintenance manuals, CMMS,
and other metadata are collectively referred to as “fortuitous”
data (Dima et al., 2021; Plank, 2016).

Once there is sufficient understanding of the text, appro-
priate preprocessing steps can be selected. Methods such as
Tokenization, stop word removal and lemmatization can be
used in a such a way that it preserves the meaning of the
original text. Unnecessary stop words are screened, techni-
cal jargon is substituted with understandable verbiage, and
any punctuations that do not alter the meaning of the data are
removed. The preprocessed text is then examined to ensure
that the quality of the data has not been lost. If it is deemed
that the preprocessing is not satisfactory, appropriate steps
are revised.

The preprocessed technical text can now be used for a vari-
ety of tasks. There are several areas of PHM and maintenance
that can benefit from TLP. With the help of domain experts
and analysts, the areas where TLP will be effective can be
identified, and appropriate computational resources can be
procured. TLP can be used to predict corrective actions for
new maintenance problems by comparing them with existing
ones from historical MWOs. In the same vein, it can also be
used to match the technical text to identify what parts might
need to be replaced and refer the technicians to the necessary
manuals/documentation. If there is some form of annotating
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Fig.4 A framework for technical language processing

to be performed on MWOs, a TLP model can assist per-
forming that task too. Another potential area of where TLP
can optimize the maintenance process is by incorporating
it directly into a predictive maintenance framework. Such
prescriptive maintenance systems that are able to handle mul-
timodal data have been proposed (Ansari et al., 2019, 2020)
but it remains to be seen how they can be incorporated across
the industry. Nevertheless, it shows that there are many areas
where TLP can be used with PHM to improve maintenance.
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Once it is established where TLP would be effective in
the maintenance timeline, text processing methods compati-
ble with the tasks can be identified. Our understanding is that
text similarity methods with semantic and syntactic similar-
ity can be very useful for a variety of tasks—matching new
maintenance problems to existing problems actions to predict
corrective actions, using keywords from processes to iden-
tify replacement strategies for tools/components, and several
other tasks. Another suitable method for data from MWOs is
Topic Modeling. It identifies the most dominant topics and
keywords from maintenance problems, helping to quantify
what systems/components utilizes the most resources. Topic
Modeling also assists in linking MWOs from dominant topics
to standardized industry codes, making annotation of the data
easier for future tasks. The results from all of the methods
applied to the preprocessed MWOs are evaluated by experts
in the field to verify its validity.

When the performance of the text processing meth-
ods is deemed to be satisfactory, i.e., a sufficient number
of corrective actions have been successfully predicted for
new maintenance problems, or new problems have been
effectively linked to appropriate topics, the next steps are con-
sidered. These steps involve deploying it as a part of CMMS,
or as a standalone tool for PHM. As noted previously, it can
also be incorporated as a part of the predictive maintenance
paradigm. The goal of the TLP framework to enable quick
and efficient decision making in the maintenance operation
by assisting engineers, technicians, operators, and maintain-
ers. There are many possible use-cases for such a framework
across several industries. To demonstrate the potential appli-
cations of the proposed framework, we identify two scenarios
in which it can be used to improve the maintenance operation
of aircraft.

Applying technical language processing
to aircraft maintenance work orders

There are a limited number of publicly available datasets
with technical text. We use the Aviation Maintenance dataset
that is originally from University of North Dakota’s Aviation
Program, made available by researchers (Akhbardeh et al.,
2020a) on the open-source web-interface called Maintnet.!
The data consists of three attributes out of which only two are
of interest to us—the Problem which contains text about the
maintenance problem/issue, and Action or which contains
text that describes the action taken to address the problem.
A set of supplemental data files that contain abbreviations
dictionaries, morphosyntactic information, and domain term
banks are also provided. Table 2 shows four randomly
selected records from the MWO.

1 https://people.rit.edu/fa3019/MaintNet/.
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Table 2 Randomly selected records from aviation maintenance data
available at Maintnet (see Fn. 1)

Ident Problem Action

100111 L/H engine #4 AFT Installed repaired baffling
baffle cracked in
multiple places

100532 Scroll to PC flitter tube Ordered line
has excessive fretting
under float

103139 Accidentally oversped Evaluated data on FDM
engine before pulling card & found engine
throttle back, E overspeed to

104077 CYL #2 & 4 rocker cover Removed & replaced

gaskets are leaking rocker cover gaskets

The creators of Maintnet have specified that the origi-
nal data consisted of text that represented the maintenance
problem, the action, the ATA chapter codes (maintenance
codes as prescribed by the Air Transport Association), open
and close dates for the MWOs, and a work order identifier
(Akhbardeh et al., 2020b). However, due to the presence of
sensitive information and privacy concerns, the data was de-
identified and confidential information was removed from the
publicly available version. The absence of annotations makes
it challenging to apply any form of text processing methods
especially since there are only two attributes. However, this
opens up a window of opportunity for unsupervised methods
to be used.

Given how the technical text from the aviation MWOs
is unstructured, we devise two scenarios to demonstrate the
capabilities of TLP. First, we use the problem and action
attributes as historical data and apply syntactic and seman-
tic text similarity models to predict corrective actions for
new maintenance problems. In the second scenario, we apply
Topic Modeling using Latent Dirichlet Allocation (LDA) to
identify the most important topics and salient terms and link
them to the standardized ATA maintenance codes.

Preprocessing maintenance work orders

The preprocessing steps we consider are broadly the same
for both the scenarios, barring a few minor differences that
will be highlighted. As we have seen in Table 2 the techni-
cal text from the MWOs of aircraft consist of abbreviations,
short-hand, and some aviation maintenance specific jargon.
To ensure that we capture all the important information from
the data, we need to follow some preprocessing steps. Tra-
ditional NLP preprocessing steps such as Tokenization and
English language stop word removal can significantly alter
the meaning of the text from the MWOs. For example, tech-
nical terms such as reswaged and resafetied may not be
tokenized correctly. Models trained on non-technical data
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will not be able to tokenize the technical slang. Words such
as On and Off provide very important context in the MWO.
The removal of stop words based on the English language
might result in the elimination of important technical terms
that could potentially alter the meaning of the maintenance
problem and subsequently influence any maintenance deci-
sions. Therefore, a custom stop word list would be more
appropriate for text from MWOs.

The first step in preprocessing is converting abbreviations,
short-hand, and colloquialisms into their full versions or
expanded forms respectively. This will allow easier under-
standing of these phrases and will be more presentable to
an audience that is not exclusively comprised of domain
experts. We use the list of abbreviations provided with the
aviation dataset. But upon further examination of the data,
we realize there are many more abbreviations that needed to
be expanded. Terms such as /h and I/h meaning “right hand”
and “left hand” respectively have been used extensively in the
MWOs. Other short hand included i/b for “inboard”, o/b for
“outboard”, a/c for “aircraft”, cht for “cylinder head temper-
ature”, egt for “exhaust gas temperature”, ¢/w for “complied
with”, fdm for “flight data monitoring”, and many more. We
tried to be as exhaustive as possible in the task of replacing
abbreviations with the full words and phrases. In the next
step, we focus on eliminating stop words. We know that stop
words can either be a nuisance or of great value in technical
text. So, we need to ensure that the stop words we choose
to remove are appropriate in the context of the MWOs. We
identified a list of stop words suitable for TLP (Sarica &
Luo, 2021). However, words in this list were selected from
various technical texts that were not domain specific. For the
MWOs in consideration, this is not a complete list that is rep-
resentative of the text. We customize the list of stop words so
that they do not drastically change the meaning of the text.
There are some words in the list such as along, good, many,
straight, forward, and upon which are important in providing
context to the maintenance problem and actions, so they are
retained.

Scenario 1: predicting maintenance actions using
text similarity

The value of saving time by improving maintenance pro-
cesses is often ignored or overlooked (Mobley, 2002). In
situations where delays in repairs could be very expen-
sive, improving maintenance times becomes a priority. In
the aviation industry, devising corrective actions for new
maintenance problems is a time sensitive process in a highly
stressful environment (Latorella & Prabhu, 2000). Any errors
made in such situations could be catastrophic. To assist in the
decision making process in such a highly challenging envi-
ronment, TLP could be put to use.

In this scenario, we use the text data from the MWOs to
predict corrective actions for new maintenance problems. We
use the keywords present in the new maintenance problem
and compare them with ones from historical problems in the
MWOs. Two approaches are considered: syntactic text simi-
larity and semantic text similarity. There are research works
that apply these methods to the electric power industry oper-
ations (Wan et al., 2021), biomedical texts (Phan et al., 2019),
medical records (Warnekar & Carter, 2003), railway safety
(Qurashi et al., 2020), production line failures (Tekgoz et al.,
2023), and also to aviation maintenance (Naqvi et al., 2022).
Our aim is to place a greater emphasis on how these methods
can be applied to technical data and how effective they are
in the context of improving the maintenance operation by
assisting in the decision making process.

Syntactic textual similarity

When a new maintenance problem arises, it is first pre-
processed to convert all the technical abbreviations to their
expanded forms. Each word in the new maintenance problem
is recorded in order to allow syntactic and semantic match-
ing. To determine syntactically similar matches of the new
maintenance problem, it is compared with all of the histori-
cal problems that have already been recorded in the MWOs.
One might consider only exclusively selecting the histori-
cal problems that contain any of the keywords present in the
new maintenance problem, but there is a potential issue with
that approach. A stop word or a word that is extensively used
across all maintenance problems might be present in the text.
Figure 5 shows the raw text from new maintenance problem,
the text after preprocessing, the extracted keywords, and how
problems in the historical MWOs are matched with the key-
words. In this instance, we see how the word had appears
in many maintenance problems. If we use this approach to
determine how close the existing maintenance problem is to
the new problem, we could end up getting many records that
are irrelevant due to the presence of an unrelated keyword, a
stop word that might have slipped through, or even a techni-
cal word that is not pertinent to the meaning of the text. To
address this, we use the Term Frequency-Inverse Document
Frequency (TF-IDF) method to find the most common terms.
The TF-IDF implementation in Python involves transform-
ing all the text from the maintenance problem attribute into
a feature matrix. First, the frequencies of all words in the
MWOs are recorded. TF-IDF then incorporates a concept
called inverse document frequency (Sparck Jones, 1972).
This measures the amount of information provided by a word
by looking at how frequently it is present in the corpus.

We use the Scikit-learn library’s (Pedregosa et al., 2011)
TF-IDF implementation in Python. TF-IDF is defined as the
product of tf (¢, D) (TF or term-frequency) and idf (¢, D)
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New Maintenance
Problem

Preprocessing
"r/h eng cover gasket had leak" "right hand engine cover gasket had leak"

Fig.5 Keyword based matching

(IDF or inverse document frequency) where TF is the num-
ber of times a word or term appears in the total number
of documents, and IDF computes how uncommon or rare
a term is across all documents. The IDF can be mathemati-
cally expressed as shown in (1):

ey

. ((N+1))
idf(t, D) = log

df () +1

In TF-IDF, ¢ is each term or word, N is the number of
documents (D), and df (¢) is the number of documents that
contain the words ¢. This method uses smoothing, i.e., the
constant of “1” is added to both the numerator and denomi-
nator to prevent divisions by zero. First the TF is calculated
by considering each term from the string, which in our case
is each word from the maintenance problem. Then, the TF-
IDF is calculated by obtaining the product of TF and IDF
[from (1)]. This converts the string from the maintenance
problem into a vector. Similarly, TF-IDF is applied to all the
problems from the MWOs, converting the entire document
into a vectorized representation. For text similarity calcula-
tions, new maintenance problems are also converted into a
vector. To identify how similar the vectorized versions of the
new problem are to the existing problems, we use the cosine
similarity metric, which is the angle between the two vec-
tors using an inner product. Given two vectors A and B, the
cosine similarity between them can be calculated as shown
in (2):

A.B
cosinesimilarity(A, B) = ———— 2)
IAIBI

where A.B is the dot product between vectors A andB; and
|A]l and || B| are the L2 norm of vectors A and B respec-
tively. In our case, A can be considered to be an existing
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maintenance problems with the term 'cover'
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« I/h engine, I/h magneto had drop of 300 rpm on run up. leane
« on down wind, had reduction in power followed by rough vibra
« #4 cyl had low compression (50 Ibs).

maintenance problems with the term 'leak’

maintenance problem from the dataset, and B can be the new
maintenance problem. To calculate their dot product which
is the numerator of (2), the vector B would be transposed
so that it can be multiplied with vectorA. To calculate the
denominator of (2), the L2 norm for each vector, A andB, is
computed as the square root of the sum of squared vector val-
ues, and the results are multiplied. To put it into context, the
vectorized representations of the maintenance problem will
consist of numerical values representing each word. These
values are squared and summed, and the square root of the
total would result in the L2 norm. The product of L2 norms of
the existing maintenance problem (A) and new maintenance
problem (B) would provide us with the denominator for (2).
Using these computed values, we can obtain the cosine sim-
ilarity score between an existing maintenance problem and a
new maintenance problem.

Semantic textual similarity

Implementing semantic text similarity is a little more com-
plex as compared to syntactic text similarity. Methods such
as Bag of Words (BoW) and TF-IDF cannot effectively cap-
ture the similarity between different words that convey the
same meaning or idea (Chandrasekaran & Mago, 2021). It
is even more difficult to detect different words that could
convey the same concept when using technical vocabulary.
According to research, semantic similarity can be classified
into corpus-based similarity and knowledge-based similarity
(Gomaa & Fahmy, 2013). Due to the lack of publicly avail-
able corpora for technical text data, specifically maintenance
related data, we consider a pre-trained sentence transformer
model. Transformer models are basically encoder—decoder
models. The task of the encoder is to take an input of raw
text and map it to a numerical sequence. The decoder then
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uses the output of the encoder along with other contextual
information to generate a meaningful output (Vaswani et al.,
2017). One of the state-of-the-art models is the Bidirectional
Encoder Representations from Transforms or BERT (Devlin
et al., 2019). For tasks such as semantic textual similarity,
BERT has been modified with Siamese networks and is called
Sentence-BERT or SBERT (Reimers & Gurevych, 2019).
The sentence transformers library from Huggingface (Wolf
etal., 2020) provides many different methods that we can use
for our task of semantic textual similarity. Considering this
is an unsupervised learning task, we choose to use the pre-
trained model ‘all-mpnet-base-v2’> model which is trained
on more than 1 billion records for our task. When we feed the
model with a new maintenance problem, the sentence trans-
former will consider all the historical maintenance problems
and match them based on semantic similarity. We then use the
cosine similarity metric to identify how semantically similar
the new problem is to existing problems.

Results of textual similarity methods

To demonstrate how syntactic and semantic textual similarity
can be used, we generate several new instances of mainte-
nance problems. The first new problem is almost identical to
aconsistently appearing existing maintenance problem in the
MWOs. The second maintenance problem is also identical,
but only semantically. The third maintenance problem shows
how close semantic and syntactic matches can be obtained
if similar words appear in both pieces of text. Table 3 shows
the new maintenance problems; their preprocessed versions
after stop words removal and abbreviation expansion; the
matching syntactically similar and semantically similar prob-
lems with their matching corrective action predictions and
cosine similarity scores respectively. For each new mainte-
nance problem, we pick the top three matching problems and
their corresponding corrective actions. We can see that in the
first instance, the syntactic and semantic matches both show
existing problems that are very similar to the new problem,
and this logical similarity is further justified by their cosine
similarity scores. In the second instance, the new mainte-
nance problem consists of the word disintegrating, which
does not appear anywhere in the existing problems from
the MWOs. However, using the sentence transformer model,
semantically similar textual matches are found with the word
worn. In the same instance, the syntactically similar matches
do not appear to be a good fit. For the third new maintenance
problem, the words not clean are semantically matched with
the word dirty to find a corrective action. For the syntactic
matches of the third problem, existing maintenance prob-
lems where engine cleaning is needed are identified with
their respective corrective actions.

2 https://huggingface.co/sentence-transformers/all-mpnet-base-v2.

It is important to note here that the new maintenance prob-
lems considered have not been seen by the text similarity
models. These new or unseen problems are not present in
the MWO data, they are generated by us to demonstrate
how text similarity would be useful in a real-world sce-
nario. It is also necessary to mention that several existing
maintenance problems in the MWO data are repeated. How-
ever, their corresponding corrective actions are different even
though the maintenance problem is exactly the same. For
example, consider the existing maintenance problem from
the aircraft MWOs, #1 cyl has low compression. This same
problem has several possible corrective actions such as: ran
a/c, ops and leak good, serviced with 8 quarts of mineral
oil, removed rocket cover and staked valve with no effect,
etc. This means that there is no true corrective action for
any maintenance problem and that corrective actions can
vary based on several factors. These factors can be related
to the operator, the maintenance task, time spent inspect-
ing the problem, tools available to inspect the problem, and
any other additional context. Table 4 in Appendix shows
additional instances of new maintenance problems with syn-
tactically and semantically similar existing problems along
with the corresponding corrective actions. Note the problem
low compression observed on cyl #4. It has been semanti-
cally matched to the existing problem low compression on
cylinder 3 (55) twice, but they both suggest different correc-
tive actions. Due to the absence of a true corrective action for
any given problem, we consider the prediction of corrective
actions as an unsupervised learning problem, and use text
similarity methods in our attempt to solve it.

The corrective actions shown in Tables 3 and 4 seem
appropriate for almost all the cases of new maintenance prob-
lems. However, due to the limited context available about the
maintenance problem and the lack of a ground-truth in terms
of corrective action, any result from the text similarity meth-
ods needs to be verified using expert-knowledge. The text
similarity based corrective action prediction is aimed toward
making the job of the operator or technician easier by helping
save time in the maintenance task. In cases where the main-
tenance problem is more complex, this method would help
provide the technicians with several options to take correc-
tive actions. Regardless of the type of maintenance problem
and predictive method, the aviation industry is highly regu-
lated, and necessitates the use of domain knowledge before
making maintenance decisions.

Scenario 2: topic modeling

The original MWOs consisted of a few more attributes such
as the Air Transport Association of America chapter codes,
commonly referred to as ATA chapter/code. ATA codes are
a standardized numbering system used by pilots, engineers,
and maintenance technicians across the industry. Over the
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Table 3 New maintenance problems matched with syntactically and semantically similar existing problems to predict corrective actions with cosine

similarity scores

New Preprocessed Syntactically Corrective Cosine Semantically Corrective Cosine
maintenance new similar action using similarity similar action using similarity
problem maintenance problem using syntactic match problem using semantic
problem TF-IDF a sentence match
transformer
I/h and r/h Left hand and Right hand Replaced 0.93 2 Rocker cover  Removed and 0.93
rocker cover right hand engine 2 and gaskets gasket replaced
gasket leak rocker cover 3 rocker box leaking, right rocker cover
gasket leak cover gasket hand eng gasket
leaking
1,3 and 4 Leak check 0.92 2 and 3 rocker Removed and 0.93
rocker cover good cover gaskets replaced
gasket leaking, left rocker cover
leaking on hand eng gaskets
left hand
engine
Right hand 2 Removed and 0.92 Left hand 4 Removed and 0.92
and 4 rocker replaced with rocker cover replaced
cover gaskets new gaskets gasket leaks gasket
leaking
Baffle plugs Baffle plugs Both baffle Installed baffle 0.66 Baffle plugs Replaced both  0.81
disintegrating disintegrating plugs missing plugs worn baffle plugs
too many tabs
Left hand and Replaced left 0.66 Baffle plugs Removed and 0.80
right hand hand and worn out replaced
baffle plugs right hand plugs
missing tabs baffle plugs
Baffle plugs Installed 2 new  0.65 Engine baffle Installed new 0.80
have many baffle plugs plugs bad baffle plugs
missing
fingers
Engisnotclean  Engine is not Both lower Cleaned both 0.81 Engine is dirty Washed 0.82
clean engine cowls cowls engine
need cleaning
Engine oil Cleaned engine  0.78 Engine air filter =~ Removed and 0.75
cooler can be oil cooler dirty replaced
cleaned engine air
externally filter. Next
due 7/31/17
Oil leak noted No leak noted 0.77 Engine requires  Unmasked and  0.65
on front on run up overhaul cleaned
engine parts,
section installed new

cylinders on
engine

years, the ATA codes have been modified to what is now the
Joint Aircraft System/Component (JASC) codes, colloqui-
ally referred to as JASC/ATA codes (FAA Flight Standards
Service, 2008). Understandably, these codes are a very crit-
ical part of the record-keeping process of different airlines,
private aircraft operators, and manufacturers. However, it is
not an easy task to link the maintenance problems to these
codes (U.S. Department of Transportation & Federal Avia-
tion Administration, 2017), and this is an industry-wide issue
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due to the complexities of maintenance problems. In a lot of
cases, MWOs are manually linked to the ATA codes which
can be a time-consuming process. Since many of the mainte-
nance issues reported in the MWOs are similar, we can apply
TLP to process the data and predict the matching ATA codes.
A technique known as Topic Modeling helps in identifying
and extracting keywords to determine the most dominant top-
ics prevalent in the data. Topic Modeling has been applied in
several domains such as aviation safety (Rose et al., 2022),
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software maintenance tasks (Sun et al., 2015), and railway
fault diagnosis (Wu, 2018). We use Topic Modeling to extract
the most dominant keywords and identify suitable topics that
can be linked with the standardized ATA codes.

Latent Dirichlet allocation (LDA)

The algorithm we choose for Topic Modeling is Latent
Dirichlet Allocation (LDA), which is an unsupervised prob-
abilistic model introduced for machine learning (Blei et al.,
2003). It characterizes documents as a mixture of topics
where each topic is represented as a distribution over words
(Jelodar et al., 2019). A few assumptions made for LDA
are: (1) each document is represented as a probabilistic dis-
tribution over topics, (2) the topic distributions in all the
documents have a common Dirichlet prior, (3) each topic
is also represented as a probabilistic distribution over words,
and (4) word distributions in all the topics have a common
Dirichlet prior as well. To understand the math behind LDA,
let’s define a few terms and equations.

Consider a corpus D with documents M having a vocab-
ulary of size N. The documents d consists of N; words with
d € {1, ..., M}. The generative process for each document
W in corpus D assumes:

e Choose a multinomial distribution ¢, for a topic ¢ with t €
{1, ..., T} from a Dirichlet distribution with a parameter
B.

e Choose another multinomial distribution 8; for document
d withd € {1, ..., M} from a Dirichlet distribution with
parameter o.

e For a word w,, withn € {1, ..., N4} in a document d,

(a) Select a topic z,, from 6,4,
(b) Select a word w,, from ¢_,.

For the above process, the observed variables are the
words, the latent variables are ¢ and 6, and the hyperpa-
rameters are B and «. The probability of a corpus is shown
in (3):

M
pDle, By =[] / p(Bale)
d=1

Ng
[12_,, pGanlbo)pQwanlzan, B) |d6a
n=1 "

3

To make this task as close to what it would be like in the
industry, we only consider the maintenance problem and do
not use the corrective action data. The same pre-processing
steps outlined in section “Preprocessing maintenance work
orders” are applied to the MWOs with some minor changes.

First, some more stop words are removed since words like
right hand, need, have, and, etc. have little importance when
we are trying to identify a topic to match with ATA codes.
Next, we perform word tokenization on the data, which
means that we convert words into numeric representations.
Since we have preprocessed the data pretty thoroughly, word
tokenization should be effective. LDA then identifies the
most dominant topics in the MWO along with the associ-
ated keywords that are considered to be salient terms. To
determine how all the words are associated to each topic is
determined by making two important considerations. First,
we consider a ranking measure called Lift (Taddy, 2012),
which is the ratio of a word’s probability within a topic to
its marginal probability across the entire corpus. Then, we
consider a parameter called Relevance (Sievert & Shirley,
2014), a method for ranking words within topics explained
in the following manner.

drw denotes the probability of aword w € {1, ..., V} for
atopic k € {1, ..., K} where V is the number of words in
the vocabulary and p,, is the marginal probability of a word
w in the corpus. The value of ¢ is estimated using LDA and
Dw 18 determined from the empirical distribution of the data.

Relevance of word w to topic k given weight parameter X,
where 0 < A < 1, is shown in (4):

r(w, k|A) = AMog(drw) + (1 — A)log(";ﬂ) )

w

where X is the weight assigned to the probability of the word
w under topic k relative to its Lift.

Results of topic modeling with LDA

For LDA model, we experimented with different learning
rates and a different number of topics to obtain the most effec-
tive representation of the data in the MWOs. We find that the
learning rate of 0.7 using the batch learning is most suited for
our task and the model is run for 20 iterations. We identify
that the optimal number of topics is between two and three,
so we use three topics to characterize the data. We create a
visualization in Python using the LDAvis method (Sievert &
Shirley, 2014) to generate a global perspective of the topics
(see Fig. 6). The areas of the circles are representative of the
relative prevalence of each topic in the MWO corpus. The
inter-topic distances used in this model are computed using
the Jensen—Shannon divergence (Fuglede & Topsoe, 2004)
and scaled with principal components as the axes using Prin-
cipal Component Analysis (Wold et al., 1987). We observe
large, non-overlapping topics conveying that the topics are
distinct. Here, Topics 1, 2, and 3 contain 39.9%, 33%, and
27.1% of all the tokens in the corpus respectively.

To understand what relevance and lift mean in the context
of the MWOs, we can look at Fig. 7. The visualization shows
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PC1

Topic 3 (27.1% of tokens)

Marginal topic distribution

2%
5%

10%

Fig. 6 Inter-topic distance map via multidimensional scaling

six bar graphs, with two graphs for each topic. For each topic,
we evaluate the words associated with it by setting the value
of the weight parameter as A = 1 and A = 0. The blue bar
for any word represents the frequency of that word in the
overall model and the red bar represents the frequency of
that within a specific topic. The slider on the top of each
graph controls the relevance metric. A word’s association
with a topic can be considered to be high if the frequency
of its occurrence in that topic is high. This is achieved by
setting A = 1. In this case, words are sorted by the frequency
of their occurrence in the topic, represented by the length
of the red bars. A word can also be considered to be highly
associated with a topic if its /ift is high, i.e., how much the
frequency of a word in a topic stands out above its overall
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Topic 2 (33% of tokens)

PC2

Topic 1 (39.9% of tokens)

frequency in the model. In other words, the ratio between
the red and blue bars. For Topic 1, almost the same words
are shown in both graphs, making it clear that those words
are representative of the model. For Topic 2, we observe that
the most frequently occurring terms are baffle, engine, oil,
cylinder, seal, etc. We also note that with A = 0, for words
such as oil, cracked, seal, aft, forward, screw, side, etc.,
stand out compared to their overall frequency in the dataset
of MWOs. This gives us some more information about the
topic. In the case of Topic 3, the most relevant terms by the
frequency of their occurrence are engine, cylinder, baffle,
intakes, etc. The words that stand out the most are intakes,
compression, low, rpm, plug, etc.
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We use this information learned from Topic Modeling to
identify what JASC/ATA codes (FAA Flight Standards Ser-
vice, 2008) these topics can be linked to. The JASC code
of 7160 is related to all maintenance done with regards to
the Engine Air Intake System. Topic 1 seems to have the
keywords that fit into this maintenance category. The terms
leaking and intake are dominant, and records from the MWOs
that belong to Topic 1 could fall be annotated with code 7160.
For Topic 2, the dominant terms are baffle, engine, and oil.
The JASC code of 8550 pertains to Reciprocating Engine
Oil System, so Topic 2 could be related to this code. Codes
7261—Turbine Engine Oil System, and 7900—Engine Oil
System could also be appropriate annotations for the main-
tenance problems from this Topic 2. For the Topic 3, the
terms intakes, compression, seal, engine, and baffle are dom-
inant. The JASC Code of 8530 pertaining to Reciprocating
Engine Cylinder Section seems to fit the description given the
keywords of Topic 3. With the limited information available

in the MWOs, we can see why linking standardized main-
tenance codes to maintenance issues can be a tedious and
difficult task. Even after preprocessing with TLP, we can-
not provide a 100% linking of maintenance problems to the
codes because we do not have any context of the issue other
than the short phrases in the MWOs. Yet, our method with
Topic Modeling is capable of identifying dominant topics
and getting approximate matches to the maintenance codes
with the closest descriptions.

Research contribution and discussion

NLP has been very effective at analyzing text data from var-
ious domains. It has also been adapted to technical text from
medicine, supply chain, and finance. Technical text data from
MWOs though, is quite distinctive. It is generated by a human
source, so the language used by operators, technicians, etc.
is not easy to understand due to the highly specific collo-
quialisms, technical jargon, short hand, abbreviations and
the domain-specific terminology. Off-the-shelf NLP meth-
ods perform poorly when provided with such data. TLP can
be used to process highly complex technical text by incorpo-
rating domain knowledge. Given this research opportunity,
we highlight how TLP can be used as a disruptive strategy to
advance PHM and maintenance by:

(1) Proposing a TLP framework for PHM that uses expert-
knowledge in a human-in-the-loop format.
(2) Applying the framework to MWOs from aircraft to:

(a) Predict corrective actions for new maintenance
problems by using syntactic and semantic text sim-
ilarity methods,

Identify dominant topics and keywords from main-
tenance problems, matching them with standard-
ized maintenance codes, and annotating all the
records using those codes.

(b)

Our research shows that TLP can be effective in tack-
ling the complexities and heterogeneity of the technical text
data. For the aircraft MWOs, we found that the data only
has two columns that convey meaningful information. We
also discovered that it takes an extensive study of the domain
knowledge to identify what the common acronyms, abbrevi-
ations, short hand, and technical jargon used in the industry
are. Stop word removal on this data was an extremely chal-
lenging task. It took several iterations to come up with the
best list of stop words for our tasks. Upon examining the data,
we observed that most of the maintenance problems in the
MWOs are related to the power plant or very closely related to
the engine and its associated components. The MWOs could
have been for a smaller aircraft or a training aircraft, in which
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case the most important concerns would have been high-
lighted. For a much larger dataset, we would have probably
encountered work orders from other areas of aircraft main-
tenance. However, the proposed framework can be extended
to larger data from different domains, as long as it integrates
appropriate domain-knowledge.

Conclusion and future work

In this work, we demonstrate how TLP can be applied to
the PHM paradigm. We review the current maintenance
strategies and the different types of text data. The notable dis-
tinctiveness of technical text data from MWOs is emphasized
by examining some sample maintenance records. While NLP
is successful in processing non-technical data and has been
adapted successfully to certain technical text, we demon-
strate how it underperforms on technical text from MWOs.
The MWOs considered are highly unstructured, with a large
number of technical abbreviations, short hand and mainte-
nance related colloquialisms. To overcome these challenges,
we propose a TLP framework for PHM that and provide an
outline of all the steps involved. The framework uses knowl-
edge from domain experts in a human-in-the-loop format. We
also identify the potential areas of application for TLP using
the framework. To demonstrate its practical applications, we
apply it to technical text data from MWOs of aircraft and
identify two relevant scenarios of application.

We first use the existing data from the MWOs to help
in predicting corrective actions for new maintenance prob-
lems. We identify existing maintenance problems using both
syntactic and semantic textual similarity techniques and pre-
dict the top three corrective actions for new maintenance
problems based on cosine similarity scores. We use text sim-
ilarity methods because the data lacks any form of annotation
to allow classification models to be used, and maintenance
problems do not necessarily have a true corrective action.
The corrective actions can vary depending on a variety of
factors such as the technician or operator, the inspection
performed to assess the problem, the time spent inspecting
it, the severity of the problem, environmental factors, etc.
Due to the limited context available to us from the data, we
choose an unsupervised learning approach to demonstrate
how corrective actions can be predicted using only the text
from a new maintenance problem. To calculate syntactic and
semantic similarity, we use TF-IDF and a BERT transformer
respectively. Our predictions show that the recommended
corrective actions are appropriate for the new problems pre-
sented, and our results are reaffirmed with cosine similarity

@ Springer

scores. The results also highlight instances where a correc-
tive action predicted using syntactic match might be more
suitable to the maintenance problem than one obtained using
a semantic match, and vice-versa. This confirms that there
is a need for both syntactic and semantic textual similarity
methods when assessing complex maintenance data. In the
second scenario, we apply Topic Modeling to the technical
text from MWOs. To replicate what this scenario might be
like in the real-world, we decide to only use the data from
existing maintenance problems, and do not use the data from
corrective actions in modeling the topics. We use LDA to
extract the most dominant topics and salient terms from the
problems. We identify three dominant topics and use metrics
such as /ift and relevance to select the most appropriate key-
words for each topic. We then use these keywords and the
description of the JASC/ATA codes to match the maintenance
problems from each of the topics to an appropriate code. This
helps us to identify what JASC/ATA code a new maintenance
problems corresponds to and can be annotated with. We find
that the data considered consists of maintenance problems
that are predominantly related to the aircraft’s engine and
its nearby systems. Our results are consistent with the text
descriptions provided with the standardized codes.

We suggest that future works in the area of TLP for PHM
be focused on incorporating technical text processing in con-
junction with predictive maintenance techniques to form a
prescriptive approach. We also propose collaboration among
organizations and industries to standardize maintenance ter-
minology and jargon, which would enable the construction of
large corpora for maintenance text. TLP can also be extended
to other areas of manufacturing with the abundance of text
data. Quality inspection logs generate a lot of text data on
which TLP can be used to help determine whether a product
needs to be reworked/scrapped. The results of our research
reemphasize that TLP is here to stay and our outlook for its
widespread incorporation in the industry is optimistic.
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Appendix

See Table 4.

Table 4 Results of text similarity based corrective action prediction showing additional instances of new maintenance problems

New Preprocessed Syntactically Corrective Cosine Semantically Corrective Cosine
maintenance new similar problem  action using similarity similar problem  action using similarity
problem maintenance using TF-IDF syntactic using a semantic match
problem match sentence
transformer
Low Low Cylinder 2 Performed 0.94 Cylinder 4 has Rechecked 0.90
compression compression compression compression low compressions
observed on observed on low. air noted on 2 cylinder compression after post run,
cyl #4 cylinder 4 and observed after run and ops ck good
out of exhaust noted 70/80
Right hand Added 8 qts of  0.87 Low Operations 0.88
engine 4 mineral oi. compression safety section
cylinder low ran engine, on cylinder 3 and leak
on no leaks. (55) check good
compression operational
(30 1bs) safety section
check
Low Found to have 0.86 Low Removed 0.88
compression 57/80 psi compression cylinder,
on cylinder 1 compressor on cylinder 3 found to be
and burnt (55) burnt exhaust
exhaust valve valved,
installed
Assistance Assistance Start assist Started aircraft ~ 0.76 Aircraft will Brought a/c in 0.50
required for required for required using normal not start hangar to
start up start up procedures warm up. a/c
started
Pilot requires Started aircraft ~ 0.73 Pilot reports Started aircraft 0.39
start assist start assist
Crew requested  Started engine 0.66 Pilot requests Started aircraft 0.33
start assist for crew start assist
Metal dust in Metal dust in Small amount Aw lycoming 0.82 Engine to be Installed engine  0.66
oil oil of metal si 1492d, oil removed for on airframe.
found in right change and metal found Began routing
hand engine filter insp in oil fuel lines
oil filter require
Engine to be Washed 0.79 Small amount Aw lycoming si ~ 0.65
removed for fuselage and of metal 14924, oil
metal found baffles. found in right change and
in oil Installed hand engine filter insp
scroll and oil filter require
cleaned
Engine to be Removed 0.79 Fuzz in oil Removed fuzz 0.58
removed for engine from cooler
metal found airframe
in oil
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