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Abstract

Machine learning with considering data privacy-preservation and personalized models has received attentions, especially in
the manufacturing field. The data often exist in the form of isolated islands and cannot be shared because of data privacy in
real industrial scenarios. It is difficult to gather the data to train a personalized model without compromising data privacy. To
address this issue, we proposed a Federated Transfer Learning framework based on Auxiliary Classifier Generative Adversarial
Networks named ACGAN-FTL. In the framework, Federated Learning (FL) trains a global model on decentralized datasets
of the clients with data privacy-preservation and Transfer Learning (TL) transfers the knowledge from the global model to a
personalized model with a relatively small data volume. ACGAN acts as a data bridge to connect FL and TL by generating
similar probability distribution data of clients since the client datasets in FL cannot be directly used in TL for data privacy-
preservation. A real industrial scenario of pre-baked carbon anode quality prediction is applied to verify the performance of
the proposed framework. The results show that ACGAN-FTL can not only obtain acceptable performance on 0.81 accuracy,
0.86 precision, 0.74 recall, and 0.79 F1 but also ensure data privacy-preservation in the whole learning process. Compared
to the baseline method without FL and TL, the former metrics have increased by 13%, 11%, 16%, and 15% respectively.
The experiments verify that the performance of the proposed ACGAN-FTL framework fulfills the requirements of industrial
scenarios.

Keywords Federated transfer learning - Auxiliary classifier generative adversarial networks - Data privacy - Personalized
model

Introduction

Presently machine learning is developing rapidly and playing
a valuable role in various industrial scenarios and applica-
tions (Ray, 2019). This is a result of its excellent capability to
extract the implicit function from data. Traditional machine
learning trained a centralized or global model with abundant
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data, however, it may run into bottlenecks as in industrial
scenarios there are many restrictions. First of all, the train-
ing data are not easy to obtain and the data volume is often
not enough to train a performance machine learning model
(Jing et al., 2019). Moreover, there are many policies and
regulations for protecting the privacy and security of indus-
trial data. Therefore, the industrial data exist in the form of
isolated islands and cannot be shared to train a global model
(Liang et al., 2020). Thirdly, a personalized model is needed
since the same types of equipment but different production
processes and materials may lead to different patterns and
implicit functions in industrial scenarios (Kashyap, 2017).
How to quickly and accurately train a personalized model is
the core target of industrial machine learning.

Federated Transfer Learning (FTL) can be applied to sur-
mount the aforementioned bottlenecks which can satisfy the
demands on lack of data, data privacy-preservation, and per-
sonalized model. FTL is a kind of framework that organically
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combines Federated Learning (FL) with Transfer Learning
(TL) from the system point. FL trains a model on a large
corpus of decentralized data with data privacy-preservation
and TL can transfer the knowledge from the trained model
to a personalized model with a relatively small data volume.
According to this idea, there are three FTL paradigms: (1)
FL and TL have an ordinal relation. FL enables the creation
of a powerful global model with data privacy-preservation.
After that TL allows that global model to share knowledge
between tasks from different but related domains (Saha &
Ahmad, 2021). (2) TL is a part of FL, that TL is adopted
as an approach to establish a personalized model, which can
decrease the computation and communication costs in the
FL system (Wang et al., 2022; Zhang et al., 2022). (3) FTL
allows knowledge to be shared with data privacy-preservation
of the clients and enables knowledge to be transferred from
the source domain to the target domain in a data federation
(Liu et al., 2020a). The three FTL paradigms can be chosen
according to the industrial scenario and its targets. In most
instances, TL requires the global model and data from FL,
however, the data from FL cannot be shared for data privacy-
preservation. A data bridge to connect FL and TL is the key
technology in FTL.

The major concerns of FTL are data privacy-preservation
and personalized model building, which is closer to real
industrial scenarios than traditional machine learning. In this
paper, we faced an industrial problem of quality prediction
in the electrolytic aluminum industry, which is a typical
binary classification problem in machine learning. The prod-
uct called pre-baked carbon anode (PCA) or anode carbon
block, is produced in the production lines with petroleum
coke and petroleum coke as aggregate and modified pitch as
a binder. The aggregate is preheated to a specific temperature
and then kneaded by a kneader with the melted pitch. The
kneaded materials are transported to a moulder for vibro-
compacting to form the shape of PCA. The PCA has been
baked in a baking furnace, after that it has a stable geome-
try. The qualified PCAs will be used as the anode material
in the aluminum electrolytic cell. The unqualified PCAs and
butt anodes will be crushed and reused in the next PCA pro-
duction. The brief production process of PCA is shown in
Fig. 1.

Since the quality of PCA has direct effects on electrolytic
aluminum efficiency, the research on the quality prediction
of PCA is very meaningful. In this industrial scenario, train-
ing a quality prediction model of PCA mainly faced the two
following challenges:

(1) The carbon plants (with one or more production lines)
urgently need a machine learning model for quality
prediction, however, they are reluctant to share their
production data with others or third parties. Since the
production data include some sensitive information,
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such as product size, product quantity, production pro-
cess parameters, etc. There exist practical risks of data
leakage and abuse once the data are shared, and the pro-
duction data of each carbon plant should be protected.
A quality prediction model should be trained without
data sharing due to privacy and security concerns.

(2) As the price of primary aluminum has increased, the
yield of electrolytic aluminum has increased by 20%
from 2016 to 2020 in China. Plenty of production lines
have been established. In the real industrial scenario, the
production data are not easy to obtain and each newly
built production line has its own specific production pro-
cess. A well-trained quality prediction model may not
be appropriate for a new production line. That means a
personalized quality prediction model has to be trained
with scarce production data. It is hard to train a per-
formance model in that situation based on traditional
machine learning methods.

According to the challenges above and the industrial sce-
nario, we focused on the first FLT paradigm which carbon
plants (act as the clients) leverage FL to train a global
model and then transfer the knowledge of this model to a
newly built carbon plant (acts as the target client) by FL. In
this paper, a new FTL framework (ACGAN-FTL) based on
the idea of Auxiliary Classifier Generative Adversarial Net-
works (ACGAN) as a data bridge is proposed to tackle the
challenges in industrial applications, which considered data
privacy-preservation and personalized model.

We summarize our main contributions as follows:

1. Anew FTL framework based on ACGAN as adata bridge
for industrial applications is proposed, which can train a
global model with data privacy-preservation and learn a
personalized model ground on the global model through
knowledge transfer.
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2. We applied the proposed ACGAN-FLT framework to the
PCA production with real-life data for quality prediction.
Experiments show that ACGAN-FLT noticeably guaran-
tees data privacy and decreases the model training time
compared to traditional machine learning approaches
which do not apply our framework.

3. The proposed framework is scalable and extensible
for personalized model training which focuses on data
privacy-preservation. It can not only apply to the PCA
quality prediction but also deploy to other industrial
applications which consider data privacy-preservation
and personalized model-building.

The remainder of this paper is organized as follows.
We review the related works and point out some research
gaps on product quality prediction, industrial applica-
tions of FTL and ACGAN in section “Related works”. In
section “Proposed ACGAN-FTL framework”, we present the
ACGAN-FTL framework and data preprocessing method. In
section “Experiments”, we set up experiments, then analyze
and compare the performance of the proposed method with
others. The discussions and conclusions are presented in sec-
tions “Discussion” and “Conclusion”.

Related works
Machine learning for product quality prediction

Product quality improvement is the eternal melody of the
industry. Therefore, product quality monitoring (Castafio
et al. 2020), prediction (Liu et al., 2021a), or control (Dutta
et al., 2021) with Al strategies have been popular and com-
mon topics. Their target is identifying defective products
and promptly improving product quality with advanced tech-
niques. In this paper, we focused on predicting the quality
of PCAs since the inner of a PCA is invisible and each
process has an effect on it. Researchers applied various
machine learning methods to realize product quality predic-
tion, Neural Network is a common and useful algorithm.
Hou et al. (2022) established a prediction model based on
back-propagation Neural Network and Genetic Algorithm
to predict the quality of the extrusion thread. The effective-
ness of the method was validated by an industrial dataset.
Chang et al. (2020) proposed a back-propagation Neural Net-
work optimized by Mind Evolutionary Algorithm to predict
the penetration quality of asymmetrical fillet root welding.
Singh and Desai (2022) developed an image-based frame-
work considering pre-trained Convolutional Neural Network
(CNN), ResNet-101 to detect surface defects on the center-
less grinding of tapered rollers. Kusuma and Huang (2022)
predicted the product quality of silicon steel sheets in terms
of the average kerf width of a straight slot cutting by using

the DNN. Since production processes are subject to contin-
uous changes, Tercan et al. (2022) applied memory-aware
synapses and weight transfer to realize continual learning
of neural networks for quality prediction in injection mold-
ing. Wang et al. (2019) proposed a Neural Network model
for automatically predicting work-in-progress product qual-
ity and applied powder metallurgy process to verify that the
model has high accuracy in the quality prediction.

Besides the Neural Network, other machine learning
methods are also qualified for quality prediction. Ye et al.
(2018) established a weighted Random Forest algorithm to
forecast the casting billet quality with considering multi-
process parameters. Schorr et al. (2020) presented a Random
Forest model based on torque measurements to predict the
concentricity as well as the diameter of drilled and reamed
bores of the valves. Wang et al. (2020) incorporated Random
Forest with Bayesian optimization for tackling the problem
of product quality prediction, especially the products have
large-scale dimensions data. Liu et al. (2020b) proposed
an end-to-end unified product quality prediction framework
called QTD and designed a novel bidirectional serial—paral-
lel Long Short-Term Memory (LSTM) algorithm for product
quality prediction. Bai et al. (2021) integrated rough knowl-
edge with LSTM to form an ensemble learning framework
for manufacturing quality prediction and verified the per-
formance of this framework with a manufacturing quality
control dataset. Wang et al. (2021) proposed an LSTM
recurrent neural network to accurately predict the qual-
ity of ultrasonic welding based on monitored signals. Ren
et al. (2021) proposed a semi-supervised parallel deep fac-
torization machine model for product quality prediction. The
performance and effectiveness of the proposed methods were
demonstrated on a real-world dataset. Jung et al. (2021) tried
to test and compare the performances of different machine
learning algorithms (tree-based algorithms, regression-based
algorithms, and autoencoder) in product quality prediction.
Zhang et al. (2021) proposed an enhanced bidirectional graph
attention network to predict quality indices of the manu-
facturing process with considering dependency relationships
among multiple machines in the multistage manufacturing
process. Ma et al. (2022) proposed a soft sensor modeling
framework that applied k-nearest neighbor mutual informa-
tion for dimension reduction and variable selection and then
designed a bidirectional gated recurrent unit structure for
quality prediction.

To sum up, the papers discussed above leverage typical
machine learning methods to get satisfactory results on prod-
uct quality prediction by training a model based on a mass
of data or samples. However, a mass of data is not easily
accessible in most industrial scenarios. Since the data exist
in the form of isolated islands and are not easily shared due
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Table 1 FTL frameworks and applications

Researchers Frameworks Applications Data bridge Datasets
Zhang and Li (2021, Machinery fault FTL Fault diagnosis Prior distribution, Deep CWRU dataset, Crack

2022a, 2022b) Adversarial dataset

Networks
Chen et al., (2020, 2021)  FedHealth, Wearable device Shared data Parkinson disease dataset
FedHealth2
Li and Wang (2019) FedMD Heterogeneous data Uniquely designed models =~ FEMNIST,
CIFAR10/CIFAR100
Yang et al. (2021) FedSteg Image Steganalysis Shared data BOSSbase 1.01
Liet al. (2021) FedSWP Occupational health and Shared data YawDD
safety

Majeed et al. (2021) Cross-Silo FTL Traffic Classification Model transfer UNB ISCX

Kopparapu and Lin TinyFedTL Tiny device
(2021)
Raza et al. (2022) ECG-FTL Electrocardiography

Cheng et al. (2022)

Fan et al. (2020)
Zhang et al. (2022)

Intrusion detection
FTL

IoT Defender
COVID-19 FTL

Intrusion detection

Intrusion detection
COVID-19 detection

Shared data

Shared data

Shared data

Shared data
Shared data

VPN-NonVPN network
traffic dataset

ImageNet

Electrocardiography
dataset

NSL-KDD1,
UNSW-NB15

CICIDS2017, NSL-KDD
COVID-19 Radiography

Database, Chest X-Ray
Images

to data privacy-preservation. Moreover, a personalized train-
ing scheme should be considered for better product quality
prediction.

FTL frameworks and applications in industrial
scenarios

FL was first proposed by Google in 2016 and then applied this
framework to realize next-word prediction and word com-
pletions functions without data leakage (McMahan et al.,
2016). FL is a typical decentralized machine learning that
clients collaboratively train a global model under the orches-
tration of a central server, while keeping the training data
in clients (Ge et al., 2021). From the aspect of the model,
the trained model of FL can be used as a basic model and
reused in the same or similar tasks only requiring a few adjust-
ments. However, it is hard to find an available basic model in
industrial scenarios. TL is a learning technique to transfer a
source domain knowledge into a new domain (target domain)
and minimize the mismatch between them (Zhuang et al.,
2021). TL can not only improve the learning performance in
a new domain but also reduce the model training time and
data-labeling cost (Felipe & Anna, 2019). FTL combines the
advantages of FL and TL for training a personalized model
with data privacy-preservation.

The core idea of FTL is to share the knowledge instead
of the data and to transfer the knowledge to other tasks for

@ Springer

building a personalized model. The thoughts of FTL are close
to the demands of industrial scenarios, researchers started to
focus on the applications of FTL in recent years as Table 1
shown.

In conclusion, researchers have proposed kinds of frame-
works for FTL to tackle the problems in relative industrial
scenarios. However, there are still two challenges to be
resolved.

1. From the data bridge perspective, most researchers
assumed that the server has public data or shared data
from clients which can be used in TL as source data. How-
ever, in most industrial scenarios, the server only acted
as an aggregator and did not own data. That means the
source data have to be obtained from the clients, which
should destroy the privacy-preservation of FL;

2. From the dataset perspective, researchers verified their
proposed frameworks by utilizing public datasets which
are elaborated. In industrial scenarios, the data usually
have useless or irrelative information such as inconsis-
tencies, missing values, noises, or redundancies. In the
face of industrial scenarios, public datasets are not the
best choice to verify the FTL frameworks when com-
pared with real industrial production data.

In this paper, we used production data which are collected
from the equipment embedded with sensors in production
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lines and applied the idea of the Generative Adversarial Net-
work to generate similar probability distribution data of the
clients’ data which can be shared and used as source data in
TL.

Auxiliary classifier generative adversarial network

Generative Adversarial Network (GAN) is a machine learn-
ing framework that the generator produces the candidate data
and the discriminator used for evaluation. They contest with
each other in a game until the discriminator cannot evaluate
the data generated by the generator (Sun et al., 2021). The
contest operates in terms of data distributions, in other words,
GAN can generate similar probability distribution data with
original data. GAN has been applied in a range of applica-
tions, including data augmentation, image synthesis, image
superresolution, style transfer, semantic image editing, and
classification (Creswell et al., 2018). The datasets in our
case study are used for the binary classification task, Auxil-
iary Classifier Generative Adversarial Network (ACGAN) is
applied since it does not only predict if the data is ‘real’ or
‘fake’ but also has to provide the ‘source’ or the ‘class label’
of the given data (Odena et al., 2017). Besides that, in most
industrial scenarios, the proportion of unqualified products
is very low, we should intentionally generate these data for
tackling the data imbalance problem.

In most industrial scenarios, ACGAN is used to realize
data augment and data imbalance. For data augmentation,
Zhou et al. (2021) proposed a fully automatic electro-
cardiogram classification system based on ACGAN. They
augmented the data by generating various coupling matrix
inputs according to different arrhythmia classes. Li et al.
(2022) applied ACGAN as a data-augmentation method to
tackle the issue of lacking samples in rotating machinery fault
diagnosis. Waheed et al. (2020) applied ACGAN to gener-
ate synthetic chest X-ray images for COVID-19 detection
since training a model needs a large number of chest X-ray
images and collecting images in such a short time is hard.
Shao et al. (2019) developed a framework based on ACGAN
to learn and generate real one-dimensional raw data from
mechanical sensor signals. They used the generated signals
as augmented data for machine fault diagnosis. Dixit et al.
(2021) proposed a conditional ACGAN framework coupled
with model agnostic meta learning to tackle the problem of
limited fault samples by generating synthetic samples.

For data imbalance, Liu et al. (2021b) proposed a focal
ACGAN for defective wafer pattern recognition with imbal-
anced data and measured it on a real-world wafer map dataset
to prove it outperforms Support Vector Machine and Convo-
lutional Neural Network. Zhao and Yuan (2021) proposed
an improved ACGAN with an Auto-Encoder to enhance the
fault diagnosis performance with imbalanced data. The Auto-
Encoder was used for the similarity estimation of generated

samples. Xia et al. (2018) proposed generating virtual acous-
tic data using the ACGAN and demonstrated the improved
performance of the proposed technique compared to exist-
ing acoustic event detection systems. Ding et al. (2022)
proposed a tabular data sampling method integrating the K-
nearest neighbor method and tabular ACGAN to balance
the normal samples and attack samples. Du et al. (2022)
applied the variational auto-encoder and ACGAN to generate
electrocardiogram images and then the convolutional neural
network is used to automatically recognize arrhythmias. Luo
et al. (2022) developed a two-stage GAN to address imbal-
anced data problems in network traffic classification. In the
first stage, TimeGAN learned the time—series information of
sequence data, and then ACGAN generated synthesized data
samples for balancing data in the second stage.

In a summary, the above-mentioned papers have proved
that ACGAN is a useful method for data augmentation or
data balancing. According to the mechanism of ACGAN,
it also could be a feasible approach to be used as a data
bridge for data privacy-preservation in FTL. In this paper,
we leveraged ACGAN to generate similar probability distri-
bution data instead of original data to train a model in TL. To
the best of our knowledge, ACGAN was applied as the data
bridge for the first time.

Proposed ACGAN-FTL framework
Problem definition and overview of the framework

The problem of FTL can be defined as: the data from
N different clients (carbon plants), denote the clients by
{Cy, C», ..., Cn} and the target client (the new carbon plant)
C;. The PCA production data they have by { D1, D>, ..., Dy}
and D;. The majority of machine learning methods train the
target model fr only by D;. In this paper, the problem can be
defined as gathering all the clients’ data D = UlN: ( Dj to train
aglobal model f; where any client C; does not reveal its data
D; to one another. And the knowledge of the global model
can be transferred to build the target model f7. Let Ap,p,
and Ap, represent the accuracy of the target client’s model
trained by FTL and non-FTL, respectively. And the train-
ing time of FTL and non-FTL are Tp4p, and Tp,, it should
be pointed out that Tp p, is only the training time of TL
based on trained global model, since if the global model has
been trained once, it can be reused many times. The objective
of ACGAN-FTL is to guarantee the performance of FTL is
superior to that of traditional learning methods, and the train-
ing time is far less than traditional learning methods, which
can be expressed as:

Ap+p, —Ap, > A (D

t

@ Springer
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where A is an extremely small nonnegative real number.

According to the industrial scenario and challenges
explained above, the FTL framework based on ACGAN for
PCA quality prediction is proposed as Fig. 2 shown. The
ACGAN-FTL aims at achieving a personalized model with
accurate quality prediction for the new carbon plant (target
client). There are N clients and one server in FL and a target
clientt in TL, the data of each client cannot be shared. In the
ACGAN-FTL framework, FL and TL have ordinal relation
that FL trains a global model and TL transfers the knowledge
of global model to the target client for building a personalized
model.

In FL, the server sets a Deep Neural Network (DNN)
model structure for this case study (the global model in Fig. 3)
and then the global model is distributed to all clients where
each of them can train their local models with client datasets.
Then the encrypted parameters of local models are updated
to the server where the parameters (weights and biases) are
aggregated and formed the global model. The server dis-
tributes the encrypted parameters of the global model to all
clients for the next iteration until satisfying preset conditions.

In TL, ACGAN is used as a data bridge to generate
similar probability distribution data with client datasets.
The generated data replace the client datasets as source
data and a personalized model is trained with the global
model and target data together. The knowledge of the global
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Fig. 3 Knowledge transfer between the global model and personalized
model

model is transferred to the target model by appropriate
approaches, such as model fine-tune, maximum mean dis-
crepancy, CORAL (correlation alignment), etc. Since the
label of target data is unavailable in this case study, the
CORAL method is applied to align the domains between
the source and target models (Fig. 3).

Data preprocessing and dataset of PCA production

In this paper, we used the data collected from PCA production
equipment according to the production process. There are
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Fig. 4 Data preprocessing and
dataset
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three carbon plants (Client1, Client2, Client3) and one server
in FL, and one carbon plant (target client) in TL. Clientl,
Client2 and Client3 have 37,586, 45,404 and 39,567 samples
respectively, and each sample includes 52 features collected
by sensors on equipment, such as kneaders, moulders, baking
furnaces, etc. The target client has about 7800 samples with
the same features and no labels. Particularly, there is no data
in the server, which is a third-party service provider and only
used for the global model aggregation. Beneficial from this
setting, all three isolated client datasets can be conducted to
evaluate the performance of PCA quality prediction with data
privacy-preservation.

In order to obtain knowledge with better performance, data
preprocessing plays a significant but also time-consuming
role within the entire data mining process (Fan et al., 2021).
Industrial raw data usually come with useless or irrelative
information such as inconsistencies, missing values, noises or
redundancies. Through conducting proper data exploration
and feature engineering, high-quality data are able to be fig-
ured out that fit the following mining process. We used the
Boxplot to discover data and fill outliers with median val-
ues. For the part of feature engineering, a low variance filter
and high correlation filter were applied to reduce the low
information features and high similar features at begin. After
that, a Sequential Backward Selection (SBS) algorithm was
used to further reduce features. SBS is categorized as one
of the wrapper methods. The entire variable set in SBS is
set up as the removal start and the feature will be elimi-
nated at a time if its elimination provides the least impact on
the predictor performance (Somol et al., 1999). After imple-
menting previous methods in our case study, the features of
PCA production data drop from 52 to 32 as the final input
shape. Then the training data and test data were splitin a ratio
of 80:20. We used one-hot encoding for tackling the nomi-
nal data. Finally, normalization and standardization methods
were applied. The procedure of dataset establishing is shown
in Fig. 4. The same data preprocessing procedure was used
to target client data.

-

Features
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ACGAN as a data bridge

ACGAN is proposed by Odena et al. (2017), as an extension
of the original GAN for the improved training of GAN for
image synthesis. Different from the original GAN, the gen-
erator of ACGAN is provided with two parameters on noise
Z and label c instead of only noise Z, which attempts to gen-
erate the data for that label. The discriminator has to classify
whether the data is ‘real’ or ‘fake’ and it also has to predict
the label of the data. Hence, the objective function (loss func-
tion) of ACGAN has two sections: the loglikelihood of the
correct source Lg, and the log-likelihood of the correct class
Lc.

Lg = E[lOg P(S =real|Xyear)]
+ Eflog P(S = fake|X rake)] 3

Lc = Eflog P(C = ¢|Xyear)] + Eflog P(C = C|Xfake)]
4)

The Discriminator is trying to maximize its reward (L¢ +
L) and the Generator is trying to minimize the Discrimina-
tor’s reward (Lc—Lgs). The learning procedure of ACGAN
used in this case study is shown in Fig. 5.

ACGAN-FTL learning process

The learning process of ACGAN-FTL is presented in Algo-
rithm 1. This algorithm includes two parts, part A for FL
procedure and part B for TL procedure, some key technolo-
gies should be explained. In part A, the server established the
DNN global model f; and sent it to each client, and after
the local training on each client, its parameters are updated
to the server with data privacy-preservation. An additively
homomorphic encryption method is selected for parameter
encrypted transmission since it allows computation to be
implemented directly on encrypted data without decrypting
the data, when decrypted, it produces the same output as when
the operation was performed on the encrypted data (Hardy
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Fig.5 The learning procedure of
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Legend —> Generator training — > Discriminator training

et al., 2017). And additively homomorphic encryption has
better efficiency when compared with fully homomorphic
encryption. After the clients updated model parameters to the
server, a model aggregation method called Federated Aver-
aging (FedAvg) was applied to form the global model. The
formula of FedAvg is denoted as (Harbnet et al., 2016)

NOIDy
<2t ] Vi §)

where |D,| and |D| denote the sample size of D, and D
respectively, wy', | is the model parameters from the nth client
and w;41 is the model parameters after aggregation.

In part B, the knowledge should be transferred from the
global model to the personalized model. Each client uses
ACGAN to train a generator to generate similar probability
distribution data with the client dataset. The task in this case
study is classification. Moreover, the labels of the source
domain dataset are available and the labels of the target
domain dataset are unavailable. The lower layers are frozen
and the higher layer (generally refers to the last layer) is
updated as Fig. 3 shown since the lower layers of DNN extract
generalized features and higher layers extract personalized
features. The CORAL method is applied to calculate the dis-
tance and minimize the differences between the source and
target domains (the output of the last layers of the global
model and personalized model), the loss of CORAL can be
calculated as follows

W41

1
Leoral = 4Td2||cv - Ct”%«“ (6)

where d is the dimension of embedding features and ||~||%,-
represents the Frobenius norm. C; and C; are the covariance
matrices of source and target domains. Besides that, the clas-
sification loss of the global model should be calculated since
the labels of the target domain dataset are unavailable. The
global model f by minimizing a loss function is as follows

e .
argmin LX) = — D UE fo (X)) ™

i=1
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where © be the parameters of the global model including
the weights and biases, /(-, -) represents the classification

. n
loss function, X = {X lf ake } | denotes the n synthetic data
1=

generated by ACGAN and ¢’ be the label of X lf ake- The total
loss on the target client side can be denoted as

Liotal = arg min L(®|X) + ALcoral (8)
®

where A > 0 is the tradeoff parameter.

Algorithm 1. The learning process for ACGAN-FTL

Input: Dataset from clients {D1, D>, ..., Dy}, D;, and n
Output: Personalized classification model fr
Part A: FL procedure

#1: Set an initial global model (DNN) f and distribute f¢ to all
clients

#2: Train local models and update all local models to the server
using additively homomorphic encryption

#3: Use FedAvg (Eq. 5) to aggregate local models and form the
global model f and then distribute it to all clients

#4: Repeat the steps 2 and 3 until satisfying preset conditions
Part B: TL procedure

#5: Each client uses ACGAN to generate data (Egs. 3 and 4) and
then gather these data into a dataset D;

#6: Select data (X fqke, ¢) from the dataset Dy as source data

#7: Use the source data, target data and global model to train a
personalized model (Eq. 8)

Experiments

In this section, detailed experiments are conducted to evalu-
ate and analyze the performance of the ACGAN-FTL on PCA
quality prediction. On the one hand, we analyzed the learning
efficiency and accuracy of the proposed framework. On the
other hand, we compared the performance of the framework
with traditional machine learning methods, such as directly
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Fig.6 The hardware configuration of ACGAN-FTL

training a DNN without FTL and transferring a model with-
out ACGAN.

Experiments settings and details

In the experiments, we adopt the production data which col-
lected from four PCA carbon plants (client 1-3 and target
client). The data preprocessing and dataset establishing pro-
cedure has been explained in section “Data preprocessing and
dataset of PCA production”. For hardware, the ACGAN-FTL
is implemented in the three clients and one server for FL, and
one target client for TL as Fig. 6 shown. The configuration of
the server computer with Inter (R) Xeon (R) CPU E5-2630
at 2.30 GHz, GPU GeForce 1080 Ti and 64 GB RAM. The
configurations of clients are raspberry pi 4B with 4 cores arm
A72 and 8G RAM. The router is TP-Link WVR450G. For
software, we applied Pysyft (0.2.4), Pytorch (1.4.0), Python
(3.7) and Raspberry Pi OS (32 bit) based on Debian Buster.

In the procedure of FL, the server firstly distributed the
initial DNN to client 1-3 and was utilized for model aggre-
gation by FedAvg. The architecture of the DNN is shown in
Fig. 3. On all the clients, the DNN was adopted for training
and quality prediction. From all available data obtained from
each client, 80% were randomly selected for model train-
ing, then the remaining 20% was used for evaluation. We
initialized the weights of the first four fully-connected layers
in our experiments with “Kaiming normal” instead of ran-
dom values. As a regularization technique, the dropout was
applied once for reducing overfitting by preventing complex
co-adaptations on the training data and the probability of an
element to be zeroed in the dropout layer was set as 0.25.
Some other hyper-parameters were set as follows: the mini-
batch size is 128, the learning rate is 0.001 and the Adam
method is chosen for the optimization. We adopted additively
homomorphic encryption for parameter encrypted transmis-
sion.

In the procedure of TL, we chose the ACGAN to gener-
ate similar probability distribution data from the three clients
respectively in order to remain the data privacy. The architec-
tures of the Generator and Discriminator in our experiment

are shown in Fig. 5. For the optimization, the Adam is chosen
with mini-batch size 256, learning rate 0.0001, and beta_1
at 0.5. In addition, batch normalization layers with momen-
tum at 0.8 are applied in the Discriminator to accelerate the
training of ACGAN and make it more stable. Especially, the
Discriminator obtains two outputs. One represents the sam-
ple validity using “Sigmoid” as the activation function and
the other means the sample label or class using “Softmax”.
For knowledge transfer, the target model was built by the last
aggregation with FedAvg on the server. The source domain
data were randomly drawn from the samples generated by the
ACGAN with a size of 20,000. The last fully-connected layer
is changed to be an alignment layer to adopt the CORAL loss
for unsupervised domain adaptation. And the remaining lay-
ers shared parameters between the source domain and target
domain (Fig. 3). They were trained and updated based on the
loss combined with classification loss and CORAL loss.

Performance analysis
FL results analysis

FedAvg and additively homomorphic encryption methods
have been applied in this FL. procedure. We set metrics on
accuracy, precision, recall and F1 to evaluate the learning per-
formance (Table 2). The results show that after 25 epochs,
the accuracy of each client is basically stable and the average
accuracy is 84.14%. The values of precision, recall and F1
achieved the preset target.

ACGAN results analysis

In order to estimate the effectiveness of the proposed
ACGAN for data privacy-preservation, a comparison
between real data and synthetic data by ACGAN has been
taken into account. As shown in Table 3, synthetic data were
generated from client datasets on each client respectively. We
applied the global model of FL as the testing model. In addi-
tion, four evaluation metrics have been chosen for the binary
classification problem, namely accuracy, precision, recall and
F1. The testing model performs well on the real data since it
is trained by client datasets. According to precision and recall
scores, each class (qualified or unqualified) obtains balanced
prediction results when using real data. In contrast, synthetic
data generated by ACGAN shows better prediction ability to
detect unqualified PCAs while lower but acceptable power to
predict qualified PCAs. Overall, the accuracy score varies by
5% and F1 score differs only by 3%. Thus, synthetic data gen-
erated by the proposed ACGAN is able to replace the client
datasets for data privacy-preservation in training process.

@ Springer
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Table 2 The results of FL on

Clientl, Client2 and Client3 Client1 Client2 Client3 Average
Accuracy 0.8380 0.8416 0.8448 0.8414
Precision 0.8492 0.8459 0.8543 0.8498
Recall 0.8240 0.8333 0.8314 0.8295
F1 0.8364 0.8396 0.8427 0.8395
Table 3 A comparison between —
real data and synthetic data by Accuracy Precision Recall F1
ACGAN
Real data 0.8345 0.8426 0.8239 0.8331
ACGAN data from client] 0.7776 0.7004 0.9704 0.8136
ACGAN data from client2 0.7710 0.6976 0.9569 0.8069
ACGAN data from client3 0.7794 0.6975 0.9866 0.8173
ACGAN data average 0.7760 0.6985 0.9713 0.8126
As a result, it proved that simple fine-tuning without con-
90.0% straints by CORAL loss leads to overfit the features to the
80.0% source domain and then cannot extract useful features on
70.0% target domains.
> 60.0%
8
5 50.0% .
8 Results comparing
< 40.0%
30.0% In order to reveal the effectiveness and accuracy of the
20.0% :eSt S Gy ACGAN-FTL framework, different methods for the PCA
est acc. w/o coral loss K . X
10.0% training acc. w/ coral loss quality prediction problem are implemented for compar-
0.0% framing aceawiorcoralioss isons. Specifically, the following methods are performed in

0 2 4 6 8 10 12 14 16 18 20
Epoch

Fig.7 Training and testing accuracies with v.s. without CORAL loss

TL results analysis

To deeply understand the effectiveness of CORAL method,
three plots are generated for elaborating domain shift, where
the source domain is about the synthetic data generated by
ACGAN. Figure 7 illustrates the training (source domain)
and testing (target domain) accuracies for training a per-
sonalized model with (w/) v.s. without (w/0) CORAL loss.
Beneficial from the consideration of both classification loss
and CORAL loss (Eq. 8), not only does the performance
on the target domain show better and robust, but the classi-
fication accuracy on the source domain also retains a high
score (81.1%). In Fig. 8a, two curves represent the trend of
the classification loss and the CORAL loss respectively for
the training process with consideration of CORAL loss. In
Fig. 8b, where the weight X is set to 0, the CORAL dis-
tance between the domains indicates a striking increase for
the training process without consideration of CORAL loss.

@ Springer

experimental settings similar to the proposed approach.

BaseLine

Where not using federated or transfer learning is regarded as
the baseline method. This indicates that the target domain
model is built only based on its own data without prior
knowledge from other clients. It should be pointed out that
we assumed the target dataset have labels for the Baseline
method.

NoACGAN

As a matter of fact, it remains differences to some degree
for model training when utilizing generated data by ACGAN
instead of real data for security. In view of the performance of
the usefulness of the proposed FTL approach with ACGAN,
the NoACGAN method is set up, where the client datasets
are directly applied as the source domain. Specifically, the
iteratively updated of FL on the clients and server is imple-
mented, and the finally aggregated model on the server is
tested on the target client afterward.
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(a) Classification loss and the CORAL loss

Fig. 8 Domain shift from the source domain to the target domain

Domain adaptation w/o CORAL loss

As a popular TL technique, Deep CORAL considers two
aspects of the loss function. One is the classification loss
on the source domain to maintain or promote the classifi-
cation competence on the target domain. The other is the
CORAL loss to align both domains. Without considerations
of CORAL loss when implementing domain adaptation, the
model will be overfitted and perform poorly on the tar-
get domain. Thus, the domain adaptation method without
CORAL loss is also evaluated in this study. The established
model from the proposed FL is fitted to the target client data
subsequently with no CORAL loss but only classification
loss.

UpperLimit

In order to visualize the gap between the best testing perfor-
mance and that of the proposed method, the accomplishment
of the UpperLimit method is also an essential part of the
comparison process. In such a scenario, all client data are
generally assumed to be transparent to the server and can be
sent with no privacy. Thus, centralized deep learning with
data-sharing and domain adaptation with CORAL loss can
be implemented by convention. Specifically, the interference
of the simulation dataset is excluded so that the domain dis-
crepancy can be clearly minimized when applying CORAL
loss with real data.

Figure 9a presents the compared experimental results in
terms of testing accuracy for all mentioned methods. About
80% testing accuracies can be attained through the proposed
ACGAN-FTL framework in PCA quality prediction. The
conventional BaseLine method obtains around 69% testing

CORAL distance for training w/o CORAL loss (lambda = 0)

distance w/o coral loss

40

w
=]

CORAL distance
S

0 2 4 6 8 10 12 14 16 18 20
Epoch

(b) CORAL distance between the domains

accuracies, mainly due to the small amount of data. The
NoACGAN method performs slightly better than the pro-
posed ACGAN-FTL method at about 85.1% testing accuracy.
The UpperLimit method demonstrates the best prediction
results and only is applied for comparison due to the lack of
data privacy-preservation, which reaches close to 91% testing
accuracy. In short, we can derive the following conclusions:
(1) The proposed method is proved to highly exceed the
BaseLine method which without conducting federated and
transfer learning by 12.1%. It is worth noting that, since there
are gaps between source and target domains, such as PCA
dimensions, raw materials, and production process param-
eters, the testing accuracy on the target client is somewhat
decreased by 3% than those on FL clients. However, similar
patterns are still detected between different domains, that
the proposed framework outperforms better the BaseLine
method and fine-tuning method without CORAL loss. (2) In
spite of 5% higher performance, the NoACGAN approach
is still less competitive than the proposed framework since
no data privacy-preservation is taken into account, which is
not suitable for most industrial scenarios. (3) In short, the
comparative results between the proposed framework and
the UpperLimit approach are acceptable enough in consid-
eration of several constraints in the industrial scenario. (4)
Moreover, the curve of “w/o Coral loss” indicates that with-
out domain adaptation techniques performs distinctly worse
than the other approaches on a new but similar PCA produc-
tion line. Consequently, the effectiveness and superiority of
the proposed ACGAN-FTL framework are validated. On the
one hand, models with robust and accurate performance can
be built owing to the diversity of data samples on different
clients in the federated process; On the other hand, overfitting

@ Springer
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(a) Comparison on testing accuracy

Fig.9 Comparison of ACGAN-FTL with other methods

has the potential to be avoided when the target data volume
is small or owns few labels.

Besides comparison on testing accuracy, Fig. 9b visualizes
the loss comparison for all previous methods. Several con-
clusions can be drawn as follows: (1) It’s time-consuming
and requires more prior knowledge when training a model
from scratch in the BaseLine method. It remains difficulty
to gain desired results in a same period of time. (2) The
proposed ACGAN-FTL framework can achieve significant
improvement due to the combination of classification loss
and CORAL loss. Even though the loss of “w/o Coral loss” is
lower and decreases more rapidly than the proposed method,
it indicates that the global model overfits the features on the
source domain rather than the target domain.

Figure 10 illustrates the confusion metrics with both abso-
lute values and percentages to validate the effectiveness of
our approach for binary classification in industrial scenarios.
Because the price of PCA is relatively high in this production
line, it is desired that the false positive be as low as possi-
ble to avoid discarding too many qualified PCA resulting in
high production costs and low productivity. In our proposed
method, the false positives in Fig. 10 up to 9% are acceptable,
which means 9% of qualified PCA have been recognized as
parts with the defect. Meanwhile, the false negatives reach
23% due to the conflict of precision-recall (Fig. 10). Since
in this production line, additional manual inspection is usu-
ally added in the last step, the missed unqualified PCA can
be further detected. After doing preliminary prediction with
proposed artificial intelligence, it can effectively reduce the
false negative rate when supplemented with manual inspec-
tion for further accurate judgment. Therefore, our proposed
method could be deemed as a tool for human-centered aug-
mented intelligence to help decision-making rather than fully
automated prediction.

@ Springer

Epoch
(b)Comparison on loss

To understand more intuitively the information contained
in the confusion metrics, we provide a detailed analysis of
ACGAN-FTL via various classification metrics under the
previously compared solutions. The precision, recall, and
macro F1 score are all computed to give a thorough view
of the results. As illustrated in Fig. 11, we can clearly see
that the ACGAN-FTL method can not only achieve bet-
ter accuracy, but also reach better precision, recall, and F1
scores than the BaseLine method. The gaps between the pro-
posed framework and UpperLimint as well as NoACGAN are
small and acceptable. The UpperLimit approach only repre-
sents an ideal scenario in manufacturing. All client data are
assumed to be sent with no privacy and shared on the server.
In such a scenario, the global server can simply train a cen-
tralized neural network with a large volume of data rather
than scarce specialized data in each client. The proposed
method and the NoACGAN approach have to obey data pri-
vacy in FL so that only model parameters can be sent and
gathered instead of real data. Thus, the model performance
from UpperLimit surpasses both previous methods. With-
out the deviation from synthetic data and transport privacy,
the domain discrepancy can be clearly minimized using real
data as the source domain in Coral loss. In short, few fac-
tories have the ability to share data so that the comparative
results between the proposed framework and the UpperLimit
approach are acceptable enough in consideration of several
constraints in the industrial scenario.

Since qualified PCA is the most common class in qual-
ity prediction, the precision score is slightly higher than the
recall score of our proposed framework. We speculate the rea-
sons as followings: ACGAN learns better and extracts more
features for the qualified PCA class than the unqualified PCA
class. At the same time, the unqualified PCA class has a little
bit fewer samples and more complicated for learning. All in
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Fig. 11 Comparison of ACGAN-FTL with other methods on accuracy,
precision, recall and F1

all, the ACGAN-FTL framework still obtains accurate ability
of quality prediction in spite of constrains of data privacy-
preservation meanwhile preventing training a model from
scratch when facing a new similar PCA production line.

Discussion

ACGAN-FTL is a framework for preserving data privacy and
building personalized production models of different clients
for quality prediction in the field of industry. Compared with
previous findings, four aspects of the proposed ACGAN-
FTL’s novelty can be mainly summarized as follows:

Predicted label

(b) Absolute values confusion metric

Firstly, the ACGAN-FTL framework provides a privacy-
preservation solution with double insurance of FL and
ACGAN to stimulate different production lines or plants to
cooperate for promoting productivity even with scarce data.
In previous works in other fields like occupational health and
safety, some researchers prefer to assume the server in FL has
shared data from clients which can be used in TL as source
data. On the contrary, it’s necessary and crucial to comply
with data privacy and avoid data sharing in the field of manu-
facturing so that our proposed approach meets the mentioned
needs of the industry and advances the further implementa-
tion of this FTL framework in the production sector through
ACGAN for generating synthetic data. In Li et al. (2021), the
accuracy of their approach could reach 80—85% according to
different internal model structures while the accuracy of our
proposed method can also achieve 81% even with synthetic
data by ACGAN.

Secondly, the ACGAN-FTL framework outperforms cur-
rent conventional machine learning when meeting a new
relative production line. This FTL framework can obtain a
more personalized and accurate model through domain adap-
tation. Extracting useful information from prior knowledge,
our proposed method can prevent a cold start to some degree
and doesn’t need to train from scratch for saving time and
cost.

Thirdly, our proposed method proved the FTL framework
has compatibility and feasibility in a more realistic and com-
plete production environment. In Zhang et al. (2021, 2022),
this machinery fault FTL has achieved about 95% accuracy
with the CWRU dataset which is relatively clean with limited
noise, and about 90% accuracy with the crack dataset with
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a test rig that consists of two simple bearings. In contrast,
even though the accuracy of our proposed method is 81%,
its data acquisition was from a real-life PCA production line
with more complexity and interference.

Fourthly, we proposed a framework which integrated FL
and TL to build a personalized model. The ACGAN-FTL
framework can be likened to building frame structure, various
algorithms and methods can be applied to this framework for
different industrial scenarios. We developed a DNN model
for a binary classification problem in this paper. When faced
with multiclass classification problems, the model structure
of the client and server should be different from the used
herein. For example, training models in FL can apply not
only the DNN model but also Random Forest (Liu et al.,
2021c¢), Convolutional Neural Network (Alzubi et al., 2022)
and etc. According to the features of data, various GANs can
be applied to generate corresponding synthetic data. Then the
trained model and synthetic data are used to transfer knowl-
edge. Therefore, the proposed ACGAN-FTL framework can
be extended for the multiclass classification problems.

Conclusion

This paper proposed a novel federated transfer learning
framework based on ACGAN-FTL for pre-baked carbon
anode quality prediction in a new production line. ACGAN-
FTL organic combines FL with TL through ACGAN as the
data bridge from the system perspective. FL aggregates the
production data from different production lines without leak-
ing the privacy of the data and achieves the global model
which can be used in TL. For considering data privacy-
preservation, the production data cannot be used in TL
directly, we applied ACGAN to generate similar probability
distribution data (synthetic data). The global model, synthetic
data (source domain) and target data are applied to achieve
a personalized model by knowledge transfer. Experiments
have verified the effectiveness and accuracy of the frame-
work by comparing it with BaseLine, NOACGAN, domain
adaptation w/o CORAL loss, and UpperLimit methods from
the aspects of testing accuracy and loss.

From what have discussed in the paper, we can find
that ACGAN-FTL framework is a suitable approach to
training a personalized model with considering data privacy-
preservation for industrial scenarios. In summary, this work
addresses knowledge learning in a data privacy-preservation
and personalized model way that makes it easy to under-
stand and operate. The success of this framework is due to
the organic combination FL with TL based on ACGAN.

Despite the above innovations, our study still has sev-
eral limitations which should be considered in the future.
We proposed a scalable and extensible ACGAN-FTL frame-
work, which can be applied to other industrial scenarios in

@ Springer

the future. In this paper, the experiments were conducted
with a binary classification problem based on discrete pro-
duction data. However, the multiclass classification problem
and sequential data such as time-series data are common
in industrial scenarios. Hence, the ACGAN-FTL should be
modified to satisfy the new demands, for example, ACGAN
is not suitable for generating time-series data, Time-series
Generative Adversarial Networks (TimeGAN) (Yoon et al.,
2019) or other GAN can generate sequential data should be
applied in the future framework.
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