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Abstract
In the last decade, wire + arc additive manufacturing (WAAM), which is one of the most promising metal additive manu-
facturing technologies, has been attracting high interest from both academia and industry. WAAM systems are increasingly
employed in the industry and academia, but there are still several challenges and barriers to process stability control. The
process stability is highly dependent on how the molten feed wire is added into the melt pool, which is known as the droplet
transfer mode. To ensure a stable WAAM deposition process, it is essential to maintain the transfer mode in a suitable stable
status. Without an effective transfer mode control method, the operators need to determine and control the transfer mode
based on their experience using manual adjustment, which is difficult to achieve in a long period of production process. In this
paper, a deep learning-based technology was proposed for the control of the droplet transfer mode based on the data collected
from the WAAM process. A long short term memory neural network was applied as the core transfer mode classification
model. A time-series data, arc voltage, was collected and statistical and frequency features were extracted, which included 11
relevant features, as the inputs of the classification model. Then, the distance between the melted wire and the melt pool was
adjusted based on the determined transfer mode to keep a suitable stability of the process. A case study was used to evaluate
the proposed approach and to show its merit. The proposed approach was compared to three commonly used machine learning
algorithms, k-nearest neighbours, support vector machine, and decision tree. The proposed method obtained the highest accu-
racy in determining the transfer mode, which was over 91%. The performance of the proposed approach was also evaluated
by the single-pass and oscillated wall building. The proposed deep learning based approach improved the process stability
in real-time, which resulted in better deposition qualities, in terms of geometry size and processing cleanliness compared to
without control. Furthermore, this data-driven method could be applied to other WAAM processes and materials.

Keywords WAAM · Deposition process stability · Droplet transfer mode · Deep learning

Introduction

As one of the processes of direct energy deposition (DED),
WAAM has significant advantages for producing large metal
components, such as the unconstrained volume of building
parts, less material waste, and short time tomarket (Wu et al.,
2018). It has become one of the most promising alternatives
to produce large metal components at a high deposition rate
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(Williams et al., 2016). Compared with other AM processes,
such as the laser powder bed process, WAAM can provide a
higher deposition rate for large scale metal part production
in an environmental-friendly condition (Cunningham et al.,
2018; Khanna et al., 2021). However, it is challenging to
maintain and control a stable deposition process for many
reasons, such as unpredictable droplet transfer caused by
thermal mass variation, which can significantly affect the
deposition geometry, especially the layer height (Shi et al.,
2021). To describe the process of material droplet feeding
in the melt pool, four droplet transfer modes were defined,
namely permanent contact mode (TM1), intermittent mode
(TM2), fleeting mode (TM3), and non-contact mode (TM4)
(Ríos et al., 2019).

These four modes are classified based on the duration of
droplet formation and the time of contact between droplet
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andmelt pool.When the wire is permanently contacted in the
melt pool, this type of droplet transfer is defined as TM1, the
permanent contact transfer mode. In the intermittent transfer
mode (TM2), the time for droplet formation is equal to the
duration of contact. In the fleeting transfer mode (TM3), the
droplet growth time is much longer than the contact time.
The transfer mode is defined as ‘non-contact’ (TM4) when
the contact is entirely lost and the droplet transfers by free
flight. Having a suitable stable transfer mode significantly
improves the process stability, TM2 has been shown to be
the optimal droplet transfer mode for WAAM (Ríos et al.,
2019). To keep the process stable, the transfer mode must be
dynamically detected and controlled in real-time. The wire
feeding position is the most critical parameter for controlling
transfermode and process stability (Wang et al., 2021a).Gen-
erally, operators tend to manually modify the wire position
with the live images taken from the process camera and elec-
trical wire-positioning to maintain a stable transfer mode.
This is done based on their knowledge and experience of
deposition conditions. However, it is challenging and expen-
sive for operators to continuouslymaintain the optimumwire
position throughout the process, which may take many days.
To overcome this challenge, online process monitoring and
closed-loop control of WAAM processes would be a good
solution (Xia et al., 2020). Critical is the effective identi-
fication of droplet transfer mode for constructing a control
system. Due to the short response time required, it is difficult
to identify the transfer mode by the droplet formation time
and contact time. Therefore, it is necessary to find a method
of identifying the transfer mode. It has been found that when
a droplet falls from the end of the wire to the melt pool, or
the wire touches the melt pool it causes a sudden change in
the voltage between the end of the wire and the melt pool
(Yudodibroto et al., 2004). Therefore, the arc voltage related
signals can be used as an efficient medium to identify the
droplet transfer mode.

Imanaga et al., (2000) reported research about monitoring
arc voltage to identify the transfer mode in the gas tungsten
arc (GTA) welding process. An extra DC power supply was
used in their study, to support the constant current between
the end of the filler wire and the substrate. When droplets
contacted the melt pool, the voltage of the extra DC showed
a sudden drop. By determining the average frequency of the
sudden change in a certain period, the transfer mode can be
identified. In their experiment, when the frequency was low,
the process was in TM1 or TM3. In the TM2 this frequency
was shown in a high value. They also indicated the impact
factors of the process to influence the transfer mode, in terms
of wire feed speed, current, gas flow rate, and the distance
between the end of the filler wire and the melt pool. The first
three factors were decided by the processing requirement,
meaning that it was not possible to change them during depo-
sition. Therefore, the distance between the end of filler wire

andmelt pool was considered one of the available control tar-
gets in their research. Ríos et al., (2019) also focused on arc
voltage measurement and wire position control to keep the
WAAM process stable. In their research, the simple moving
averages (SMA) of the arc voltage were used to indicate the
sudden changes in the arc voltage without any extra devices.
In this research, different transfer modes caused a different
number of arc voltage sudden changes.These sudden changes
proved to be able to determine the contact frequency (CF)
which determines the number of droplets contacting the melt
pool per unit of time. The contact frequency of TM1 was
0 and TM3 was generally larger than TM2. The paper also
explained that the wire position is an important factor for
transfer mode. However, this study did not establish a corre-
lation between the wire position, arc monitoring signal and
the transfer mode. The droplet transfer mode classification
can also be used in wire based laser AM systems based on arc
voltage. Hagqvist et al., (2015) published a method to deter-
mine the transfer mode of a laser-based DED AM process
by monitoring the resistance between the end-effector and
workpiece, which was calculated by arc voltage and current.
Then, a mathematical model was built for calculating the
actual distance to compare with the required distance. In the
next stage of the research, iterative learning control was pro-
posed based on this relationship (Hagqvist et al., 2014). By
using the proposed control strategy, the height of thewall that
was deposited was more stable and smoother than the uncon-
trolledone.The importanceofwire position for transfermode
was also observed by Miranda et al., (2008); Dilthey et al.,
(1995); Sorensen and Eagar, (1990). However, the solution to
this issue is still not clear and requires a deeper investigation
of the relevant factors.

Current research commonly focuses on a specific system
and material, and the algorithms developed are specific to
this arrangement. It is hard to apply these algorithms to other
WAAM systems with different power sources and different
fillermaterials.Meanwhile, current research on droplet trans-
fer mode identification is still too vague to build an accurate
and generic model for WAAM systems. To overcome these
challenges, deep learning is considered as a solution which
is entirely driven by data (Qin et al., 2022). It makes the
methodology more generic and easier to be applied to differ-
ent WAAM systems. Although deep learning has not been
used and studied in any relevant research, it has been applied
in WAAM related research since the 1990s (Andersen et al.,
1990). Artificial neural network (ANN) modelling was used
in Andersen et al. (1990) research to predict the key fea-
tures of the arc welding process based on empirical data.
In their study, four process related features were considered
as the input of the ANN model, such as arc current, voltage,
travel speed,wire feed speed, to predict four key performance
targets of the arc welding process, such as bead width, pen-
etration, reinforcement height, and cross-section area. Due
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to the difficulty of collecting data from arc welding, only
42 data points were used to train and test the ANN model.
However, even with the limited dataset size, the results were
acceptable.

Different to the studies of geometry prediction, the rela-
tionship between transfer mode and arc voltage is more time
related. According to the attribute and definition of time-
series data (Fu, 2011), arc voltage is typical time-series data
which is indexed in order of time (Riza Alvy Syafi’i et al.,
2018). This type of data is generally not independent, which
means each data point has a strong relation to others in
the time dimension (Raubitzek & Neubauer, 2021). One of
the deep learning technologies, the long short term memory
neural network (LSTM-NN), was designed to process the
time-series data (Sherstinsky, 2020). LSTM is a special type
of recurrent neural network (RNN), which is usually used
for processing time-series data such as data of audio (Marchi
et al., 2014), video (Yue-Hei Ng et al., 2015), and text (Aban-
dah et al., 2015) This type of neural network is designed
for recording information for a long period. One example in
AM relevant research is the fused deposition AM process to
process the acoustic data (Marchi et al., 2014). In this study,
LSTM-NNwas applied to identify six process action features
including defect classes. The classification accuracy rate was
as high as 96.96% which provided an opportunity to repair
the defects. Thismethod has a huge potential to be applied for

the droplet transfer mode classification inWAAM. However,
there are no relevant research reported so far.

This paper innovatively applies LSTM-NN based deep
learning technology to the classification of droplet transfer
mode for WAAM process stability maintenance. The droplet
transfer mode is firstly modelled and classified by a LSTM-
NN based deep learning model. Then, wire position control
is used to dynamically maintain the droplet transfer mode in
optimal conditions for a stable deposition process. The pro-
posed approach is introduced as a framework, which includes
the stage of data pre-process and feature extraction, LSTM-
NN based transfer mode classification and transfer mode
controlling. A case study is presented to evaluate the per-
formance of the proposed method, in which the produced
parts were compared.

Methodology

Deep learning based framework forWAAM process
stability maintenance

The proposed framework of the process stability includes
three stages, data pre-processing and feature engineering
stage, transfer mode classification stage, and transfer mode
maintenance stage. The framework is shown in Fig. 1.

After sensing and collecting raw arc voltage data, the raw
data is tapered into multiple windows. Two types of features

Fig. 1 Deep learning based framework for WAAM process control
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Fig. 2 Arc voltage acquisition

are extracted from this time-series data for each data window,
statistical features, and frequency features. These features are
the inputs of the LSTM-NN, in which the droplet transfer
mode is the target. Based on the LSTM-NN modelling, the
transfer mode is identified.

Data pre-process and feature extraction

During the process, raw arc voltage data is continually col-
lected from the power source, which is typical time-series
data. To discover the relevant patterns to the transfer modes,
this time-series data is firstly tapered into several rectangular
windows of equal size. The windowing process is donated
as:

Vraw � [v1, v2, v3, . . . , vN ] (1)

(2)

VT � [
[v1, v2, . . . , vt ] , [vt+1, vt+2, . . . , v2t ] ,

. . . ,
[
v(n−1)t+1, v(n−1)t+2, . . . , vnt

]]

N � (n ∗ t) + a (3)

where Vraw is the collected raw arc voltage dataset, which
measures the voltage between supply wire and substrate
shown in Fig. 2. Vraw consists of the number of N voltage
data points.

VT is represented as the windowing arc voltage dataset
which includes n data windows and each data window has
t voltage data points. Each time window data is denoted as
Vt . There are several voltage data points dropped by the win-
dowing process which is from vnt to vN . In this study, two
types of features were extracted from the windowed arc volt-
age datasets, the statistical feature, and the frequency feature.
For each timewindow dataset, these two types of features are
extracted. For example, the extremum values, variance, and
mean values can be statistical features, and spectral skewness
and spectral kurtosis can be frequency features.

Table 1 Droplet transfer mode definition

Inputs: tc: Contacting time between droplet and melt pool
t f : Formation time of droplet

Results: TM: Transfer mode

1: Function TransferMode(tc, t f )

2: If tc > t f then

3: TM � Transfer mode 1 (TM1)

4: Else if tc � t f then

5: TM � Transfer mode 2 (TM2)

6: Else if tc < t f then

7: TM � Transfer mode 3 (TM3)

8: Else if tc �� 0 then

9: TM � Transfer mode 4 (TM4)

10: End if

11: return result

12: end function

LSTM-NN based droplet transfer mode classification

As the output feature of the LSTM-NN model, the historical
droplet transfer mode of each processing period is defined
by Table 1 (Ríos et al., 2019) shown below. The mathe-
matical operators follow the pseudocode (Oda et al., 2015).
The droplet transfer mode is defined by the comparison of
two periods of time, which are the contacting time between
the droplet and the melt pool, and the formation time of the
droplet.As shown in the video image sequence for a complete
droplet transfer cycle (Fig. 3), the period of droplet formation
and its growth before contacting the melt pool is defined as
t f , and tc represents the duration time of contacting between
the droplet and melt pool until the droplet detaches from the
end of wire. The time is determined by a process camera.

By applying the inputs of statistical and frequency features
shown as the proposed framework, the LSTM is then used for
modelling the transfermode of theWAAMprocess.Different
from other RNN structures, an LSTM cell typically includes
three gates forgotten gate, the input gate, and the output gate
for remembering the information, as shown in Fig. 4.

In theLSTMstructure,C is called the cell statewhich is for
transferring the information. Under the effect of forgetting,
the input gate, the LSTM cell can remove or add information.
The forget gate is denoted as:

ft � σ
(
W f

(
gt−1, VT

)
+ b f

)
(4)

where σ is the sigmoid function. W f is the cell weight. gt−1

is the output from the last layer, and b f is the bias. The
input gate is also used for storing the new information. It is
combined into two sections, one is a sigmoid section, which
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Fig. 3 Two periods of droplet transfer process: a Duration time of droplet formation t f ; b Contacting time between droplet and melt pool tc

Fig. 4 Structure of LSTM cell

is used for deciding the updated value:

it � σ
(
Wi

(
gt−1, VT

)
+ bi

)
(5)

The second section is a vector of new candidate values
(C̃t ) that can be added to the state:

C̃t � tanh
(
WC

(
gt−1, VT

)
+ bc

)
(6)

By considering the forget and input gate, the new cell state
is shown as:

Ct � ft ∗ Ct−1 + it ∗ C̃t . (7)

Finally, the output gate is denoted as:

Ot � σ
(
Wo

(
gt−1, xt

)
+ bo

)
, (8)

The output for the next layer is:

gt � Ot ∗ tanh(Ct ). (9)

The two Eqs. (8 and 9) are used to generate the output
of the cell, which are also the inputs of the next cell. Other
parameters of LSTM and the full connection neural network
are set individually, such as the size of the network, optimiser,
loss function, and learning rate, etc. These parameters are
dependent on the specific case, which is introduced in the
case study.

Transfer modemaintenance stage

Based on the classification decided by the droplet transfer
modemodelling stage,when the transfermode isTM1,which
means the wire is too low to keep the process stable, the
wire is gradually moved vertically up until the transfer mode
switches to TM2. If the transfer mode is TM2, the wire posi-
tion remains the same. If the transfer mode is TM3 or TM4,
which means the wire is too high to keep the process stable,
the wire is moved vertically down depending on the current
processing situation.

Case study

To reveal the performance of the proposed approach formain-
taining the WAAM deposition process stability, a case study
was designed and performed. In this case study, two different
Ti-6Al-4 V walls were built by using the proposed approach.
The results are compared to the ones that were built without
using the proposed approach.

WAAM system setup

The experimental system is a robotic plasma transferred arc
(PTA) WAAM system consisting of a power source, a wire
feeder, an industrial robot, an inert gas local shielding system
(Ding et al., 2015), a data acquisition system, and an electrical
wire position fine adjustment system. The WAAM system is
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Fig. 5 Robotic based WAAM
system and end effector

shown in Fig. 5. In this system, the PTA power source was
the EWM Tetrix 352 Plasma machine, A KUKA industrial
robot was used to provide the movement of the tool relative
to the building substrate. The filler wire was Ti–6Al–4V, and
its diameter was 1.2 mm.

The entire case study was implemented in an argon filled
environment which was provided by a local shielding system
built in an end-effector that was mounted on the robot arm.
This end-effector was composed of an arc vision camera, a
torch, a wire feed nozzle, a linear stage motor, a lens of the
pyrometer and a laser distance sensor, which is also shown
in Fig. 5. The linear stage motor was connected to the wire
feed contact tip for fine-tuning the wire position in the ver-
tical direction. This motor has a travel range of 10 mm at a
speed of up to 14 mm/s and the minimum movement step
is 0.01 mm. Two different geometries were built in the case
study. The first one is a single-passwall, while the other one is
an oscillated wall. The process parameters used for building
these two walls are shown in Table 2, these were determined
according to the plasma arc additive manufacturing process
investigation of Ti–6Al–4V (Martina et al., 2012). During
deposition, the wire feed speed remained unchanged, and
the droplet transfer mode was controlled by adjusting the
distance between end of the melting wire and the molten
pool through the wire position fine-turn system.

Data acquisition and processing

The arc voltage was captured by a National Instruments (NI)
device (NI USB-6009) with a sampling rate of 1000 Hz. To
extract the features from the raw voltage data, the raw signals
were averaged and processed by aButterworth low-pass filter
with zero-phase and second-order under a cut-off frequency
of 80 Hz to remove the high frequency variations in the raw
signal. Then two types of features were extracted, and the
details of each type of the feature are shown in Table 3. A
total of 11 features were extracted from the raw arc voltage
data, of which 7 are statistical features and 4 are frequency
features (Desai et al., 2013). By extracting these features,

each windowed time-series dataset is transferred as a dataset
of a 11-feature dataset.

The final step of data pre-processing is normalisation to
avoid data redundancy and balance the importance of each
feature. This normalised pre-processed dataset is the main
input for transfer model modelling. To generate the dataset of
this case study, more than 350,000 data points were collected
from 23 layers of deposition. The proportion of each trans-
fer mode (TM1, TM2, TM3, and TM4) was about 28.05%,
50.17%, 18.96 and 2.82% respectively.

Experimental results

The results of this case study focused on validating the pro-
posed method, in terms of the accuracy of the transfer mode
classification and the performance of process stability main-
tenance. Firstly, the classification accuracy of the LSTM-NN
is compared with three benchmark machine learning algo-
rithms. Then, the part which was built under the proposed
stability maintenance method is compared to the one that
was built without using the method.

Results of droplet transfer mode classification

Before introducing the results of transfermode classification,
it is interesting to realise the correlations between the input
features and the transfer mode. Table 4 illustrates the Pearson
correlation coefficient (pX , Y ), shown in the following equa-
tion, which is a typical numerical measure of the strength
of the relationship between two features. In this equation,
Cov(X , Y ) is the covariance between two features, σX is
the standard deviation of one feature and σY is the standard
deviation of another feature. The value of this coefficient is
between− 1 to + 1, where± 1 represents the strongest linear
relationship, and 0 indicates theweakest relationship (Asuero
et al., 2006). In general, when the correlation coefficient is
between + 0.3 and − 0.3, the two feature has a weak rela-
tionship. When this coefficient is between + 0.3 and + 0.8 or
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Table 2 Process parameter setup

Path trajectory Travel
speed

Current Wire feed
speed

Plasma gas
flowrate

Shielding gas
flowrate

Wire feed
angle

Nozzle to
substrate
stand-off

Single-pass
wall

4.1 mm/s 175 A 2.1 m/min 0.8 l/min 8.0 l/min 25° 8 mm

Oscillated
wall

5.5 mm/s 194 A 2.5 m/min

Table 3 List of extracted features
Feature type Feature name Equation

Statistical Root mean square (erms )
√

1
t Sum(VT

2)

Variance (σ 2) 1
t Sum(VT − VT )

Maximum (max) Max(VT )

Minimum (min) Min(VT )

Skewness (skp) E
[
( VT −μ

σ
)
3
]

Kurtosis (β2) E
[
( VT −μ

σ
)
4
]

Peak to peak (dptp) Max(VT ) − Min(VT )

Frequency Spectral Skewness (skps )
sum

((
V i
T −VT

σ

)3
)

S(V i
T )

Spectral Kurtosis (β2s )
sum

((
V i
T −VT

σ

)4
)

S(V i
T )

Number of negative peaks (Pneg) Count(if : v′
i > V (whenvi ispositive))

Number of positive peaks (Ppos ) Count(if : v′
i < −V (whenvi isnegative))

*v′
i is the data filtered by the low-pass filter

Table 4 Correlation coefficient of input features and droplet transfer mode

Features erms σ 2 max min skp β2 dptp skps β2s Pneg Ppos

TM 0.55 0.57 0.48 0.75 0.71 0.16 0.49 0.4 0.52 0.64 0.56

− 0.8 and − 0.3, the indicated features are reasonably cor-
related. When it is larger than + 0.8 or less than − 0.8, there
is a strong correlation between the two features (Charaniya
et al., 2010).

pX , Y � Cov(X , Y )

σXσY
(10)

From the above correlation table, the skewness value,
minimum value and the negative peak number are the top
three relevant features of the transfer mode, which correla-
tion coefficients are 0.69, 0.66 and 0.65, respectively. But
even for the lowest correlation coefficient of the features,
kurtosis, this value is still 0.3 which shows a reasonable cor-
relation to the transfermode.Comparing between two feature

types, statistical and frequency features, the average corre-
lation coefficient of statistical features, including root mean
square, variance, maximum and minimum values, skewness,
kurtosis and value between peak and peak, is 0.51, which is
slightly higher than the average correlation coefficient, 0.48
of frequency features, including spectral skewness, spectral
kurtosis, and the number of negative and positive peaks.

In this paper, three conventional ML algorithms are
compared to the proposed LSTM-NN, which are k-nearest
neighbours (k-NN), support vector machine (SVM), and
decision tree (DT) (Bonaccorso, 2017). All algorithms were
implemented by Python within Scikit learning (Pedregosa
et al., 2011) and Keras (Gulli & Pal, 2017) library. The
LSTM-NN in this case study includes four layers, one LSTM
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Fig. 6 Structure of LSTM-NN

layer, and three full connection layers. Therewere 100, 50, 30
neurons in each full connection layer respectively, as shown
in Fig. 6. Furthermore, the optimiserwasAdam, loss function
was categorical cross entropy, and learning rate was 0.1 in
the proposed neural network (Gulli & Pal, 2017). Five-fold
cross-validation was adopted as it is one of the most used
evaluation methods for ML algorithms (Wiens et al., 2008).
The accuracy ratio was used as the main evaluation metric
for this multiclass classification problem, which is denoted
as following equation (Hossin & Sulaiman, 2015).

Accuracy ratio � T P + T N

T P + T N + FP + FN
, (11)

The evaluation result comparison is shown in Table 5.
The accuracy ratio in the table represents the percentage
of corrected classification. Overall, all machine learning
algorithms have obtained over 0.8 of the accuracy ratios.

What stands out in the table is that the proposed LSTM-
NN obtained the highest accuracy ratio which is 0.911 on
average for single-pass walls and Oscillated walls. Overall,
these classification accuracy ratios indicate that the proposed
LSTM-NN can determine the transfer mode most accurately
comparing to the other conventional ML algorithms.

Performance of process stability maintenance

Figure 7 compares the geometries of the parts that were
produced with and without the proposed process stability
maintenance approach. The dimensional data of 3 directions
of the deposited structures are presented, these are the top,
front and left directions, as shown in Fig. 7. There were 8 lay-
ers of the oscillated wall and 4 layers of the single-pass wall.
Comparing Fig. 7a and b, the parts without process stability
maintenance generated a high level of spattering, while the
parts built with the proposed approach were clean. Spatter-
ing during the deposition process may affect the arc stability
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Table 5 Droplet transfer mode
classification mode comparison Algorithm k-NN SVM DT LSTM-NN

Accuracy
ratio

Single-
pass
wall

Oscillated
wall

Single-
pass
wall

Oscillated
wall

Single-
pass
wall

Oscillated
wall

Single-
pass
wall

Oscillated
wall

0.878 0.872 0.840 0.848 0.857 0.879 0.904 0.918

Fig. 7 a Oscillated wall with process stability maintenance; b oscillated wall without process stability maintenance; c single-pass wall with process
stability maintenance; d single-pass wall without process stability maintenance

and reduce the protective effect of the shielding gas, thereby
resulting in a poor bead formation. It may also cause mate-
rial waste and uniformity of the layer height which should
be avoided for the WAAM process. The main reason for the
improvement with droplet transfer control system is that this
maintained the droplet transfer mode in TM2, and signifi-
cantly reduced TM3. While the process without using the
control system experienced a large amount of time in TM3.
In TM2, due to the surface tension of the liquid metal, the
droplet transfers to the melt pool with a liquid bridge, for
example, the droplet is simultaneously in contact with the
melting wire and melt pool on the substrate. In TM3, the
droplet is formed at a high position and the lateral arc force
pushes the droplet away from the melt pool, thus forming
spatters.

Additionally, as shown in Fig. 7c and d, the surface wavi-
ness and the variation of layer height and width of the part
built by the proposed approach are lower than the part with-
out the approach. Further statistical comparison of the height
and width are presented in Table 6.

The values of this table were measured from the finished
part. Each perspective includes more than 20 measurements.
To avoid the influence of edge sinking, the measurements
were taken focusing on the middle section of the parts. Espe-
cially for the single-pass wall, the standard deviation of each
dimension is much smaller than the one without the droplet
transfer control system (about 4 times lower in height dimen-
sion, 5 times in width dimension) which indicates that this
method can significantly improve the uniformity of the bead

geometry. On average, the oscillated wall without the pro-
posed approach has the greatest standard deviation of layer
height and width, respectively 0.55 mm, and 0.70 mm.

To achieve a stable process, the wire position was fine-
tuned. Figure 8 shows how the wire position changed
between different modes in the single-pass wall process.
Figure 8a shows that the transfer mode changed from TM1
to TM 2, and Fig. 8b shows the transfer mode changed from
TM3 to TM2. The response time of the process is relatively
short taking only about one second from detecting the trans-
fer mode to changing the wire position to maintain a stable
deposition position. The TM4 mode did not appear in the
wall building as the initial wire position was in a reasonable
position.

In the control system the stagemotormoved thewire posi-
tion vertically and kept the transfer mode of the deposition in
TM2 when the LSTM-NN identified the transfer mode was
not the TM2. Since the transfer mode became stable (TM2),
the wire position remained in a reasonable range to maintain
the status.

Discussion

From the comparison of the parts built with and without
droplet transfer control, it is clear that the droplet trans-
fer mode was kept in an optimal one, thereby maintaining
a stable deposition process. The results of the case study
broadly support the work of other studies in this area link-
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Table 6 Statistical analysis of the
dimension measurement Dimension measurements With the droplet transfer control

system
Without droplet transfer
control system

Height Width Height Width

Oscillated wall

Maximum (mm) 14.67 23.89 13.69 23.83

Minimum (mm) 13.47 22.04 11.94 21.63

Mean (mm) 14.30 22.84 13.21 22.59

Standard deviation (mm) 0.34 0.58 0.55 0.70

Single-pass wall

Maximum (mm) 7.10 7.16 7.71 7.84

Minimum (mm) 6.81 6.80 6.50 6.85

Mean (mm) 6.95 6.94 7.05 7.34

Standard deviation (mm) 0.09 0.11 0.43 0.41

Fig. 8 a Wire position fine-tune for changing transfer mode from TM1 to TM2; bWire position fine-tune for changing transfer mode from TM3 to
TM2
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ing droplet transfer mode and process stability. By building
two different shapes of walls, the single-pass and oscillated
walls that have a lower waviness of surface and variation
of layer height and width, the control system increases the
effective area of the parts, which also reduces the materi-
als used. In the case study, two shapes of walls were built
using different process parameters and the control system
resultswere similar. The variability of process parameters has
been considered when extracting the relevant features from
arc voltage. Two different sets of process parameters were
used to test the control system with very different operating
parameters which caused different processing conditions and
thermal conditions. This meant that the optimal wire position
was also different (Wang et al., 2021a, 2021b). However, it
was demonstrated that the proposed droplet transfer control
system was able to find the optimum position even though
these were different. The processing and physical investiga-
tion related studies of wire position in WAAM processes is
not the main aim of this research (Ríos et al., 2019). But it
needs further study to understand the physical knowledge of
the process.

Additionally, the case study results reflect those of Ríos
et al., (2019) who also found that the TM2 is recommended
for the WAAM deposition process. TM1 can cause stabbing
and the reduction of bead spreading and wettability. Alterna-
tively, TM3causes spattering, inwhichmaterial iswasted and
the working environment becomes untidy. The most serious
effect is that the process becomes unstable, in terms of unex-
pected bead geometry and higher surface roughness. Also,
the case study corroborates that the WAAM deposition pro-
cess, especially the surface of the melt pool, is significantly
sensitive to the wire position (Heralić et al., 2012). Either
higher or lower the wire position can cause the transfer mode
to change dramatically which impedes the quality of the
deposition. From the perspective of data analysis and mod-
elling, several features are extracted from arc voltage data
which have shown a high relevance to the transfer mode, in
terms of the values of variance,minimum, skewness and peak
numbers in this research. Compared to other similar wire
position research in WAAM, the proposed method discovers
more features of the arc voltage in both time and frequency
domains. Furthermore, by using a recurrent neural network,
LSTM-NN, the hidden patterns becomemore obvious to spot
compared to other conventional ML technologies.

It would be useful to find other features in the arc volt-
age which may improve the model accuracy in future work.
Compared to other previous research regarding the process
stability, this droplet transfer control approach can be easily
implemented for different WAAM processing technologies,
using for example different arc power sources which utilise
and off axis wire feed method, and different materials, due to
it is a data-driven approach. There is also potential for data

fusion of other process data sets such as process parame-
ters, environmental conditions, plasma spectral analysis and
deposition images. There are still some limitations of the
case study. Firstly, the validation of the control system was
mainly evaluated by the formation of spatters, wall geometry
and the changing process between different droplet transfer
modes. Other assessments such as variations in microstruc-
ture andmechanical properties of the depositedmaterial parts
dependent on to the droplet transfer mode could be evalu-
ated. However, these effects are expected to be very small in
comparison to other factors (Kobryn&Semiatin, 2003). Sec-
ondly, only oscillated walls and single-pass walls were built
in the case study for evaluating the control system, which
are two of the simplest shapes for WAAM production. More
complex shapes and complete part manufacture will be used
to evaluate the control system in future work. Finally, the
study only evaluated the PTA based WAAM process with
Ti–6Al–4V wire as the supply material. In future, it is this
will extend to other WAAM systems, such as gas tungsten
arc with other feed materials.

Conclusions

The purpose of this study was to develop an efficient and
accuratemodel to determine the droplet transfermode during
the deposition process and dynamically adjust it to optimal
status, tomaintain the stability of theWAAMprocess through
a droplet transfer control system. The approach was inspired
by a review of relevant studies which indicate the signifi-
cant importance of process stability and the state-of-the-art
technologies of deep learning in the field of WAAM. Some
highlights of this research are summarised as follows.

• Monitoring of the voltage on the feed wire in WAAM
was found to be very suitable for the implementation of a
droplet transfer control system

• Through the implementation of anML algorithm a droplet
transfer control system with a response time of about a
second was enabled.

• It was demonstrated that this machine learning enabled
control system is suitable for improving the process stabil-
ity and consequent part quality in the production of simple
structures by WAAM

• The LSTM-NN was found to be the most suitable ML
algorithm compared to 3 conventional algorithms, k-NN,
SVM and DT.
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