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Abstract

The challenge on the contemporary market of consumer goods is a quick response to customer needs. It entails time restrictions,
which a semi-finished products’ (including metal products) manufacturer must meet. This issue must be addressed during a
design phase, which for the most of semi-finished products suppliers, takes part during a quotation preparation process. Our
research is aimed at investigating possibility of application of Fuzzy Reasoning methods for shortening of a design process,
being a part of this process. We present a study on application of simplified models for solving technological tasks, allowing
obtaining expected properties of designed products. The core of our concept is replacing numerical models and classical
metamodels with a rule-based reasoning. A quotation preparation process can be supported by solving a technological problem
without numerical experiments. Our goal was to validate the thesis basing not only on the presentation of some potential
solutions but also on the results of simulation studies. The problem is illustrated with an example of thermal treatment
of aluminum alloys, aimed at evaluation of a summary fraction of precipitations as a function of time and technological
parameters. We assumed that it is possible to use both unstructured and point numerical experiments for knowledge acquisition.
Implementation of this concept required the use of hybrid knowledge acquisition methods that combine the results of point
experiments with expert knowledge. A comparison of obtained results to the ones obtained with metamodels shows a similar
efficiency of both approaches, while our method is less time and laborious.

Keywords Quotation preparation - Metal products - Fuzzy reasoning - Knowledge acquisition - Takagi—Sugeno method -
Mamdani’s method

Introduction

This work aims to validate the hypothesis that it is possible
to support technological decisions by applying methods of
knowledge extraction based on examples or sparse observa-
tions and Fuzzy Rule-Based Systems (FRBS).

The contemporary market of consumer goods requires a
quick response to customer needs. Therefore, semifinished
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product manufacturers must meet sharp time restrictions.
Metal products are, as a rule, semifinished products sup-
plied to manufacturers of market products. While producers
of final products have the option of negotiating with the
client the deadline for the orders for subcontractors, the
deadline for responding to demand is stiff and undisputed.
Time-oriented production activities have become the answer
to these challenges. It is a reaction to—previously recog-
nized as a canon—situation when the cost of manufacturing
is the only criterion for the selection of production processes.
Time-oriented production processes are especially difficultin
companies manufacturing in response to the products that are
ordered. This approach is defined as versatile manufacturing.
Companies that operate following these rules negotiate with
clients and compete with other companies for each order
they like to receive. They also customize a product for each
client (Stonciuviene et al. 2020; Maciot 2017). This pro-
cess is called Request for Quotation (RFQ). One form of
versatile manufacturing companies is Engineering-to-Order
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(ETO) companies. In their case, the client’s order requires
designing a product. This kind of production pattern requires
considering the procedures related to the technical prepara-
tion of production during its realization.

The vast majority of studies related to the need for
shortening of lead times and decreasing costs in versatile
manufacturing is focused on the manufacturing phase. It is
assumed that the problem described above can be handled
with production methods employing information technology
(IT) and the concept of time compression supported by Pro-
duction Control Systems (PCSs). These are, among others:
JIT, KANBAN, Lean Manufacturing, Paired-Cell Overlap-
ping Loops of Cards with Authorization (POLCA), Workload
Control (WLC), Control of Balance by Card-Based Naviga-
tion (COBACABANA) Go6mez Paredes et al. (2020), and
Quick Response Manufacturing (QRM). The latter approach
combines elements of other concepts (Suri 2003) and is the
most effective method of shortening the time of order fulfil-
ment.

However, the authors of Mandolini et al. (2020) state that
the production cost and related leading time must be man-
aged during the design phase, not only during manufacturing
activities. Furthermore, design costs consume approximately
20% of the total budget of a new project, while typically
80% of manufacturing costs are determined during the design
phase (Ulrich et al. 2010). Manufacturing parameters are
identified during the design stage, and their definition affects
i.a. the selection of materials and a choice of technologies
(in the case of metal products these are generally casting,
forming, heat treatment and machining) that are used in the
production process. However, for reducing as much as possi-
ble the time commitment of designers, technical parameters
and cost estimation at the design phase is only feasible if
the evaluation is automatically carried out starting from the
virtual prototype of the product (i.e., a combination of a
3D CAD model, geometrical and non-geometrical attributes,
and product manufacturing information) Mandolini et al.
(2020). Unfortunately, for most of the metal products’
manufacturers, especially those employing Engineering-to-
Order (ETO) approach, full automatization of a product life
cycle is not possible. The problem is partially solved with
numerical modelling-based approaches, among others Digi-
tal Twin concept, being a part of the Industry 4.0 paradigm
or Integrated Computational Material Engineering (ICME)
Horstemeyer (2018) but this is rather a future solution, cur-
rently applicable in limited cases.

For versatile manufacturing companies, preparing of time-
and resource-demanding quotations is a daily routine and
they need to ensure that these processes are efficient (Stad-
nicka and Ratnayake 2018). Such important and simultane-
ously complex business process as quotation preparation can
be supported with many formalized methods. In the most
general way, the quotation preparation supporting methods
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can be divided into two groups: quantitative and qualitative
(Stonciuviene et al. 2020; Campi et al. 2020). The techniques
that are included into the first group can be used when there is
apossibility of developing of a suitable model for a statistical
or analytical procedure that allows for a procedural determi-
nation of the production process characteristics. It depends
on the explicitly and formally defined features of the product
(Favi et al. 2021). Unfortunately, in most of the products of
the metal industry, it is not possible to build a statistical or
analytical model that allows for the full process parameters
estimation. The only solution is to use sophisticated, complex
qualitative methods.

In many cases, the determination of the parameters of
the production process and, consequently, the manufactur-
ing costs and the possible leading time requires conducting
of material tests (in the present case, mainly metallurgical),
necessary for a correct realisation of the quotation prepara-
tion process. Our research aimed to assess the possibility of
using methods of Fuzzy Reasoning to solve the problem of
shortening the design process in quotation preparation. This
problem boils down to find, or rather to confirm, the possi-
bility of using simplified methods to solve tasks requiring
materials’ knowledge.

The problem is illustrated with an example of designing
of thermal treatment of aluminium alloys as an important
technology of shaping parts’ properties.

The key problem that we were trying to solve was to cre-
ate knowledge extraction methods for FRBS when there are
not enough experiments (physical or numerical) available
under RFQ conditions to allow the use of machine learn-
ing methods. We assumed that an adequate approach would
be to combine knowledge from unstructured (often random)
experiments with expert knowledge. For this purpose, we
used our original methodology described below.

We have directed our research to support ETO compa-
nies, because in their case the problem of rapid technology
development is particularly important. However, it does not
mean that the methodology developed by us cannot be used
everywhere, where it is necessary to conduct technological
research in a situation where a new order requires changes
Make To Order (MTO) or even in the case of Make To Stock
(MTS) in order to quickly adapt to the changing market
needs. The aim of our research is to confirm that the use of
Fuzzy Rule-Based Systems can, at least partially, replace the
conduct of in-depth material testing. We decided to base our
FRBS model on results of previously developed numerical
model.

Metamodeling in quotation preparation
processes

As mentioned above, the process of preparation of production
of metal products comprises many stages, at least some of
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which relate to conducting material tests. The development
of just an approximate pattern of behaviour usually requires
numerous independent experiments or simulations. This is
not a problem with designing new materials, products, or
technologies where a design phase time might last for amonth
or even years. Under quotation preparation conditions, the
problems are similar. Although it is based on already well-
known materials and processes, developing not only a correct
but also an economical solution is still a big challenge. At the
same time, the time to solve these problems is much shorter. It
is indisputable that reliable results for the optimal design of a
manufacturing process can be obtained through experiments
and physical simulations, most often by prototyping. Such
a solution in quotation preparation conditions is practically
excluded.

A solution to the problem of the impossibility of conduct-
ing physical tests before preparing the production process
could be the direct use of theoretical formal models. Unfor-
tunately, these models are limited to phenomena occurring
under strictly defined boundary conditions and do not allow
considering the simultaneous influence of various factors
on processes describing actual phenomena. Since the 1950s
it has been accepted that the solution to this problem can
be Differential Methods, which combine the reliability and
certainty of formal models with the possibility of describ-
ing complex and diverse phenomena - these methods will
be called exact methods. As mentioned in Alizadeh et al.
(2020) in the design of complex systems, computer experi-
ments are frequently the only practical approach to obtaining
a solution. The most common methods are Finite Element
Analysis (FEA) packages to evaluate the performance of
a structure, Computational Fluid Dynamics (CFD) pack-
ages to predict the flow characteristics of a fluid media and
Monte Carlo Simulation (MCS) to estimate the reliability
of a product (Viana et al. 2021). Modelling of the physical
system means identifying, establishing, and analysing the
input-output relationships of the system. Once the model is
established with the help of properly planned experiments,
it is possible to understand the quantitative change in the
response values when the independent variables are changed
from one set of values to another set without conducting real
experiments (Parappagoudar and Vundavilli 2012). Unfor-
tunately, an optimization of an engineering design request,
which is the process of identifying the right combination of
product parameters, cannot be solved with a single numerical
model, even a very complex one. Managing of computations,
including many simulation processes with several numerical
models, is often done manually. It is also time-consuming
and involves a step-by-step approach. The technological pro-
cess includes several steps, and each of these steps requires
identification of at least several, usually more than a dozen,
technical parameters. Since many technical parameters, the
try-and-error approach is very inefficient. At different stages,

it is necessary to use different numerical models based on
different ways of describing input and output parameters
(different ontologies). Using of long-running computer simu-
lations in design leads to a fundamental problem when trying
to compare different competing options. It is also not possible
to analyse all the combinations of variables that one would
wish. Classical Design of Experiments (DoE) approaches,
while widely applicable, are also inefficient because of high
computational costs and strongly non-linear behaviour. On
the one hand, applying a numerical model opens the possibil-
ity of optimization, but on the other, computational resources
for modelling and human resources required to design such
models, are sizeable. The need for computational resources
might be mitigated by applying of metamodels (Kusiak et al.
2015).

There is a growing interest in utilizing design and analysis
of computer experiment methods to replace the computation-
ally expensive simulations with smooth analytic functions
(metamodels) that can serve as surrogate models for efficient
response estimation (Ye and Pan 2020). The basic approach
is to construct a mathematical approximation of the expen-
sive simulation code, which is then used in place of the
original code. Metamodeling techniques aim at regression
and/or interpolation fitting of the response data at the spec-
ified training (observation) points that are selected using
one of the many DoE techniques. One might find many
examples of metamodeling techniques in literature, i.a. Ye
and Pan (2020); Viana et al. (2021), including Polyno-
mial Response Surface (PRS) approximations, Multivariate
Adaptive Regression Splines, Radial Basis Functions (RBF),
Kriging (KR), Gaussian process, Neural Networks, Support
Vector Regression (SVR) and others.

The essence of the metamodeling approach is to treat the
modelled phenomenon or process as a black box problem
(Zhan et al. 2022). The black-box function is an unknown
function, which can be obtained without knowing its inter-
nal structure and physical or chemical processes involved.
Instead, a list of inputs and corresponding outputs are pro-
vided. Unfortunately, in many cases, such an approach is a
gross oversimplification. In metamodeling, regardless of the
method used, three basic tasks must be conducted: (i) select-
ing a set of sample points in the design parameter space (i.e.,
an experimental design); (ii) fitting a statistical model(s) to
the sample points (iii) and finding a method to interpolate the
results between sample points. It was shown in many papers
mentioned above that the use of metamodels gives results
similar to those got with accurate methods, mainly using
FEA packages, although, for obvious reasons, the level of
deviation from the results of physical experiments or results
describing the implementation of real production processes
is often difficult to determine.

One of the metamodeling approach’s benefits is to solve
the technological problems necessary to implement the RFQ
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process in an acceptable time and, in most cases, efficiently.
Unfortunately, the effectiveness of these methods highly
depends on arbitrarily made decisions about the selection of
sample points, fitting statistical model(s) to the sample points,
and finding a method to interpolate results between sam-
ple points, which requires highly qualified human resources.
The need for human-researcher efforts might be, at least par-
tially, mitigated with the automatized design of metamodels
(Maciot et al. 2018). Unfortunately, this does not solve all
problems.

Obtaining an acceptable metamodel does not create new
“knowledge” and thus does not allow for the generalization
of the experience obtained. This is because metamodels have
a purely stochastic character resulting from the black box
concept.

Unfortunately, it is also the case that preparing many
sophisticated metamodels is time-consuming and requires
the use of large computational power.

A fuzzy rule-based approach to support the
quotation preparation process

The essence of our solution is to replace classical metamod-
els, interpolating results of partial numerical analyses, with
rule-based reasoning methods. In our opinion, it is possi-
ble to formulate “meta-knowledge” written in the form of
rules, which allow determining the sought result values in
a manner characteristic for expert systems. The methods of
knowledge acquisition we propose allow establishing rules
that bind input values to expected output values as declar-
ative knowledge. At the same time, in contrast to classical
metamodels, the process of knowledge acquisition can be
carried out independently of a particular problem, basing on
appropriately designed experiments, results of many random
experiments or real data describing representative examples
or enough results obtained by metamodels. An important role
in formulating the knowledge model in such a system will
be played by experts who will be able to modify the rules
established by formal methods. As a result of applying our
approach, we may get a set of tools that will significantly
support a quotation preparation process, applicable for many
technological problems without the need to conduct numer-
ical experiments even in such a limited scope as in the case
of applying metamodels. Our research aims to prove that this
approach gives results sufficient for being applied in quota-
tion preparation to those obtainable using metamodels.

Our previous experiences have shown that when com-
bining knowledge from experiments and/or experiments and
expert judgments, it is necessary to use particularly expres-
sive methods for representing knowledge extracted from
differing sources. As stated above, researches presented in
the literature, as well as our previous experience (Maciot
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2017) show that the best results are to be expected from fuzzy
logic reasoning systems (FLRS).

Our original proposal aims to use data from various
sources supplemented by expert knowledge to maximally
simplify the procedures involved in implementing RFQ pro-
cedures while guaranteeing an acceptable level of reliability
of the obtained results. We assume that the source of data
allowing the construction of the knowledge model can be
both the results of random (unstructured) simulation exper-
iments and the results of point experiments conducted in a
much less elaborate grid of test patterns than in the previous
studies described above. We also assume that the way knowl-
edge is presented in the form of IF-THEN rules may allow
for deliberate intervention by experts explaining or correct-
ing the results extracted from the data.

The application of FLRS in modelling of manufacturing
processes, including metal processing, is not a new concept.
A comprehensive review of the applications of fuzzy logic
in modelling of machining process can be found in Pandiyan
et al. (2020). An interesting overview of the application
of fuzzy logic to model unconventional machining tech-
niques such as electric discharge machining (EDM), abrasive
jet machining (AJM), ultrasonic machining (USM), elec-
trochemical machining (ECM) and laser beam machining
(LBM) is presented in Venkata Rao and Kalyankar (2014);
Vignesh etal. (2019). The examples presented in those papers
are particularly interesting due to the specific - novel - nature
of these machining processes and thus the lack of established
experimental results.

In each of these cases, the assumption is that data sources
for formulating the necessary knowledge for inference are
either a result of carefully but usually haphazardly designed
experiments or a result of previous large-scale studies. In
each of the modelling methods presented above, we are
dealing with an approach in which knowledge is acquired
from observations (a data-driven approach) and are opposed
to those in which knowledge is formulated by experts (a
knowledge-based approach) Mutlu et al. (2017). It is gen-
erally accepted that the data-driven knowledge acquisition
is much more effective (Hiillermeier 2015). Clearly, the
data-driven approach requires the availability of at least a
statistically significant number of patterns (observations).
Our solution is to develop a methodology that combines the
results of studies or statistical experiments with the results
of targeted experiments supported by expert knowledge.

The assumption that knowledge is formulated by experts
basing on their subjective judgments and/or unorganized or
fragmentary dataset and not based on a statistically signif-
icant set of examples (observations) precludes in principle
the possibility of verifying the correctness of so-formulated
rules. However, similarly to the previous research, we have
tried to evaluate the effectiveness of the inference method
we formulated (or, in fact, knowledge acquisition methods),
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using data and results from previous research for this pur-
pose.

Theoretical background

The essence of our solution is to replace the statistical
methods used in classical meta-modelling with fuzzy infer-
ence methods both at the stage of evaluation of relations
between explanatory and explained variables at selected
points determined on the basis of examples and at the stage
of interpolation between those points. In contrast to the tra-
ditional understanding of the concept of interpolation as a
numerical method that allows the definition of a so-called
interpolation function that takes predetermined values at
fixed points called nodes and is used to determine intermedi-
ate values in the case of rule-based methods, such a function
is not formulated a priori. In our approach, experts formu-
late rules that bind values of outcome variables to premises
described by linguistic variables in the form of IF.. THEN
rules for all nodes. The interpolation in this case consists in
determining which of the predefined rules applies to a partic-
ular case under analysis that does not belong to the set of cases
defining the nodes. At the same time, experts define rules for
determining the membership of crisp values of premises to
fuzzy sets defining premises. Such assumptions exclude the
possibility of using “crisp” expert systems. According to our
previous experience (Maciot 2017; Maciot et al. 2020), the
problem can be obtained by using fuzzy inference methods.
Determining the resulting values for instances involving a set
of premise values not belonging to nodes is done on an ad-
hoc basis and involves assessing how much a given instance
of premises is “similar” to predefined rule premises.

The usual first-choice approach for fuzzy reasoning meth-
ods is the Mamdani’s model. Another common solution to
the interpolation problem is to use the Takagi-Sugeno model.
Both of these models are well described in the literature. With
respect to the problem presented in this paper, it is worth not-
ing the differences in the method of determining the weights
of the membership of the analyzed cases to particular exam-
ples (nodes). These differences will be presented below.

Our concept was derived from the need to create effective
decision support systems in various areas (in our case, tech-
nology) in the absence of adequate research. We assume that
the only source of knowledge is expert judgment based on
fragmented experiments (physical or numerical). Such data
sets are insufficient for systematic machine learning algo-
rithms. In the case presented in our work, “crisp” inference
methods seem to be the most natural choice. In this case, rules
formulated directly by experts based on data from unsystem-
atic experiments have the form of Horns clauses, which may

be represented as IF ... THEN rules:
IF A AND ... AND A, THEN B

where A; and B—the atoms in a selected logic (propositions,
predicates, or other terms). In the case of “crisp” reasoning
in expert systems, the atoms are most often in the form of:

xioX (D

where o—a logical connective (=, <, >, in, between and
others) between a given value and an element of its domain.
For “crisp” reasoning, the whole process is controlled by a
knowledge engineer cooperating with a domain expert.

As mentioned above the first-choice approach for fuzzy
reasoning methods is Mamdani’s model. The rule scheme is
very similar to the “crisp” scheme, except that the premises
are formulated differently, which can be expressed in a form

xiis X (2)

where x;—a crisp value of the current input and X is alinguis-
tic term that represents the fuzzy set, given by a membership
function w4 (x).

When the Takagi—Sugeno approach is employed, the form
of a rule is more complex and can be expressed in a form
proposed in Takagi and Sugeno (1985):

R:IF(f(x1is Ay, ..., xpis Ag))

3)
theny =d(xy, ..., Xk)

where: y—a variable of the conclusion whose value is
inferred, x| — xy—variables of the premises that also appear
in the part of the conclusion, Aj—A;—fuzzy sets with lin-
ear membership functions representing a fuzzy subspace in
which the implication R can be applied for reasoning, f—
logical functions connecting propositions in the premise,
d—a function that implies the value of y when x; —x; satis-
fies the premise.

The first problem in terms of the knowledge-based
approach in both Mamdani and T-S is identifying the mem-
bership functions of the variables composing the premises.
Recall that we do not have a sufficient amount of data that
would allow us to formulate the premises using machine
learning methods. Hence, membership functions of precon-
ditions must be determined subjectively. All these decisions
are made by experts using their experience and knowledge,
but mainly using available examples of linking values of
premises with conclusions.

The nextissue is to explicitly define the form of the conclu-
sion. In our case, we are talking about functions of summary
fraction of precipitations in time which can be treated as a
certain set of patterns (qualitative variable) or as the value of
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the fraction of precipitations for time coordinate t obtained
or predicted at a certain (quantitative variable). We have
assumed in our research that the latter will be implemented.
We present the details in “Numerical example” section. Then
we have to formulate the rules as in classical (“crisp”) expert
systems but taking into account the fuzzy nature of infer-
ence. In our approach, the formulation of the structure of
the Knowledge Base must be implemented on the basis of
subjective expert decisions. In our case, we have partially
used techniques applied in the fuzzy version of the ID3 algo-
rithm (Begenova and Avdeenko 2018). The Cartesian product
of rule premises in the form of linguistic variables initially
determines the structure of the knowledge base. In the next
step, examples (all or choosen by clustering methods) are
automatically assigned to individual rules based on mem-
bership measures. The expert, evaluating the total value of
the rule membership measure, based on his own knowledge,
assigns a conclusion value for each rule.

In the case of the T-S method, it is necessary to formu-
late a model that allows determining a function that implies
the values of the conclusion. In the original version of the
T-S approach, one of the regression analysis methods (least
squares method) is used to express the final form of the func-
tion defining the conclusion. Currently, many other methods
described in the literature (Gu and Wang 2018) allow the
formulation of such a function, i.a.: global least squares,
local least squares, product space clustering, Evolutionary
algorithms. and many others but unfortunately, all of these
heuristic methods are based on the analysis of training data.
In our case, there is no appropriate set of observations. To
the best of the authors’ knowledge, there are no methods
to formulate a function based only on expert predictions. In
our previous studies (Maciot 2017), we applied the set of
equations described at the support points. It turned out that
for a larger number of premises and for some combinations
of premise values, the estimated conclusion value was out-
side the predicted range. To avoid this problem, an approach
derived from the LP linear programming concept was used.
LP is used to find the best fit of the conclusion function to the
extreme values of the premises in each rule. For computing
parameters of an output function, the approach derived from
the Linear Programming concept was used. The core of the
process of generating functions employs support points. We
assumed it would be the Cartesian product of the left and
right endpoints of each precondition’s variables. For each
combination of values of the preconditions’ variables, the
conclusion’s numerical values must be in the range set for
the appropriate conclusion value. For each variable describ-
ing the premise, we consider two extreme values and for
them, we build two conditions limiting the solution (in any
case, the value of the function must not exceed the range of
acceptable variability of the function describing the conclu-
sion). At the same time, we introduced constraints that do not
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allow for the extreme values of preconditions’ variables the
total maximum distance of conclusion value from its borders
to be greater than a given value determined in relation to the
difference between the lower and upper limits of the range of
conclusion. As an objective function, we adopted a function
which, for extreme values of the premises’ variables gives the
minimum Manhattan distance of the conclusion value from
the borders of its range.

After solving the so-defined linear problem for each of the
rules, we set the parameters of the function that implies the
value of y when appropriate variables satisfy the premise:

Vi = Di1X1 + pipxX2 + -+ PimXm 4

where p; j—the coefficient of output function in jthrule, x;
— the crisp value of input variable ;.

The reasoning in our approach can be carried out identi-
cally to the classical Mamdani’s and T-S approach.

Numerical example

Preparation of the technological process for metal parts
under ETO conditions requires solving many subproblems.
In RFQ the customer specifies the requirements to be met
by the requested product but rarely specifies the way to
achieve them. In the case of metal products, the require-
ments expected in the RFQ relate to the shape of the product,
which is easy to assess in terms of manufacturability, but
above all to the mechanical properties, which cannot be eas-
ily designed under ETO conditions. numerous requirements
of an economic, logistical, organisational, etc. nature is also
specified in the RFQ. In the case of metal products, however,
itis crucial to meet the mechanical property requirements in
conjunction with the economic requirements. The decision
problem which decides to a significant extent about the attrac-
tiveness of quotation and, after winning the contract, about its
effectiveness is the decision which combination of material
and processes will lead to the mechanical properties stated in
RFQ at the lowest cost. Because of the repeatedly mentioned
complexity of metal product manufacturing processes, it is
not possible to create formal methods that would allow solv-
ing this problem comprehensively. The only method is the
implementation of the design process by an engineer based
on his knowledge and experience step by step. Significant
facilitation of such an inherently ad-hoc process is the use of
IT tools that allow rapid and reasonably effective evaluation
of the results of partial decisions. An example of such partial
decisions is the setting of parameters of a thermal treatment
process that allows significant increasing of metal-made parts
with reasonable costs.

The subject of our research was the problems associated
with the thermal treatment of aluminium alloys. Designing
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an effective thermal treatment process for any new or even
similar to previous RFQ orders requires the use of flexible
numerical models. In the case of thermal treatment of alu-
minium alloys, we can consider exact models, metamodels
and the proposed solution based on FLRS.

The direct numerical model of a microstructure behaviour
of a particular aluminium alloy during thermo-mechanical
treatment was designed in the Technical University of Graz
and described in Maciot et al. (2015). The numerical model is
based on CALPHAD-based MatCalc simulation framework.
The nature of such models allows for an infinite number of
parameters’ combinations - there are hundreds of tweakable
parameters, with many of them being continuous numbers.
The flexibility of the model is a disadvantage in optimiza-
tion tasks. Hence, the metamodel proposed by Maciot et al.
(2018) was significantly constrained. It could reproduce only
a single technological process with single aluminium alloy
(however three different initial states of the material are
allowed). On the other hand, the process is controlled with
six parameters, instead of hundreds. The second important
modification was a replacing of CALPHAD-based compu-
tations, which are time-consuming with a machine-learned
“black-box” model, using a Kriging approach. One might
find all details in the cited paper. Only the most important
features are summarized below.

As mentioned above, the modelled process is a heat treat-
ment of an aluminium alloy. The process contains three
phases, heating, keeping in elevated temperature, and cooling
down. The temperatures’ changes during heating and cool-
ing are assumed to be linear and the elevated temperature is
assumed to be constant. While it is an obvious simplification,
it allows a representation of a process with only 4 variables
(initial and final temperatures are constant, they do not influ-
ence the process). Two additional parameters (Table 1) are
grain and subgrain sizes (independent variables, which could
be controlled with a proper mechanical treatment before heat
treatment).

The CALPHAD model allows a very thoughtful analy-
sis of an obtained microstructure. Unfortunately, numerous
quantitative and qualitative output variables, worthwhile for
a human researcher, cannot be directly used to constitute a
useful objective function. Hence, simplifying of the meta-
model also includes simplification of the output variables.
Three aggregating measures had been defined: a mean pre-
cipitation diameter, a number of precipitations in volume,
and a weight fraction of precipitations. These measures rep-
resent the state of the microstructure after the heat treatment
process and directly influences the mechanical properties of
a treated part.

In our research, we used the detailed data made avail-
able to us, developed for Maciot et al. (2018). In the cited
research, three initial material states, obtained with earlier
computations, were considered: as-cast, homogenized, and

Table 1 Input variables

Precondition Feature Measure of unit
X1 grain size nm

X> subgrain size “m

X3 annealing temperature °C

X4 heating rate °C 57!

X5 holding time S

X6 cooling rate °Cs~!

hot-rolled. For the presented research, the cases concerning
cast material state have been chosen.

Original data had been organized into four classes (Fig. 1).
The input variables are presented in Table 1. The exemplary
data for cases 1 and 700 are presented in Tables 2 and 3.

We aimed to investigate whether using Artificial Intelli-
gence methods can predict the summary fraction of precip-
itations as a function of time, basing only on known values
of independent variables, without the need to conduct simu-
lation experiments. The course of research based on the data
provided was:

1. Standardization of input variables values

2. determining how to represent the summary fraction of
precipitations as a function of time as the outcome variable

3. transformation of the source descriptions of the summary
fraction of precipitations to the agreed form

4. to identify classes of the outcome variable, basing on the
available data

5. definition of input variables in fuzzy form

6. formulation of rules based on available data without using
machine learning methods

7. estimation of the resulting function summary fraction of
precipitations based on the adopted inference mechanism

8. determination of estimation error

The research cycle was carried out for different ways of defin-
ing the outcome variables and different methods of inference.
The two most common methods of fuzzy reasoning, the
Mamdani’s 1975 and Takagi and Sugeno (1985) methods,
were used here.

Examples
+ExampleNumber

InputValriables

+Feature
+UnitOfMeasure

OutputVariables

+TimeCoordinate
+ValueCoordinate

FeatuerValues

+FeatureValue

Fig.1 The structure of data
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Table 2 Exemplary values of input variables

Example number Grain size Subgrain size Annealing temperature Heating rate Holding time Cooling rate
1 0.000014 0.0002 353.23 0.3635 1628.47 —-1.97
700 0.000059 0.0001 507.34 0.4419 2939.74 —1.01

Table 3 Exemplary values of output variables

Example Time coordinate Value coordinate

1 0.0 0.01321
731.0 0.01322
862.3 0.01332
989.9 0.01371
1163.4 0.01446
1855.5 0.01793
2214.6 0.01950
2520.6 0.02052
2659.1 0.02054

700 0.0 0.01321
636.0 0.01322
774.5 0.01344
872.0 0.01452
1012.2 0.01820
1155.2 0.01724
4007.2 0.01773
4170.5 0.02016
4469.6 0.02031

The formulation of fuzzy knowledge model

A first step in the model’s formulation of the preconditions is
bringing the domains and hence the values of all variables in
the premises to acommon base. In our case, all input variables
have a quantitative character, but their domains significantly
differ. Therefore, it was necessary to normalize the data. We
used internal normalization that comprises transforming the
original scales into [0,1] ranges. In our case, we used the
lowest value of each input variable as a reference.

The fuzzy reasoning methods require that all input vari-
ables are either directly presented in the form of fuzzy
linguistic variables or transformed into this form. In our case,
all input variables are presented in a crisp numerical form
and therefore it must be fuzzyfied. The ranges of the input
variables of the premise are divided into fuzzy subspaces.
The number of subspaces can be different for each of the
variables. Each of the subspaces is described by the left and
right endpoints. The subspaces are not contiguous (the right
endpoint of the subspace i differs from the left endpoint of

@ Springer

the subspace i + 1). In the absence of proper observation,
the cardinality and the ranges of these subspaces must be
based on subjective expert decisions. The number of rules
and therefore potential reasoning efficiency depends on this
decision (the more rules, the more precise the representa-
tion of the variation of the resulting summary fraction of
precipitations). On the other hand, an increase of the cardi-
nality of subspaces enforces a higher number of experiments
(if knowledge is acquired from point experiments) or leads
to a lack of possibility of formulating conclusions for some
data combinations (if knowledge is acquired from unsystem-
atic, partial examples). Large cardinality of subspaces also
makes it difficult for experts to correct the rules, which is the
essence of our concept. The division into subspaces for each
input variable and the values of left and right endpoints were
determined subjectively, but based on a rough analysis of the
input data. Originally, it was assumed that all input variables
will be presented in a two-steps scale (low, high). The reason
was that the number of rules in the knowledge base should
be as small as possible. Here, the number of examples and
hence the number of the rules in a reasoning engine (product
of the cardinalities of the domains of each variable) is equal to
2% (64). Unfortunately, preliminary research had shown that
such a model does not sufficiently describe the variability of
input variables and the effect of this variability on the course
of the function describing the summary fraction of precip-
itations. In further research, it was decided that three input
variables will be described with a two-values scale (low, high)
- X1, X2, X6 and three with three values (low, middle, high) -
X3, X4, X5. The variables that more significantly determine
the summary fraction of precipitations are described in more
detail. Knowledge about the assessment of the significance of
outcome variables was derived from the analysis of available
data supported by expert judgement.

It is well known that the performance of a fuzzy reason-
ing tool depends on the selection of a membership function.
They might be linear (i.e., triangular and trapezoidal) or non-
linear (i.e., sigmoid, Gaussian, bell-shaped). It was necessary
to decide what membership functions would be used to rep-
resent particular input variables. Considering the fact that
we did not have a statistically representative number of data,
it was not possible to use machine learning methods known
from the literature (Ferndndez et al. 2015) for this purpose. In
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Table 4 Range limits for inputs

] Borders
described by two-value
linguistic variables Low Lower 0.0
Upper 0.2
High Lower 0.8
Upper 1.0
Table 5 Range limits for inputs borders
described by three-value
linguistic variables low lower 0.0
upper 0.2
middle lower 0.4
upper 0.6
high lower 0.8
upper 1.0
A
n
1
0 02 04 0,6 038 1 v

Fig. 2 Graphical presentation of membership functions for inputs
described by two-value linguistic variables

A

n
1

0 0,2 0,4 0,6 0,8 1 v

Fig. 3 Graphical presentation of membership functions for inputs
described by three-value linguistic variables

our approach, the formulation of the structure of the knowl-
edge base must be based on subjective expert decisions.

Itis assumed that a linear function (trapezoidal) represents
the variability of the input variables sufficiently. The proof
can be found in the literature (Patel et al. 2015). The model
used for fuzzification of input values we present in Tables 4,
5 and Figs. 2, 3.

While input values in our model are of a numerical charac-
ter, the output variable, which is a function of time describing
a certain phenomenon, cannot be easily quantified. The
objectives of our study require that the outcome variable be
defined in a form that allows solving problems in the classifi-
cation or regression form. In both cases, the outcome variable

should be presented in a form that allows the examples to be
distinguished and compared. We have assumed that each pat-
tern presenting the summary fraction of precipitations (v) as
a function of time can be written in tabular form as a kind
of relation #; ;, v;; for each experiment (pattern). Then the
similarity between the patterns can be measured by any mea-
sure of the distance of the values v;; for the same values
tj,i- The problem is that the data provided to us were gen-
erated according to the Piecewise Linear Functions (PLFs)
method extended by the original algorithm to generate so
colled nodes (’7,1" v;i). An individual PLF is established for
the each output and for the each initial material state, hence
finally the metamodel consisted of 9 PLFs. Since the quality
of interpolation of simulation results is very sensitive to the
method of points selection, a dedicated algorithm had been
developed. As a result, each pattern is described for different
values ¢7 ;. It was necessary to carry out a kind of interpola-
tion formulated for a different and noncontinuous number of
values of independent variables in a homogeneous range 7.
Since some patterns can be complex, it is assumed that the
step of T step will be the minimum timing accuracy (1 s).
For each experiment j, calculations were made according to
the obvious formula:

vE. 1 — v¥.
* J.it+ Jol *
fie= v+ e T (t— tj,,') 5)
J.i+1 Jsi
where

te [t;'»"l.,t;‘,iﬂ] fori=1to8
t=12,...,T

T is the duration - time of the experiment, (’7,#
ith node of jth pattern

An additional problem that makes it difficult, or even
impossible, to compare patterns is the existence of a spe-
cific autocorrelation between the result variable and the input
variables. Among the input variables, we have three values:
the heating rate, the holding time and the cooling rate, which
together with the holding temperature determine the dura-
tion of the entire operation. At the same time, these values
are so different that the durations of the operations are not
comparable (the shortest time is 1 892 s, and the longest
is 32 591s and their distribution is non-linear). Therefore,
for further analyses, we selected 700 examples for which the
process execution time was less than 8 030 s (the set of exam-
ples was determined by the procedure of uniformly grouping
examples by process duration). Unfortunately, this does not
solve the problem of the dependence of the course of the
resultant function on the three aforementioned parameters
determining the process duration. It has been noticed that
there appear repeatedly similar shaped courses of the output
variable values shifted in time. It might be seen in Fig. 4.

. N
vj’l.) is the
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To remove this limitation, we made a kind of internal nor-
malisation so that each example has the same number of
points on the timeline (2000). The transformation of values
vi had been done with the following procedure:

For i = 1 To NumberOfExamples
Sum = 0

k=1

1=0

For j = 1 To MaxValuei

ii = Round(m * j / MaxValuei)

If ii = O Then ii =1

If k <> ii Then
gi =Sum / 1
k=k+1
Sum = X
1 =1

Else
1=1+1
Sum = Sum + X

End If

Next j
Next i

The result of the transformation is shown in Fig. 5.
Reverting of the transformation results during reasoning is
straightforward.

Despite the standardisation of values describing the sum-
mary fraction of precipitations as a function of time, the
problem of using such framed patterns in IF-THEN rules is
not solved. In classical tasks solved with the support of rule
systems, the output variable is a certain variable of crisp value
(e.g., in the case of Takagi-Sugeno method) or a linguistic
variable which in the case of control or regression problems
is transformed into crisp value in the process of defuzzifi-
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cation. Thus, in the case of output variables, we are dealing
with a single multiplicity (obviously with linguistic variables
in the sense that they are represented by fuzzy numbers). In
our specific case, despite the operations aimed at standard-
ising the description of runs in the case of inference results,
we have to deal with so-called multiply ordered variable as
a conclusion. One of the considered solutions to this prob-
lem is to establish a set of patterns of “similar” courses of an
output function and to assign labels to them. The labels of
these patterns will be the conclusions of the rules. As a result
of the inference, we obtain a fuzzy number described by a
function of the membership of its value to the set of labels
(Mamdani) or some sharp numerical value from the range
of continuous numerical values assigned to the set of labels
(Takagi-Sugeno). In the classical problem of fuzzy reason-
ing, determining the final value of the output variable requires
determining which pattern can be assigned to the set of input
values (classification problem) or assigning it a sharp value
by defuzzification (regression problem). In our case, the first
solution seems obvious. However, preliminary research com-
paring the inference results with courses of output functions
for exemplary cases showed a high error rate. Contrary to the
expectations resulting from previous studies, the error level
was higher for T-S method than for the Mamdani’s method.
This is because the T-S method was designed for control and
regression problems and later adapted to classification tasks.
The results of our earlier studies proved that in classifica-
tion tasks the T-S method may give better results than other
methods but only for a few recognised classes - two or three.
In our research, the number of classes is significantly higher
and even sophisticated classification techniques developed
by us based on numerical inference result in a large error.
We decided that a better solution would be to treat the
problem of recognizing runs described by a function as
regression tasks. Each conclusion of the fired rules is rep-
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Fig.5 The exemplary shapes of the summary fraction of precipitation after normalization—on the same timeline scale as before normalisation (a)

and on the matched scale (b)

resented by some pattern, which is a function described on
the timeline.

The problem related to the definition of output variables
concerns how to define patterns and assign them to indi-
vidual rules. As mentioned above, the resulting patterns are
described by the function that assigns the summary fraction
of precipitations to times points whose values we denote as
ck.r where k is the rule index and ¢ is a point on the time axis.
The solution to this problem is very much dependent on how
knowledge is obtained. We have assumed that our research
concerns problems where there is no statistically significant
amount of learning data. Here, there are two possibilities of
knowledge acquisition for the reasoning system.

The first one concerns the situation when we have no infor-
mation from previous experiments at our disposal and it is
necessary to obtain it from point-wise appropriately planned
experiments. We establish a set of values of premises, choose
a “representative” for them, conduct an experiment, and take
the obtained function describing the course of the summary
fraction of precipitations as a pattern representing the conclu-
sion of the rule corresponding to the relevant set of premises.
In this case function values are determined by a simple for-
mula:

Chk,t = k.t (6)

where gy ; is normalized output value of experiment assigned
to kth rule at the times ponit ¢.

In the second case, we are dealing with a relatively large
group of observations of a random (not related a priori to
the structure of the input variables) nature. In view of the
unstructured nature of the available examples, it is neces-
sary to formulate patterns of result functions (patterns) and
assign them to appropriate rules. We considered two poten-
tial solutions: example-independent and example-dependent.
The first one (independent of examples - IE) was to group all

™ o/
«,* e S 23at0
L Vv ' “"o ‘ <
/’, .{l P o o
* ‘e o If
"“,"lv‘

Fig.6 Graphical presentation of clustering results

samples based on similarity expressed by the Euclidean dis-
tance between corresponding points on the time axis. For
calculations, the AgglomerativeClustering algorithm from
the scikit-learn package of Python language was applied
(Pedregosa et al. 2011). As a result of several tests veri-
fying the quality of clustering understood as the distance
between samples included in particular clusters and the dis-
tance between clusters, it was established that the number of
clusters is equal 20, Euclidean metric used to compute the
linkage and maximum linkage method uses the maximum
distances between all observations of the two sets. Simpli-
fied results of clustering are shown in Fig. 6. Very diverse
clusters were obtained in terms of the number of qualified
examples, as shown in the diagram in Fig 7. this confirms
that the input data analysed are random in nature, which may
limit the effectiveness of IE knowledge acquisition method.

For each cluster, we set a pattern in such a way that the
values of the course of the function of the summary fraction of
precipitations for this pattern are calculated as the arithmetic
mean of the values of all samples at any point in the timeline
qualified for a given cluster - /; ; where [ is the index of the
cluster and ¢ is the point on the timeline. Since clustering is
carried out independently of the values of input variables, it is
necessary to assign a particular cluster, and in fact, the pattern
representing it, to particular rules. It has been assumed that
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the cluster (template), which qualifies the sample which is the
“best” representation of a set of premises, i.e., has the highest
value of weight calculated by Mamdani’s or Takagi-Sugeno
method respectively, will be assigned to the rule. If more
than one pattern show same similarity, the expert decides on
the allocation. Finally value of the summary fraction ¢ ; of
precipitations for time coordinate ¢ in the conclusion of the
rule k is defined as:

Ckt = hl,t @)

where £ ; is averaged value for cluster / assigned to kth rule
at the times point 7.

A second solution to the problem of defining conclusions
(depended on examples - DE) is based more on the analysis of
samples “forming” the premises of all rules. In the case, when
we have “redundant” but unstructured data, for some sets of
premises (rules) described by crisp intervals we have many
observations while there are no data for other sets. However,
observations can be described in a way used for fuzzy reason-
ing. Then the same sample may “to some extent” correspond
to many patterns, even if none of them corresponds exactly.
Once the measure of membership of specific examples j for
a set of conclusions of the rule k - . ; has been established,
a hypothetical function of the summary fraction of precipita-
tions is generated by calculating its successive values as the
weighted averages of the corresponding values of all values
considered for the rule examples. The estimated value of the
summary fraction ¢y ; of precipitations for time coordinate ¢
in the conclusion of the rule k is defined as:

ne
Mjk8j,t
j=1
Cht =~y (8)
2 Mk
j=1
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Table 6 Range inputs limits for rule 23

Precondition 1 2 3 4 5 6
Linguistic valuer Low  Low  Middle Low High Low
Lower 0.0 0.0 0.4 0.0 0.8 0.0
Upper 0.2 0.2 0.6 0.2 1.0 0.2

where ne is the number of examples, u; « is a measure of
membership jth input value set (example) to kth rule and
gj,r is normalized output value of jth example at the times
point ¢.

Let us consider this using the example of Rule 23, the pre-
conditions for which is set out in Table 6. This is an example
tuple of the Cartesian product of the domains of all variables
describing the premises.

Of the 700 examples analyzed, 7 are “similar” enough to
the pattern written in Rule 23 and therefore must be included
in the expert analysis. These examples are presented in the
Table 7.

The value of w; as the membership function was set
according to the formulas presented in Maciot and Re¢biasz
(2016). The way to determine this value, which is also used
in inference, can be illustrated in the figures describing the
procedure for example 353 (Fig. 8).

The predicted course of conclusion function shapes of rule
23, generated with knowledge independent of examples and
dependent of examples are shown in Figs. 9 and 10. In the
first case, the conclusion corresponds to pattern assigned to
example 353. In the second case, the conclusion is deter-
mined as a weighted average (Takagi-Sugeno method was
used for presentation purposes). Figures 11 and 12 show the
same results for the rule 86, employing 10 clustered cases.

While the definition of the conclusion in the knowledge
model required original solutions the other components of
the model are basically standard.
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:I:a.ble. U ”The input valups for Example number Precondition number %
similar” example and its I > 3 7 3 5 <103
membership function to the rule
23 9 0.7360 0.7884 0.3234 0.3541 0.7769 0.6122 0.0806
10 0.7863 0.7884 0.3234 0.3541 0.7769 0.6122 0.0173
11 0.7863 0.7884 0.3738 0.3541 0.7769 0.6122 0.0244
12 0.7863 0.7884 0.3738 0.2998 0.7769 0.6122 0.0533
353 0.2166 0.7673 0.7026 0.2401 0.6394 0.7328 0.4556
442 0.5315 0.3569 0.2017 0.1063 0.6108 0.5410 0.0644
443 0.5315 0.3569 0.2017 0.1063 0.6108 0.4887 0.0775
u Xq 29 X2
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0 02 0.4 06 08 1 v 0 02 0,4 06 08 1 v
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Fig.8 Graphical presentation of the 353 example membership function for six input variables

The mechanism of inference in the case of Mamdani’s
method does not differ from standard solutions. The ultimate
form of the summary fraction of precipitations is determined
according to the following formula, regardless of the mecha-
nism of generating patterns describing the conclusions of the
rules. The estimated value of the summary fraction e;; of
precipitations e; ; for the time coordinate ¢ as a conclusion
of the Mamdani’s reasoning is computed with a formula:

nr

Z M jkChk,t
k=1
U ©)

> Hjk
k=1

Ej,tz

where nr is the number of rules, 1 ; « is the measure of mem-
bership jth input value set (example) to kth rule and ¢ ; is the
value of the summary fraction of precipitations for time coor-
dinate ¢ in the conclusion of the rule k determined according
to the formula (7) or (8).

In our research, we accepted the operator PROD as an
aggregation function for measure of membership for rules.
Tests using other operators had not bring visible changes in
simulation results.

The output function in the T-S method adapted to our needs
is an additional measure of whether a given example belongs
to a fuzzy defined pattern. The parameters of this function
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Fig.9 The shape of the
conclusion of rule 23 when
generating knowledge
independent of examples

Fig. 10 The shape of the
conclusion of rule 23 when
generating knowledge
dependent on examples

Fig. 11 The shape of the
conclusion of rule 86 when
generating knowledge
independent of examples
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were determined according to the methodology presented in 1. As in the case of Mamdani’s approach, the measures of

“Metamodeling in quotation preparation processes” section. whether a given set of premises belongs to the pattern of
In the case of T-S method with our modifications, a final premises of each rule are determined 1t .

course of a function of the summary fraction of precipitations 2. The measure is corrected with a coefficient based on the

e, for time coordinate t for each case is defined with the function (4) that implies the value of y;  when appropri-

following procedure:

@ Springer

ate variables satisfy the premise. As we proposed i.a. in
Maciot et al. (2020) this “similarity index” is calculated as
adistance from the middle of the < 0, 1 > range - index is
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equal to 1 ff)r yj k equal tQ 0.5, 0 for Yjk greater or equal g Z lgj.r — €jrl (12)
to 1.0, and in other cases is computed with formulae. b=

) yj,k > 1:0
dej, k) = : (10)
Yik <1:1=2-10.5—yj, k)|

3. Finally, we set a value ¢} ; for each time coordinate ¢ by
the formula:

nr
D jkdj kck
k=1
ejt=—pm——— (11)

> Mjkdjk
k=1

where nr is the number of rules, 4 x is the measure of
membership jth input value set (example) to kthrule, d; x
is the “similarity index” determined by the formula (10)
and ¢y ; is the value of the summary fraction of precipita-
tions for time coordinate ¢ in the conclusion of the rule k
determined according to the formula (7) or (8).

The results of selected experiments

Of the many experiments carried out, we present those that
gave the most promising results. These are four experiments:
two for Mamdani’s inference method and two for T-S infer-
ence in both cases for knowledge extracted by example
independent (EI) or example dependent (ED) of Knowledge
Base formulation methods. In these experiments, after for-
mulating the rules normalized and digitized (according to the
previously described rules), the courses of functions of the
summary fraction of precipitations had been compared for
each of the 700 cases with the courses predicted by the infer-
ence system shapes, in the adequate form. The estimation
error of the summary fraction of precipitations, measured as
a sum of the relative difference between the inference results
and the actual shapes for each time coordinate are defined
with a formula:

=1 8t

where g; ; is normalized output value of jth example at the
times point  and e; ; is estimated output value of jthexample
at the times point 7.

Furthermore, for each of the four experiments, maximal
deviations of the predicted values from the actual ones x;
(maximal error), computed with the formula below were
analysed.

x; = max (186 €l (13)
! 8j.t

Furthermore, the number of examples for which the error
was greater than the selected limit values. The main result of
the study, i.e. the mean and maximum estimation error for
the four cases, is presented in Figs. 13, 14 and 15.

The results presented above clearly show that in the vast
majority of examples the error level does not exceed 10% for
mean error or slightly above 20% for maximal errors. Unfor-
tunately, there are a few examples in which these errors are
much higher. In most cases, this applies to the same exam-
ples for all methods of knowledge extraction and inference. It
should be remembered that the results considered as actual do
not come from physical tests but are the results of numerical
simulations, which are also subject to error.

To further analyse the effectiveness of our proposed
method, we analysed the number of cases for which the pre-
dicted values differ significantly from the actual ones. In Fig.
16, the number of examples with a maximum error greater
than the specified level is shown. That diagram should be
interpreted in the following way. The number of examples
with the maximum error less than 5% ranges from 566 to
643, what means that the number of examples almost per-
fectly matching the actual shapes is small and ranges from
57 to 134. However, when the maximum error is greater than
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Fig. 13 Mean prediction error 35%
for the four cases tested
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Fig. 14 Maximal prediction 60%
error for the four cases tested

50%
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20%, the number of “wrong” examples decreases to a range
from 73 to 168.

After consultation with technologists and considering our
previous experience, we have concluded that a maximum
error of 20% to 30% is acceptable. To illustrate the levels
of this error, we present selected examples comparing actual
and predicted shapes for the three error limits (Fig. 17). As
seen from the graphs, the character of the predicted shapes
does not differ significantly from the actual ones.

Comparing the Knowledge Base techniques and reasoning
methods by the number of examples with a maximum error
greater than 20%, 25% and 30% is shown in Figs. 18 and 19.
The charts demonstrate significantly better results obtained
by acquiring knowledge based on the input data.

Aggregated (averaged by examples) simulation results are
shown in Table 8 and Figs. 20 and 21.

The aggregated results confirm that, as in assessing the
number of examples for which the predicted courses of func-
tions differ significantly from the actual ones, the knowledge
acquisition based on input data gives much better results both
in the case of mean and maximum error. The best result for the
evaluation of the average error was obtained for the system
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Table 8 Aggregated (averaged by examples) simulation results

Mean error (%) Maximum error (%)

M-IE 5.05 67.55
TS-IE 4.78 61.80
M-DE 4.79 47.04
TS-DE 4.07 54.32

of learning from input data and inference using the Takagi-
Sugeno method (4.07%). On the other hand, in the case of
the evaluation of the maximum error, the Mamdani’s method
gave the better result.

The results obtained by using the proposed method were
compared with the effects of using the metamodel presented
in the paper (Maciot et al. 2018). The authors do not provide
precise calculations, informing only that the average devi-
ation of the predicted values from the actual is about 2%,
which is better than the results obtained using our method.
However, the authors of the cited paper admit that there are
examples for which this deviation is much higher, which also
confirms our observations.
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Technologists looking for the best method to predict the ~ Conclusions
course of technological processes may be guided by the eval-
uation of the average or maximum error presented by us. In  This manuscript has proposed a novel approach to solving
the case when we are dealing with a small number of manu-  technological problems related to operational management
factured products, the maximum error is significant, whereas  in metal products plants operating according to Engineering-
as the number of products increases, the significance of the  to-Order (ETO) rules. Here, the client’s order requires the
average error increases. creation of a design, which requires solving of technologi-
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Fig.21 Aggregated maximum 6,00%
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cal problems in the quotation preparation phase. We used a
microstructure evolution, in particular precipitation kinetic
in a commercial grade aluminium alloy case study to show
the proposed approach. The shape of the summary fraction
of precipitations, being an output of reasoning based on six
selected input parameters was an object of the analysis. The
results of our research show that it is possible to create effec-
tive mechanisms for modelling of technological processes so
that they can be used in the quotation preparation process. At
the same time, we proved that such an effect can be obtained
by combining different methods of knowledge acquisition
with expert-based inference mechanisms. Fuzzy rule-based
systems allow the formulation of decision models for the
design of technologies supporting the multistage process of
quotation preparation. The knowledge base for FRBS can be
formulated with prior point experiments planned according
to one of the many designs of experiments (DoE) techniques,
results of prior partial (random) experiments or, as we pre-
sented in this paper, results of partially designed or random
numerical simulations using complex models and/or meta-
models. As an inference mechanism, we used Mamdani’s and
modified Takagi-Sugeno methods. Two methods of extract-
ing knowledge from examples were used, one that made
conclusions of rules directly dependent on the values of the
input variables values and another that involved generating
cluster analysis method patterns of output function courses
and then assigning them to the conclusions of all rules.

The evaluation of the results of simulations conducted
with the use of the developed reasoning methods consisted in
comparing the obtained results describing the courses of the
analysed output function with the courses obtained with the
use of exact methods (Maciot et al. 2018). Regardless of the
reasoning mechanism, better results were obtained using the
learning method making the conclusions dependent on the
input data. The best result for the evaluation of the average
error was obtained when using the method of learning from
input data and inference using the Takagi-Sugeno method

@ Springer
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(4.07%). On the other hand, for the evaluation of the max-
imum error, the better result was given by the Mamdani’s
method for the same knowledge acquisition mechanism.
Unfortunately, as in the studies to design our experiments,
there were few cases when the inference results differed sig-
nificantly from the results obtained with metamodels.

The comparison of our results with the results obtained
with metamodels (Maciot et al. 2018) shows similar pre-
diction efficiency. Our solution has an important advantage
consisting in the fact that the formulation of knowledge
allowing for the prediction of the course of technological
processes is independent of the evaluation of a specific busi-
ness case. This allows us to significantly simplify and shorten
the quotation preparation process.

Our proposed method of rapid modeling of technological
processes can be applied where it is not possible to conduct
accurate physical or numerical studies, but where there are
other unstructured sources of knowledge and there is the pos-
sibility of formulating knowledge by experts.

The results of our study proved that the application of
fuzzy inference methods can effectively solve the problem of
rapid technology design in the design process of the metallic
products under ETO conditions and also in some cases for
MTO and MTS, when it is necessary to modify or change
the material used to complete the order (MTO) or production
plan (MTS).
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