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Abstract
Fake news has a worldwide impact and the potential to change political scenarios and human
behavior, especially in a critical time like the COVID-19 pandemic. This work suggests
a Soft Three-Level Voting Model (Soft T-LVM) for automatically classifying COVID-19
fake news. We train different individual machine learning algorithms and different ensem-
ble methods in order to overcome the weakness of individual models. This novel model is
based on the soft-voting technique to calculate the class with the majority of votes and to
choose the classifiers to merge and apply at every level. We use the Grid search method to
tune the hyper-parameters during the process of classification and voting. The experimental
evaluation confirms that our proposed model approach has superior performance compared
to the other classifiers.

Keywords Machine learning algorithms · Fake news detection · Social media · Natural
Language Processing (NLP) · Ensemble learning models · COVID-19.

1 Introduction

1.1 Context andmotivations

The immense growth of social media platforms in recent years has facilitated communica-
tion between people worldwide. The information is circulating effortlessly and fluidly in the
social network, which leads to information availability. However, the lack of control over
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this information produces misinformation and fake news proliferation (Zhang et al. 2022).
Fake news can have dramatic impacts on society, the government, and individuals (Kwon
et al., 2013) with dangerous consequences related to different areas, such as the political
one. As shown in the 2016 US presidential election (Bovet & Makse, 2019), we have thou-
sands of fake posts, news stories, and claims that were shared, and hundreds of fake blogs
and pages that were created. Since then, several and rigorous kinds of research have been
carried out to fight this phenomenon (Galli et al., 2022).

Unfortunately, since the Public Health Emergency of International Concern (PHEIC)
(Hua & Shaw, 2020) declared the coronavirus (COVID-19) an international pandemic,
social media platforms have become a hub for misinformation dissemination. This misin-
formation caused a substantial negative impact on users, leading to deadly consequences,
especially in sharing the fake treatments and cures suggested at the time (Sear et al.
2020). The General Director of the World Health Organization (WHO), Tedros Adhanom
Ghebreyesus, has declared that we are not just fighting an epidemic; we are fighting an info-
demic. Fake news spreads faster and more easily than this virus, and is just as dangerous
(Hua & Shaw, 2020).

Similar to how diseases spread among individuals and advance rapidly, this tendency is
magnified by social media and spreads faster and farther (Hua & Shaw, 2020). This has been
said by the architect of the WHO’s strategy to defeat the infodemic danger. Furthermore,
according to Brennen et al. (2020), 59% of Twitter posts related to the COVID-19 pandemic
were false. The devastating impacts of this infodemic are countless. Therefore, several man-
ual fact-checking websites have been developed substantially and were highlighted as one
of the most promising solutions for detecting false news to overcome this global infodemic
(Kaur et al., 2020). However, it is still not enough, especially with the massive number of
fake posts shared daily.

As a result, numerous studies have been conducted to automate COVID-19 fake news
detection using machine and deep learning models in conjunction with Natural Language
Processing techniques (Jivani, 2011) and (Deepak & Chitturi, 2020).

In Patwa et al. (2021), researchers proposed a dataset composed of numerous COVID-
19 news items collected from different social platforms, on which they trained different
individual machine learning models and achieved an Accuracy of 93.46%. However, this
result can be improved using other techniques in the feature extraction or modeling steps.

The main contributions of this paper can be summarized as follows: This work will sug-
gest a novel Soft Three-Level Voting Model (T-LVM) for fake news detection utilizing the
concept of ensemble voting (Ahmad et al. 2020) in the classification phase and the technique
of N-gram frequencies (Ahmed et al., 2017) with the Bag-Of-Words and TF-IDF vectors in
the feature extraction phase. Further details will be given in the next section.

1.2 Our contributions

In this paper, we are interested mainly in detecting COVID-19 fake news diffused on social
networks, especially Twitter. Our model shows how to use the content of existing claims to
figure out if they are fake news or not.

We have three major contributions. First, we propose an ensemble voting model based
on the False-negative rate and soft voting. On the one hand, lowering the false negative rate
improves the quality of how we classify COVID-19 tweets by making it easier to catch fake
claims that are thought to be real. In fact, this metric tackles the problem of fake news that
is treated as true, which is more important than a true positive one. On the other side, soft
voting is a kind of voting where every individual classifier provides a probability value that
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a specific data point belongs to a particular target class. The predictions are weighted by
the classifier’s importance and summed up. Then the target label with the greatest sum of
weighted probabilities wins the vote. Soft voting gives more chances to merge more predic-
tions into the final prediction of the voters. We are simulating the principle of diversification
in evolutionary algorithms (Azzouz et al., 2015). We can say that this is a novel ensemble
voting model because we are the first and only authors to combine the False-negative rate
and the soft voting process instead of the hard voting. This novel voting process, guided by
both the Accuracy and the False-negative rate gives the developed model the opportunity
to solve the trade-off issue between Accuracy and efficiency. A series of experiments were
conducted to validate the performance of our proposed new voting process. Extensive tests
show that our proposed model is better than the existing works of literature when it comes
to detecting fake news using machine learning. We illustrate that the performance of our
soft Three Level voting model achieved an Accuracy of 94.43%.

The second contribution consists of the inclusion of the concept of a multi-level archi-
tecture, which gives us the possibility to redo the classification and the voting process on a
separate level and enables us to easily follow the fake claims. We establish the importance of
the grid search matrix to memorize the best parameters. We realized several steps to improve
these results in this work, starting by tuning the models’ hyperparameters, which improved
the model’s Accuracy. To design our proposed architecture, we have added a classification
and voting level on top of the individual classifiers, and finally calculated the evaluation
parameters of each model in terms of average Accuracy. We advocated that merging the
models into one first-level voting model gave us promising results. This fact encourages us
to perform other levels of classification voting. The multiple levels were a crucial factor in
the enhancement of the outputs of our model. The most important step was to automatically
classify the claims using ratio analysis and evaluation to show the numbers and percentages
of fake or real news. Our model has the specificity of being the first model that decides
the number of levels to perform. Hence, the number of levels is generic and can be dif-
ferent from one dataset to another. We can say that our model is simulating the auto-ML
principle.

The third contribution involves the application of various feature extraction techniques
and frequencies, with the result being clearly improved in the case of using TF-IDF (2
gram). Our experiments can accurately measure the precision of our classification. Sev-
eral performance evaluation parameters (positive and negative rates) have been taken into
consideration to validate the classification results.

We have some other minor contributions, which are as follows: -Statistical analysis of
the tweets in the dataset: we are the first authors to do an exploratory analysis with fake or
real claims. -A comparative study with other machine learning approaches has been done
to show the effectiveness of our proposed model. The performance of our contributions is
analyzed using parameters like precision, recall, F1-score, and Accuracy.

This work is divided as follows; Section two is the state-of-the-art section, where we
will give a deeper insight into the fake news phenomenon. This section gives the basic
background of the context of our project, which is fake news on social networks, and the
concept of ensemble learning models. The related works based on individual and ensemble
voting models done in this field, for fake news detection will be detailed in Section three.
Section four represents our suggested model with a detailed representation of each step.
This section also covers the fundamentals of natural language processing, as well as the
feature extraction and classification phases. To show the whole classification and voting
process, a detailed flowchart and detailed algorithms will be used. The fifth section is the
experiments and results section, in which, we will discuss the obtained results individually
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and when compared to the ones published in Patwa et al. (2021). Section six concludes the
paper, along, with the future works and scopes.

2 Preliminaries

Numerous studies have been conducted in the literature to detect fake news. In this section,
we will define the different concepts used in our work, such as “fake news” and its detailed
representation, from its definition to the components and features of fake posts. Then we
will detail the three types of ensemble learning methods: bagging, boosting, and voting.
Finally, we will review the research on the different ways to spot fake news,

2.1 Fake news

False information is generally determined as “information pollution,” which has many
formats as shown below (Vishwakarma, 2020).

• Rumor: It is unverified news, not necessarily erroneous information. It can also be true.
• Fake News: Circulating false information by News agencies or the internet to gain

political or financial information and enhance reading and public opinion.
• Misinformation: Circulating information that becomes erroneous through error, negli-

gence, or cognitive distortion inadvertently.
• Disinformation: A determined intentionally misleading information.
• Clickbait: False titles to induce users to click on a specific website.
• Hoax: Generally used to mask reality, mainly through jokes, comedy, and intentional

falsehood.
• Satire/parody:Articles that feature humor and irony solely do not have harmful intent

but can be foolish. The Onion and satirical cable are sources of satirical news.
• Opinion Spam: Fake or purposely biased product and service reviews or comments.
• Propaganda: Information that spreads in specific communities according to a plan for

promoting a specific policy or agenda.

According to Zhang and Ghorbani (2020), “Fake news” refers to all kinds of false stories
or news that are mainly published and distributed on the Internet, to purposely mislead,
befool, or lure readers for financial, political, or other gains”. In Deepak and Chitturi (2020),
the deliberate dissemination of false information to sway the public’s opinion is known as
“fake news.” We represent the critical and commonly used features based on the fake news
components for online detection.

There are three main types of feature sets:

• Creator/user-based features: Are widely used to detect suspicious online accounts.
There are three categories of these features, user profiling features (account name,
geolocation information, verified account or not), user credibility features (number of
friends, number of followers), and user behavior features (the number of the user’s
interactions in a time window divided by the user’s monthly average).

• News content-based features: They are characterized as linguistic and syntactic-
based features, style-based features, and visual-based features (Dickerson et al. 2014).
Linguistic and syntactic-based features are the most studied types of features. They
use Natural Language Processing (NLP) features such as Bag-Of-Word, TF-IDF, N-
gram, Parts Of Speech tagging(POS) to detect fake news. Textbftextit-style-based
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features seek to detect the various writing style characteristics of fake news authors.
Textbftextit—Visual-based features are such as images and videos containing news.
These features are very critical cues for detecting fake posts or claims.

• Social context-based features: Are intended to represent online news distribution
patterns and online user involvement (Kwon et al., 2013). They are characterized as
network-based features, distribution-based features, and temporal-based features.

-Network-based features: Are concentrated on a group of comparable internet
users with various viewpoints such as location, educational background, and
habits.
-Distribution-based features: Are captured the distinct diffusion pattern of
online news.
-Temporal-based features: Are used to describe the posting behavior of online
news creators in a time-series manner.

2.2 Ensemble learningmodels

Ensemble learning combines different machine learning models to make a better model that
is more accurate overall by taking into account the flaws of the individual predictors.

Nowadays, ensemble learning methods have become more prominent than classic
machine learning models in various classification tasks like fake news detection and
malware detection (Kaur et al., 2020).

Generally, there are three types of ensemble learning methods: Bagging Ensemble Clas-
sifiers, Boosting Ensemble Classifiers and Voting Ensemble Classifiers. Bagging Ensemble
Classifiers (González et al. 2022) is an early ensemble method mainly used to reduce the
variance (overfitting) over a training by applying the bootstrap aggregation method to an
ensemble of individual classifiers fitted on random subsets of the original dataset. The Ran-
dom Forest algorithm is one of the most frequently used variants of a bagging classifier in
the detection of fake news (Kwon et al., 2013).

Boosting Ensemble Classifiers is a form of sequential learning technique. Several models
are typically used in boosting techniques, such as eXtreme Gradient Boosting (XGBoost),
Gradient Boosting Machine (GBM) and Adaptive Boosting (AdaBoost). Voting is a meta-
classifier that combines several individual classifiers using different combination rules. The
base classifier can be any machine learning model. Individual base-predictors are trained on
training data. The output of these base-predictors is combined using some combination rules
like majority voting (Kwon et al., 2013). Majority voting is also known as “hard voting,”
as the class with the most votes is considered the input article’s final class. In soft-voting,
the final class has the highest probability averaged over the individual classifiers. Voting
methods have been used in numerous classification tasks, such as fake news detection and
spam detection (Kaur et al., 2020). In this work, we will use the soft-voting technique to
calculate the class with the most votes.

3 Existing works for fake news detection

Kaur et al., (2020) proposed a Multi-Level voting ensemble model based on twelve clas-
sifiers and three feature extraction techniques such as Term Frequency–Inverse Document
Frequency (TF–IDF), Count-Vectorizer (CV), and Hashing-Vectorizer (HV), tested on three
different datasets. The proposed model is composed of three voting levels. At each level,
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the merged models are obtained based on the False Positive rate. Results showed that the
Passive Aggressive (Iftikhar et al., 2020), Logistic Regression, and Linear Support Vector
Classifier (LinearSVC) individually performed best using the TF-IDF, CV, and HV feature
extraction approaches, respectively, based on their performance metrics. In contrast, the pro-
posed model outperforms the Passive-Aggressive model by 0.8%, the Regression model by
1.3%, and the linear SVC model by 0.4% using TF-IDF, CV, and HV, respectively.

Gilda, (2017) has applied multiple machine learning algorithms to a public benchmark,
such as Random Forests, SVM, Bounded Decision Trees, Stochastic Gradient Descent and
Gradient Boosting using TF-IDF bi-gram frequency, and the Probabilistic Context-Free
Grammar (PCFG) as feature extraction techniques. The results show that the best Accuracy
percentage was from the Stochastic Gradient Descent using the TF-IDF bi-gram frequency,
which is about 77.2%. In the Ahmed et al. (2017) study, linguistic features such as n-
grams are extracted from textual articles, and various machine learning models are trained,
such as K-Nearest Neighbor (KNN), Support Vector Machine (SVM), Logistic Regression
(LR), Linear Support Vector Machine (LSVM), Decision Tree (DT) and Stochastic Gradient
Descent (SGD), achieving the highest Accuracy 92% with SVM and LR. Conroy et al.
(2015) proposed a hybrid approach that combines machine learning and linguistic cues with
network-based behavioral data. The suggested approach follows both n-gram and Bag of
Words techniques to represent data. Kwon and Jun Gal (2018) suggested a comparative study
of machine learning classifiers according to Binary Bag of Words (BOW), Count BOW,
and TF-IDF Feature Vectors. Akhter et al. (2021) proposed a supervised ensemble learn-
ing method for automatically filtering fake news in Urdu on social media. The researchers
applied the different ensemble learning algorithms of voting, boosting, and bagging. The
boosting classifier outperforms the other classifiers with an Accuracy of 87.1%. In Agarwal
et al. (2019), the authors used five machine learning classifiers such as Naive Bayes (NB),
Logistic Regression, SVM, Stochastic Gradient, Random Forest, along with TF-IDF, Bag-
of-words, and n-grams feature extraction techniques and applied them to the LIAR dataset.
The SVM and Logistic Regression outperformed the other classifiers. To detect fake news,
Ahmed et al. (2017) used n-gram as a feature extraction technique. Singh et al. (2017) used
the SVM model with different feature extraction techniques to detect fake news. Jadhav and
Thepade (2019) employed the Naive Bayes model, while Kaur et al. (2020) employed logis-
tic regression. The Random Forests model was used by Ni et al. (2020). Recurrent Neural
Network (Jadhav & Thepade, 2019), K-Nearest Neighbor (KNN) and Decision Tree (Kotteti
et al., 2018) were used. Englmeier, (2021) used the text mining techniques in the COVID-
19 fake news detection problem. Cui et al., (2011) detected fake news using creator-based
features. Kwon et al. (2013) made use of social content-based features. Dickerson et al.,
(2014) used news content-based features to represent and detect fake news.

4 Our soft three-level votingmodel (Soft T-LVM)

Figure 1 graphically summarizes the flowchart of our proposed model, in which the general
realization process is clearly represented. The flowchart is composed of different steps, such
as data preprocessing and feature extraction, to vectorize the inputted data.

The proposed model starts with exploring the data and then, identifying the different
preprocessing steps customized to the input dataset, in order to obtain cleaned data. After
dealing with the feature extraction step, which is vectorization, we will explain the machine
learning modeling step in the next section, which involves the training and testing of the
chosen machine learning models on the dataset. The soft voting technique will be used to
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Fig. 1 FlowChart of the proposed Soft T-LVM

choose the best model to use in the next level of our model, based on the output of the
previous level, as explained above in the previous section. Dataset splitting is the next step,
followed by the classification step in which we applied the soft voting technique on the
five chosen individual models (SVM, RF, LR, KNN, and Multinominal NB (Mult-NB). We
fix the number of levels at three, which is the optimal number we obtained after several
experiments. The fact that our algorithm will stop once the number of levels is equal to three
is expressed in the flowchart by the choice step. Finally, the proposed model of Soft T-LVM
will proceed with the final classification result.

4.1 Data collection and exploration phases

The dataset is obtained from a competition called “Constraint@AAAI2021 - COVID19
Fake News Detection in English” (footnote): https://competitions.codalab.org/competitions
Table 1 presents the source of fake and real claims. The used dataset (Patwa et al., 2021)
is composed of 10.700 claims. It is split into three parts: training 60%, validation 20%, and
testing 20%. However, only the training and validation datasets with 8560 claims (4480

Table 1 Hyperparameters tuning of the different models

Models Parameters Description Values

SVM Kernel Separation tool of data points Linear

C Control the error 1

LR Solver Optimization algorithm Newton-CG

Penalty Regulation technique L2 (Ridge Regression)

RF N estimators Maximum number of Trees 100

Min samples split Minimum number of samples 2

Max features Maximum features in the dataset 2

Mult-NB Alpha Smoothing parameter 0.1

KNN N neighbors Number of neighbors 6

Weights Members contribution to the neighborhood Distance

XGB Colsample bytree Parameters to subsample the columns. 0.8

Gamma Specifies the minimum loss reduction
required to make a split.

0.5

Max depth Maximum depth of a tree 5

Subsample Subsample ratio of the training instances 1.0
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valid and 4080 fake) were available and used in this work. The used dataset is classwise
balanced, with 52.34% of the samples consisting of real news, and 47.66% of the data
consisting of fake news. Moreover, the researchers maintained the class-wise distribution
during the splitting step.

Our exploratory analysis by the mean of the word cloud concept shows that the difference
between fake and real claims based on the weight of the words in the text. It shows that the
most used words in bogus claims are ‘coronavirus’ and ‘covid19’. However, for accurate
claims, we find that the most used words are ‘covid19’, ‘new case’, and ‘confirmed case.’

4.2 Data pre-processing phase

The pre-processing steps applied in this work are:

• Lower casing: To prevent the sensitivity of upper case, convert all of the text to lower
case.

• Removal of Punctuations: Remove all of the punctuation from the text.
• Tokenization: To alter the text and get valuable information from it, divide it into little

tokens.
• Removal of stopwords: We utilized the NLTK stopword list to eliminate all of the

popular English words.
• Stemming: Without considering the word context, remove the word’s suffix (Jivani,

2011).
• Lemmatization: Remove all of the punctuation and return the word to its canonical

form. In this part, we will detail the different steps used in order to obtain the final
cleaned text. We start by turning the text into lowercase, then we remove all the unnec-
essary punctuation and special characters, accompanied by the dropout of stop words
(defined in the library NLTK), and after that, we tokenize the text. After that, we go on
to the text normalization phase (stemming and lemmatization). As a consequence, we
have a text that has been cleaned up and is ready for processing.

4.3 Feature extraction phase

In this step, we explain three kinds of feature extraction techniques such as Count-word
(Bag of words), TF-IDF (Term Frequency-Inverse Document Frequency), and N-grams.

4.3.1 The Bag of words feature extraction

A Bag-of-words or countV is a text representation describing the occurrence of the words
in a document. Two concepts are involved: a vocabulary of known words and a measure of
the existence of known words.

The occurrence matrix is a grid with sentences from the inputted dataset as rows and
relevant tokens as columns. The Bag-of-words technique’s downside is that the frequencies
of the words are based on their occurrence, not on their importance. Nevertheless, this fea-
ture extraction technique is prevalent in the detection of fake news problems (Conroy et al.,
2015).

4.3.2 The TF-IDF feature extraction

To overcome the downside of the Bag-of-words model, we will use the TF-IDF technique,
which is a statistical measure that assesses how important a word is to a document, in a
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document collection. The result obtained from the TF-IDF technique is the multiplication
of two metrics: how often a word appears in a paper and the opposite document frequency
in a document set. The text is then repeated. This method highlights unique and rare terms,
or more specifically, the essential words in every text.
The TF-IDF general equation is calculated with (1).

tf idf (t, d,D) = tf (t, d).idf (t, D) (1)

with:
The term frequency (tf) is the number of times a term(t) is in a document(d) divided by

the number of terms in a document. D is the total document set.

tf (t, d) = log(1 + f req(t, d)) (2)

and:
The inverse document frequency is the logarithm of the number of text (or articles) in

the collection divided by the number of texts or articles where the term appears.

idf (t, D) = log

(
N

count (d ∈ D : t ∈ d)

)
(3)

The TF-IDF is considered one of the most used feature extraction techniques in fake news
detection problems (Kwon & Jun Gal, 2018).

4.3.3 The N-grams feature extraction

N-grams is a feature extraction technique that uses a sequence of words instead of a single
one. This technique was used so often in research that studied fake news detection problems
due to its ability to increase the models’ Accuracy (Gilda, 2017). Moreover, using tokens
that are composed of two words is sometimes more significant than just one word. For
example, a sequence of tokens “confirmed case” is more significant than two separate tokens
“confirmed”, and “case”.

5 The Soft N-level classification-voting phase

As shown above, in the flowchart of our proposed model, Soft T-LVM, the process starts
with collecting and exploring the data, then, identifying the different preprocessing steps,
customized to the inputted dataset. After that, our model deals with the feature extraction
step, which is the vectorization of the dataset. This process will be achieved only in the
first level of the model. The vectorized datasets Dij (algo1, line11) will be an input to the
Soft N-level classification-voting phase, described by algo1. This section will explain the
soft N-level classification-voting phase, which consists of training and testing the selected
machine learning models on the various newly generated datasets (textitDij) across N levels.
N is initialized to 1 (algo1, line2), and updated at the end of the whole process of the
classification and voting by the hyperparameters tuning step (HyperPT in algo1, line 22).
In our case, N is equal to three.

The basic idea in this model is that, as a final step in every level, we will apply the
voting technique to the outputs of the voters, to obtain the next Soft Three-Level Voting
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Algorithm 1 Soft N-Level Classification-Voting.

Models (Soft T-LVM) and the predictions. The Soft N-Level Classification-Voting phase
is structured as a process based on an architecture of three levels. Three classification and
voting levels are applied to obtain this architecture. We remind here that the experimental
metrics issued from the current level, such as Accuracy, Precision, Recall and F1-score
become the same, and that indicates a convergence of the values, so we don’t need to add
another iteration and pass to the next level.

These three levels are described, as below:

• Level1:Algo1 summarizes the steps of our proposed model for the N levels. The first
initial level is different from the other levels, as shown in algo1. In fact, only in the first
level, we apply the feature extraction process before classification and voting (algo1:
line7, line9). A set of k classifiers (algo1, line 13) is chosen and tested in 1-gram,
2-gram, and 3-gram frequencies using the two feature extraction techniques (bag-of-
words and the TF-IDF). In our model, k is equal to five, because we use only SVM,
RF, LR, KNN and Multinominal NB (Mult-NB) and we omitted XGB, due to its weak
results, after the evaluation process. We apply the first steps of the machine learning
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modeling, which are data splitting into training and testing sets (algo1, line12) and mod-
els’ training. The second step is then in the classification phase (algo1, line15). Five
of these classifiers are merged based on the feature extraction vectors, by the function
Soft-Voting, as shown in algo1 line18. This function takes the vector VectEij which con-
tains False Negative rate (FN) and Accuracy. Furthermore, the base-predictors Vij(algo1,
line 18) in level 1 are chosen based on the minimum (FN) rate and the maximum Accu-
racy rate, where the models are merged to overcome the shortcomings of the existing
individual models. After applying Soft-Voting, the final class has the highest probabil-
ity averaged over the individual classifiers. Soft-Voting combines different models into
one final model (Voter). This voter will be added to the list of voters and the Y ′i, which
represents the predictions, will be updated by UpdatePredictions, after soft-voting.
Finally, six voting classifiers (V1→V6) are retrieved. Thus, the algorithms chosen
(SVM, Logistic Regression, Multinominal NB, and Random Forest) and the KNN are
based on the maximum average Accuracy and the lowest false negative (FN) rate using
the six different feature extraction vectors (BOW and TF-IDF (1-gram, 2-gram, and
3-gram)) that are merged to obtain the six ensemble voting modelsV1 → V6).

Algorithm 2 OneL-ClassificationVoting.

• Level2: Algorithm 2 is used to process it, and we show two voting classifiers (V7, V8)
that are retrieved after merging every three voting classifiers based on the frequencies
of each feature extraction technique. In the next level, we apply algo2, which consists of
splitting the data, training the classifiers, and giving the predictions Y ′i. The Soft-Voting
function (algo2, line9) will merge the outputted models into the first half of the number
of the new voters. In each level, the voters merge using the soft voting technique. In
fact, the choice of this number of levels was made in order to reduce the complexity of
the model. It can be discussed or enhanced by hyperparameter tuning in future works.
In this level, the number of initial models to take as input can also be addressed.

• Level3: A Soft Three-Level Voting Model (Soft T-LVM) (V9) is retrieved from the last
two voting classifiers. This level is processed by the loop, which stops when we have
the stop criteria achieved. The number of levels is the stop criterion in this work. In the
future, we can use more sophisticated stop criteria while using deep learning models,
such as the convergence of the loss learning curves for both training and validation
(Deepak & Chitturi, 2020).
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6 Experiments

The experimental results on the different machine learning models used in this work such
as SVM, RF, LR, KNN, Mult-NB, XGB, Voting Ensemble Classifiers (Voting), and Soft
Three-Level Voting Model (Soft T-LVM) are represented in detail in this section.

6.1 Evaluationmetrics and HyperParameters Tuning

Evaluation methods are the criteria considered to measure the performance of the used mod-
els. We will adopt the Confusion matrix, Accuracy, Precision, Recall, AUC (Area Under the
receiver operating characteristic Curve) and F1-Score in this work.

• Confusion matrix: The Confusion matrix is a performance measurement that rep-
resents four predicted and actual value combinations within the model’s entire
performance.

TP (True Positives): Predict news as fake when it is fake.
FP (False Positives): Predict news as fake when it is real.
FN (False Negatives): Predict news as accurate when it is fake.
TN (True Negatives): Predict news as factual when it is real.

Our objective is to have a lower False-negative than false positive. A false negative means
that the classifier predicted fake news as a real one. False-positive means prediction of real
news as a fake one. This objective is completely filled in the example represented in Table 5,
where the False-negative is the lowest obtained value. The measures computed from the
Confusion matrix are as follows:

• Accuracy: Is the most common measure to evaluate the model’s performance. The
Accuracy score is obtained by dividing the number of correct predictions made by the
total number of predictions. Equation (4) represents the Accuracy function :

Accuracy = T ruePositive + T rueNegative

T otal
(4)

• Precision:Is the number of fake news stories correctly predicted, divided by the total
number of fake news predictions (5) represents the Precision function.

Precision = T ruePositive
T ruePositive+FalsePositive

(5)

• Recall: Is the number of fake news stories correctly predicted divided by the total
number of predictions. Equation (6) represents the Recall function.

Recall = T ruePositive
T ruePositive+FalseNegative

(6)

• F1-Score: Is the harmonic mean of Precision and Recall. The F1 − score metric can
be calculated as shown in (7).

F1 − score = 2 ∗ Precision ∗ Recall

P recision + Recall
(7)

• Area Under the receiver operating characteristic Curve (AUC): The researchers
recommended using Area under the receiver operating characteristic Curve (AUC)
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to evaluate binary decision problems (Davis & Goadrich, 2006). AUC provides the
probability that the model will rank a randomly chosen positive sample higher than
a randomly chosen negative sample. Furthermore, The AUC fits the balanced dataset
cases perfectly. Therefore, we will use the AUC score in this work to interpret the prob-
abilistic forecast of our binary classification problem. The AUC rate can be calculated
as shown in (8).

AUC = 1 + T Prate − FPrate

2
(8)

The general rules for categorizing the AUC model’s performance are used and discussed in
Pham et al. (2021).

HyperParameters Tuning is searching for the ideal machine learning model architecture
defined by a set of parameters referred to as hyperparameters (Elshawi et al., 2019).

There are several methods to tune the hyperparameters, such as Grid search, Random
search, Bayesian optimization. In this work, we are using the Grid search method. It is based
on the concept of building a model for each possible combination of all of the values of
the hyperparameters provided, evaluating each model and deciding on the architecture that
yields the best results Table 1 summarizes the various hyperparameters that have been tuned
for the various used machine learning algorithms.

6.2 Experimentations results

To evaluate the performance of our model, we have considered the Accuracy, Recall, Preci-
sion and, FNR (False Negative Rate) via Confusion matrix as evaluation metrics. We must
notice that the bold entries in Tables 3–8 indicate the best results found.

6.2.1 Models comparison using features extraction vectors

Figure 2 summarizes the Accuracy comparison of Bag-Of-Word’s different frequency levels
where the (1-gram and 2-grams) frequencies outperformed the (3-gram) frequency.

Fig. 2 Accuracy Comparison of different models basing on the Bag-of-word frequencies
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Fig. 3 Accuracy Comparison of different models basing on the TF-IDF frequencies

Moreover, the figure depicts that the first two frequencies obtained very comparable
results without counting the KNN case where the difference between all frequencies was
noticeable, and the ‘1-gram’ outperformed all other frequencies.

Figure 3 summarizes the Accuracy comparison of TF-IDF’s different frequency levels
where the (1-gram and 2-grams) frequencies outperformed the (3-gram) frequency.

The (2-grams) frequency exceeded in its turn the (1-gram) according to most models such
as SVM, Mult-NB, KNN, XGB and Voting classifiers; however, the (1-gram) performed
best according to LR and RF models.

The different combinations of feature extraction techniques are represented clearly in
both Figs. 2 and 3. Table 2 shows the confusion matrix of the ensemble voting (TF-IDF
(2-gram)), tested on the inputted dataset. From this matrix, we can see that among the total
number of tweets, the prediction gives us 959 real tweets that were classified as accurate.
937 fake tweets were classified as fake, 83 fake tweets were classified as accurate, and
161 real tweets were classified as fake. The Confusion Matrix shows us, by rates, that our
classification model reaches the goal of decreasing the false negative rate. In fact, 83, which
is the number of fake tweets classified as real represents only 3.87 percent of the total
number of tweets, which is 2140.

6.2.2 Analyzing the effect of ensemble learning models

In this section, we are going to show the effect of aggregating the different models in
the model depicted by “Voting”. In fact, it is a one-level ensemble voting model that we
implemented in order to show the effect of the ensemble learning models, separately from
the effect of the levels that we performed in the final model. It is a comparison between

Table 2 Confusion matix of
Voting classifier (TF-IDF
(2-gram))

Predicted Fake Predicted Real

Fake 937 83

Real 161 959
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Table 3 Comparative analysis of
Accuracy between individual and
ensemble classifiers

CountV TF-IDF

1-gram 2-gram 3-gram 1-gram 2-gram 3-gram

SVM 92.19% 93.26% 83.73% 93.78% 94.01% 91.67%

LR 93.69% 93.36% 84.15% 92.52% 91.72% 89.95%

RF 92.10% 89.76% 84.67% 93.03% 89.39% 85.28%

Mult-NB 92.14% 93.31% 88.97% 91.91% 93.27% 88.78%

KNN 76.63% 65.37% 55.74% 91.77% 92.24% 88.59%

XGB 88.26% 88.45% 76.40% 86.77% 87.47% 74.00%

Voting 94.11% 93.59% 90.38% 94.15% 94.29% 91.67%

individual and ensemble learning models. Table 3 shows that, in terms of accuracy, SVM (2-
gram) 94.01% and (1-gram) 93.78% performs best using TF-IDF, and Logistic Regression
(2-gram) 93.36% and (1-gram) 93.69% performs best using Bag-Of-Words.

A classifier is considered usable only if it achieves both high Precision Table 4 and Recall
Table 5. To average out the results of both Precision and Recall, F1-score is taken into
consideration. On evaluating the F1-score metric as presented in Table 6, SVM (2-gram)
94.01% and (1-gram) 93.78% performs best using TF-IDF and Logistic Regression (2-
gram) 93.36% and (1-gram) 93.68% performs best using Bag-Of-Words. The proposed Soft
Voting Model outperforms the SVM model by 0.33% using the TF-IDF (1-gram, 2-gram) as
feature extraction vectors; outperforms the Logistic Regression by 1.59% and 2,62% using
the TF-IDF (1-gram, 2-gram) as feature extraction vectors. The Voting Model outperforms
the SVM with the Bag-Of-Words by 1,36% (Table 7).

6.2.3 Analyzing the effect of the multi-level architecture

In this section, we are going to evaluate the performance of the multi-level architecture. In
fact, we want to shed the light on the importance of the multi-level architecture.

However, the proposed Soft Three-Level Voting model (Soft T-LVM), outperforms the
one level classifier (V5) by 0.14% in terms of Accuracy metric. Similarly, the proposed
model also gives significant improvement for Precision, Recall, and F1-score performance
measures, as shown in Table 8. The voting classifier (V5) based on the TF-IDF in 2-gram
frequency extraction feature, outperforms in its turn all the rest of voting classifiers based

Table 4 Comparative analysis of
Precision between individual and
ensemble classifiers

CountV TF-IDF

1-gram 2-gram 3-gram 1-gram 2-gram 3-gram

SVM 92.21% 93.37% 88.04% 93.79% 94.02% 91.79%

LR 93.74% 93.45% 87.96% 92.55% 91.73% 90.02%

RF 92.56% 91.21% 88.67% 93.23% 91.06% 88.50%

Mult-NB 92.15% 93.32% 89.27% 91.93% 93.28% 89.21%

KNN 85.66% 87.90% 93.16% 91.77% 92.24% 88.82%

XGB 88.54% 88.75% 84.74% 87.18% 87.87% 84.82%

Voting 93.79% 93.81% 91.29% 94.11% 94.29% 91.66%
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Table 5 Comparative analysis of
Recall between individual and
ensemble classifiers

CountV TF-IDF

1-gram 2-gram 3-gram 1-gram 2-gram 3-gram

SVM 92.19% 93.26% 83.73% 93.78% 94.01% 91.67%

LR 93.69% 93.36% 84.15% 92.52% 91.72% 89.95%

RF 92.10% 89.76% 84.67% 93.03% 89.39% 85.28%

Mult-NB 92.14% 93.31% 88.97% 91.91% 93.27% 88.78%

KNN 76.63% 65.37% 55.74% 91.77% 92.24% 88.59%

XGB 88.26% 88.45% 75.42% 86.77% 87.47% 72.47%

Voting 93.55% 93.59% 90.38% 94.15% 94.34% 91.67%

Table 6 Comparative analysis of
F1 − score between individual
and ensemble classifiers

CountV TF-IDF

1-gram 2-gram 3-gram 1-gram 2-gram 3-gram

SVM 92.19% 93.26% 84.00% 93.78% 94.01% 91.67%

LR 93.68% 93.36% 84.37% 92.52% 91.72% 89.95%

RF 92.10% 89.80% 84.89% 93.03% 89.43% 85.44%

Mult-NB 92.14% 93.31% 89.00% 91.91% 93.27% 88.83%

KNN 77.53% 69.24% 64.93% 91.77% 92.24% 88.59%

XGB 88.26% 88.45% 76.40% 86.77% 87.47% 74.00%

Voting 93.55% 93.59% 90.38% 94.11% 94.34% 91.67%

Table 7 Comparative analysis of
our Soft T-LVM with other
Voting Classifiers

Models Accuracy Precision Recall F1-Score

Voting (V1) 94.11% 93.79% 93.55% 93.55%

Voting (V2) 93.59% 93.81% 93.59% 93.59%

Voting (V3) 90.38% 91.29% 90.38% 90.38%

Voting (V4) 94.15% 94.11% 94.15% 94.11%

Voting (V5) 94.29% 94.29% 94.34% 94.34%

Voting (V6) 91.67% 91.66% 91.67% 91.67%

(Soft T-LVM) 94.43% 94.56% 94.43% 94.43%

Table 8 Comparative analysis of
the Soft Three-Level Voting
Model (Soft T-LVM) with others
in Patwa et al. (2021)

Models Accuracy Precision Recall F1-Score

DT 85.23% 85.31% 85.23% 85.25%

LR 92.76% 92.79% 92.76% 92.75%

SVM 93.46% 93.48% 93.46% 93.46%

GDBT 86.82% 87.08% 86.82% 86.82%

(Soft T-LVM) 94.43% 94.56% 94.43% 94.43%
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Fig. 4 Average Accuracy of each model

on other feature extraction vectors according to the different performance metrics such as
Accuracy 94.29%, Precision 94.29%, Recall 94.34% and F1-score 94.34%. The main idea
in these experimentations is to put the stress on the ability of the multi-level architecture to
solve the trade-off issue between Accuracy and efficiency of our classification results.

6.2.4 Analyzing the effect of the combination of the ensemble models
and the multi-level architecture

From the Accuracy perspective, as shown in Fig. 4, SVM 92.27% and Logistic Regres-
sion 91.39% outperform all the other models based on Bag-Of-Words and TF-IDF feature
extraction techniques in the different frequencies (1-gram, 2-gram, and 3-gram), except our
model. Whereas as presented in Table 6, SVM (2-gram) 94.01% and (1-gram) 93.78% per-
forms best using TF-IDF and Logistic Regression (2-gram) 93.36% and (1-gram) 93.69%
performs best using Bag-Of-Words. The one level voting denoted by Soft 1-LVM gave good
rates in terms of F1-score as shown in Fig. 4 for both feature extraction techniques countV

Fig. 5 F1-score according to CountV
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Fig. 6 F1-score according to TF-IDF

or TFIDF (Figs. 5 and 6). In fact, these results were promising and encourage us to increase
the number of classification-voting levels.

6.2.5 Evaluation of the predictive performance of our model

To evaluate the predictive performance of our approach, an AUC rate is calculated and rep-
resented in Fig. 7. Based on the rules relative to the AUC measure, most used models such as
SVM, Logistic Regression (LR), Random Forest (RF), and Multinomial Naive Bayes (Mult-
NB) obtained an excellent AUC rate when using the different feature extraction techniques
where AUC > 0.9. The proposed Soft Three-Level Voting Model (Soft T-LVM) achieved
the best AUC rate with AUC = 0.990, which outperforms all the other used models. In the
plots, we use ST-LVM to mean our model Soft Three-Level Voting Model.

Fig. 7 Average AUC of each model
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Figure 7 graphically summarizes the average AUC score of each model, where the KNN
model obtained the lowest value AUC<0.88, the SVM and Mult-NB achieved very compa-
rable values where 0.96 < AUC <0.98 and the proposed Soft Three-Level Voting Model
(Soft T-LVM) outperformed all the other models where AUC >0.98.

6.2.6 Comparison with the existing works

The results given by our approach are compared with others published in article (Patwa
et al., 2021), as shown in Table 8. Researchers have used four machine learning models
as Decision Trees (DT), Logistic Regression (LR), SVM, and Gradient Boosting (GDBT)
using the TF-IDF as a feature extraction technique. SVM 93.46% outperformed all the
other models in terms of Accuracy. We realized several steps to improve these results
in this work, starting by tuning the models’ hyperparameters, which improved the SVM
model’s Accuracy by 0.32%. We used different feature extraction techniques and frequen-
cies, and the result becomes even better using TF-IDF (2-gram). We obtained an Accuracy
of 94.01% Table 7. Moreover, the proposed Soft Three-Level Voting Model (Soft T-LVM)
has improved the results even more by attending an Accuracy of 94.43% to outperform the
original paper’s SVM model by 0.97%.

7 Conclusion and future scope

The detection of fake news using ensemble models has become one of the most prominent
machine learning topics since it overcomes the downsides of traditional models’ perfor-
mance, and enhances their capabilities. In this work, we proposed a Soft Three-Level Voting
Model (Soft T-LVM) to classify news in the dataset (Patwa et al., 2021). This model was
realized during different steps, such as choosing six individual algorithms and applying
them to the dataset, then merging five of these classifiers based on the features extraction
vectors to retrieve six different ensemble voting models in the first level. In the next step, we
retrieved other ensemble voting classifiers by merging the previous ensemble voting clas-
sifiers basing on the frequencies of each feature extraction technique. Finally, we retrieved
the proposed Soft Three-Level Voting Model (Soft T-LVM) by merging the last calculated
models in the last step. The obtained results were auspicious compared to those published
in the literature. We aim to try feature extraction methods other than Bag-of-Words and TF-
IDF ones. Plus, we aim to work with different datasets using some deep learning models. A
potential distribution of the model by a multi-agent system is very adequate.
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