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Abstract
COVID-19 has emerged as the greatest threat in recent times, causing extensive mortal-
ity and morbidity in the entire world. India is among the highly affected countries suffer-
ing severe disruptions due this pandemic. To overcome the adverse effects of COVID-19, 
vaccination has been identified as the most effective preventive measure globally. How-
ever, a growing amount of hesitancy has been observed among the general public regard-
ing the efficacy and possible side-effects of vaccination. Such hesitancy may proved to be 
the greatest hindrance towards combating this deadly pandemic. This paper introduces a 
multimodal deep learning method for Indian Twitter user classification, leveraging both 
content-based and network-based features. To explore the fundamental features of different 
modalities, improvisations of transformer models, BERT and GraphBERT are utilized to 
encode the textual and network structure information. The proposed approach thus inte-
grates multiple data representations, utilizing the advances in both transformer based deep 
learning as well as multimodal learning. Experimental results demonstrates the efficacy 
of proposed approach over state of the art approaches. Aggregated feature representations 
from multiple modalities embed additional information that improves the classification 
results. The findings of the proposed model has been further utilized to perform a study on 
the dynamics of COVID-19 vaccine hesitancy in India.

Keywords  COVID-19 · Social media · Social network analysis · Feature learning · 
Multimodal learning

1  Introduction

Initially identified in Wuhan, China, the Coronavirus Disease (COVID-19) has spread 
exponentially throughout the world affecting millions of lives. The World Health Organ-
ization (WHO) has declared the COVID-19 outbreak a pandemic, owing to its severity 
and alarming levels of spread and infectivity. India is among the worst affected countries 
in terms of mortality and number of cases. The nation has suffered extensive economic, 
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political and social crisis due to this sudden outbreak. The Indian government has taken 
extraordinary measures to manage and control this emergency situation. Measures like 
social distancing and wearing of masks have been implemented along with nationwide 
lockdown to restrict the spread of the disease. These measures however, have caused exten-
sive devastation to the global economy and inimically affected people’s social, physical 
and mental health. Vaccination therefore, has been identified as the most effective preven-
tive measure to control the spread of the virus. Considering the significance of COVID-19 
vaccine, the government has started vaccination drives all over the country to achieve herd 
immunity among the population. With the onset of vaccination programmes in 2021, the 
spread of the virus is expected to get reduced considerably. Figure 1a illustrates the num-
ber of COVID-19 cases identified in the year 2021 and Fig. 1b elicits the number of doses 
administered in India from 16th January 2021 to 31st December 2021. The statistics have 
been collected from the data posted in the statistics portal of Statista Research Department.

The preventive measure of vaccination towards COVID-19 adopted by the government 
can be hampered by the hesitancy of people regarding the same. WHO has listed the issue 
of vaccine hesitancy as one of the top 10 global health challenges. The Strategic Advisory 
Group of Experts Working Group (SAGE) has defined vaccine hesitancy as the “refusal 
to get vaccinated or delay in acceptance of vaccine by the public despite its availability”. 
Timely maintenance of vaccine hesitancy is an important issue to be addressed for effective 
control of severe diseases like COVID19.

Social media platforms like Twitter have been flooded with enormous content associ-
ated with Coronavirus, as the world discovers itself in the middle of this crisis. Diverse 
use of social media platforms expedite the process of information and opinion sharing on 
health crisis like COVID-19. Indian citizens explicitly use Twitter for propagating infor-
mation and expressing their views related to COVID-19. However, reluctance in getting 
vaccinated and anti-vaccination ideas expressed by the citizens towards COVID-19 vaccine 
may hinder the control of the disease. Exposure to negative sentiments expressed on Twit-
ter regarding COVID-19 vaccination may increase hesitancy among the users. Such behav-
ior can be a threat to any economy particularly to worst COVID-19 affected countries like 
India. It is therefore, essential to analyze the orientation of Indian Twitter users towards 
COVID-19 vaccination to identify their reluctance and hesitancy. Considering the serious 
implications of vaccine hesitancy on highly affected country like India, this study attempts 
to identify the hesitancy of Indian public regarding COVID-19 vaccination through their 
Twitter activities.

The problem of COVID-19 vaccine hesitancy detection can be formulated under a clas-
sification setting. As a binary classification problem, it can be predicted whether a user 
is hesitant or non-hesitant regarding COVID-19 vaccination based on their Twitter activi-
ties. The paradigm of deep learning has received considerable attention in recent times, 
owing to its capability of solving complex prediction tasks. For challenging deep learn-
ing based classification problems, information conveyed by a single modality may not be 
sufficient for an accurate prediction. Multimodal deep learning is an emerging paradigm 
that attempts to combine multiple distinct features for learning common feature spaces and 
patterns. Incorporating the notion of multi-view learning in deep neural networks greatly 
enhances the generalization performance. Among the neural network models, the recently 
developed transformer models have been identified to be most effective for Natural Lan-
guage Processing tasks. Transformer models offer several benefits over the rest of the neu-
ral network models including accuracy and faster processing.

Multimodal data captured from different modalities have been widely explored in sev-
eral domains including social networks. Twitter data can have multiple views capturing 
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different types of information regarding the users: tweet content or features extracted from 
tweets like hashtags, retweets and mentions. Most of the approaches consider either the 
textual content of the tweets or the network relationship between the users for solving any 
Twitter based prediction task. Network-based approaches are better than their content-
based counterparts in terms of language independence. However, a prominent weakness of 
the network-based approaches is the inability to identify the labels for disconnected nodes. 
A possible solution in this regard is to incorporate the textual information along with the 
users graph information for predicting the labels for isolated nodes. Exploiting information 

Fig. 1   Number of confirmed cases and doses in India in 2021
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from multiple features and modalities have resulted in significant improvements in the per-
formance of prediction models.

Keeping in view, the significance of multi-modal transformer based deep learning, 
this paper presents a credible approach integrating the advantages of transformer models, 
BERT (Devlin et al., 2018) and GraphBERT (Zhang et al., 2020) and multimodal learning. 
The proposed approach leverages both content-based and network based information for 
predicting COVID-19 vaccine hesitancy among Indian Twitter users. To the best of our 
knowledge, this study is the first attempt towards detection of COVID-19 vaccine hesitancy 
in India using a computational approach. Moreover, integrating the concepts of multi-
modal transformer based learning has further enhanced the originality of the proposed 
method. To summarize, the prime contributions of this study are as follows:

–	 A generic transformer based multimodal architecture capable of exploiting both struc-
tural and textual modality is proposed.

–	 Comparative evaluation of the proposed multimodal approach has been performed with 
the state of the art approaches.

–	 An ablation study has been conducted to identify the importance of individual input 
features on model performance.

–	 An in-depth analysis on the dynamics of COVID-19 vaccine hesitancy in India has 
been performed.

The remaining paper is organized as follows: Section 2 elucidates some existing stud-
ies on Twitter based COVID-19 studies. The description of the data collected and used in 
the study is discussed in Section 3. The methodology adopted for this study is described in 
Section 4. The findings and observations of the analysis are discussed in Section 5. Analy-
sis on the dynamics of vaccine hesitancy is provided in Section 6. The study is finally sum-
marized and concluded in Section 7.

2 � Related work

Identifying the orientation of social media users towards COVID-19 vaccination, can 
reveal significant information pertaining to COVID-19 vaccination awareness (Bhat et al., 
2020; Chehal et al., 2020). Several studies based on social media usage after COVID-19 
and vaccine hesitancy have been proposed in the literature (Shoaei et  al., 2020; Jain & 
Sinha, 2020; Zeemering, 2021; Vicari & Murru, 2020; Umair & Masciari, 2022). This 
section elicits some of the relevant and important works on vaccine hesitancy and social 
media analysis during COVID-19.

2.1 � Twitter‑based studies on COVID‑19

Wu et al., (2020) carried out a study to identify the number of infectious persons exported 
from Wuhan during 1st December 2019 to 25th January 2020. They utilized the flight book-
ing data of COVID positive persons to predict the COVID-19 cases across the country and the 
rate of national and international proliferation. Medford et al., (2020) measured the frequency 
of keywords related to infection prevention, racial partiality and inoculation in the COVID-19 
related tweets. They performed topic modelling and sentiment analysis to identify the impor-
tant topics of discussion as well as the dominant emotions of the user during the pandemic. 
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Results of sentiment analysis revealed that nearly 49.5% of the tweets expressed fear while 
30% expressed surprise. With respect to topic modelling, the most common topics were iden-
tified to be the financial and political effects of COVID-19. Li et al., (2020) performed online 
ecological recognition (OER) based modelling to analyze the tweets of 17865 Weibo users. 
They classified the sentiments of the tweets as depression, happiness, indignation and anxi-
ety and also evaluated the word frequency in the tweets and other indicators like social risk 
assessment. Their results reflected the increase in negative sentiments and sensitivity to social 
risks. Pandey et al., (2022) developed a model for predicting the risk of misinformation by 
utilizing the Hindi language tweets. Their best performing combination produced a Cohens 
kappa value of 0.54. Gupta et al., (2020) performed sentiment analysis of the Indian public 
on lockdown. They used eight different machine learning classifiers and identified an overall 
positive response of the public towards lockdown. Nassem et al., (2021) carried out a study on 
a large scale dataset to analyze the sentiments of people towards COVID-19 lockdown. Their 
study revealed that people initially favoured lockdown but the sentiments gradually shifted to 
negative in the later stages of the pandemic.

Borah and Singh, (2022) studied the presence of political polarization on Twitter during 
their discussions on Covid19. Rufai and Bunce, (2020) investigated the usage of Twitter by 
some world leaders during COVID-19 pandemic. They adopted a content analysis approach to 
categorize the tweets of 7 different world leaders into informative, moral boosting and politi-
cal categories. Haman (2020) have examined the relationship between the usage of Twitter 
by state leaders during COVID-19 and the resultant increase in their number of followers due 
to the same. Their study revealed notable growth in the number of followers of the leaders 
after the pandemic has started than it was before. Haupt et al., (2021) explored the Twitter 
discourse of the supporters and opponents of COVID Liberate movement. Their analysis indi-
cated the networks liberate supporters to be centralized while non-liberate supporters to be 
highly decentralized.

2.2 � Machine learning based studies on vaccine hesitancy

Carrieri et al., (2021) performed a study based on area level indicators using several machine 
learning approaches. They identified communities with high risk of vaccine hesitancy based 
on indicators like waste recycling and employment rate. Bar et al., (2021) studied the effects 
of online vaccination contents from Facebook and Tapuz on vaccine hesitancy by employing 
machine learning strategies. They identified vaccine hesitancy and social media traffic to be 
highly correlated. Piedrahita-Valdés et al. (2021) employed sentiment analysis on Twitter posts 
to identify the factors contributing towards vaccine hesitancy. They identified a surge in positive 
sentiment tweets in the middle of the week that tends to get reduced during weekends. Cotfas 
et  al. (2021) performed a study to identify public opinion regarding COVID-19 vaccination 
post one month of its initiation in UK. Sentiment analysis has been performed on the tweets 
posted by public on Twitter using different machine learning and deep learning approaches. 
They identified the hesitancy to get reduced as duration from the start of vaccination increases.

3 � Data collection

This section discusses the data collected and the methodology used for the study. The 
COVID-19 vaccination drive started in India on 16th January 2021. The tweets therefore, 
have been considered after that duration. Popular hashtags on COVID-19 vaccination have 
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been identified. A retrospective search was conducted to identify the tweets containing the 
considered hashtags and keywords related to COVID-19 vaccination during the duration 
of 16th January 2021 to 30th November 2021. The Twitter search API has been used to 
collect the tweets posted by Indian users on COVID-19 vaccination irrespective of the lan-
guage used. A total of 36,231,457 tweets by 51,682 users have been collected. The geo-
graphical metadata in the tweets have been used to identify the users. The tweet location 
information shared by the user at the time of tweet and the account location information 
from their twitter profiles that the user themselves specify have been utilized. For collect-
ing COVID vaccination related data, the most popular hashtags on COVID vaccination 
have been manually identified. Hashtags like #CovidVaccine, #Covaxin, #Covishield, 
#ReadyToVaccinate etc, have been considered. After identifying the Indian users, these 
hashtags have been considered to filter the Covid vaccine specific tweets.

This study assumed 2 different classes of the users pertaining to hesitancy about COVID 
vaccination: hesitant and non-hesitant. To assign the users to a particular class, their aver-
age sentiment towards COVID vaccination has been analyzed. To identify the sentiments 
of the users, SentriStrength tool has been employed. The non-English tweets were trans-
lated to English for making it suitable for use by SentiStrength. SentiStrength assigns the 
tweets a score in the range -4 to + 4, where -4 indicates very negative and + 4 very positive. 
The user is assumed to be non-hesitant and have a positive sentiment towards Covid vac-
cination if the average sentiment is greater than 0 and hesitant if the average sentiment is 
equal to or less than 0. A user with 0 or neutral sentiment is also considered to be hesitant 
as lack of surety too indicates hesitancy. After class assignment based on average senti-
ment, 62% users belonged to the non-hesitant class and 38% to the hesitant class.

Some pre-processing has been performed on the data before computing the features 
considered in the study. Punctuation symbols, URL’s, emoticons and special characters 
were further removed and all the characters were converted into lower case. NLTK Tweet 
Tokenizer has been used for tokenization in case of the existing models considered in the 
study. For tokenization of text used in BERT in the proposed model, the WordPiece trans-
former tokenizer has been used.

4 � Proposed method

This section introduces the proposed multi-modal transformer based model for predict-
ing COVID vaccine hesitancy among Twitter users. The model exploits the advantages of 
BERT and GraphBERT to learn the respective feature representations of text and network 
modalities (Fig. 2).

4.1 � Multimodal features

Network based features  In context of Twitter, network between users may involve dif-
ferent types of proximities like retweet, mention and follower-following relationships. 
Retweets signify endorsement or support and mostly happen between like-minded users. 
A user retweeting another user’s tweets on COVID vaccination is likely to share the same 
opinion on it. Mentions and follow relationships on the other hand, do not necessarily rep-
resent shared opinion. Hence, in this study, the retweet network information of the users 
has been utilized as one of the modalities. The content of the tweets have been used for 
generating an undirected user graph by utilizing the retweet connections between users. 
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The nodes in the graph represents the users and an edge is created among two users if one 
user directly retweets the other user. Figure 3 shows an example retweet graph. 

It is necessary to identify how well the Twitter users are connected to each other in the 
retweet graph generated for the study. The connectivity of the retweet graph has been ana-
lyzed using different graph connectivity measures. Table 1 elicits the statistics of the graph 
connectivity measures computed for the retweet graph.

The graph has 35,432 number of nodes with 42,763 edges. The average degree of the 
graph is calculated as the ratio of total number of edges to total number of nodes. Since, 
the retweet graph has been considered as an undirected graph, the edges connecting the 
nodes represent reciprocal relationships. Therefore, the number of edges have been consid-
ered as twice the edges actually present in the graph. For computing the average clustering 
coefficient of the graph, the local clustering coefficient of each node is initially calculated. 
The local clustering coefficient of a node signifies the probability of its distinct neighbors 

Fig. 2   Proposed Transformer based Multimodal Architecture

Fig. 3   Example Twitter Retweet 
Graph
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being connected. The values of local clustering coefficient of the nodes are then averaged 
to obtain the average clustering coefficient of the graph. Network density of the graph is 
calculated as the ratio of number of edges present in the graph to the total number of edges 
possible. Transitivity of the graph is computed as the ratio of total number of triangles 
to the total number of connected triplets of vertices. The network obtained is moderately 
connected.

Content based features  To identify the opinion of the users on COVID vaccination, it is 
essential to analyze their posted tweet contents. The tweet content of the users have been 
considered as separate documents. For each user Ui, a document Di is created containing 
the content published by them. Two different types of features are identified from the docu-
ments: TF-IDF feature and context feature. The set of terms used by the users is obtained 
from documents D1,....,DN and the term frequency of each term t is computed. Term Fre-
quency TFi(t) for a term t signifies its number of appearances in a document Di.The docu-
ment frequency DF(t) for each term t is calculated, that represents the number of docu-
ments in which t appears. A Bag of Words (BoW) vector is constructed for each document 
D1,....,DN, where each value in the vector is the value of a term t from the set of terms:

 L2 normalization is applied to the TF-IDF representation of the documents to obtain a unit 
length. In addition to the TF-IDF features, the context feature of the documents is also cap-
tured by mapping it to a continuous valued vector.

4.2 � Model architecture

The proposed architecture is depicted in Fig. 2. The model exploits both network based and 
content based features extracted from the tweet content of the users. Transformer encoder 
based models BERT and GraphBERT have been employed to learn the feature representations 
of the textual and network modalities. BERT has been utilized due its capability of capturing 
the meaning of a word based on both its right and left context. This bidirectionality of BERT 
makes it superior than other directional models. GraphBERT on the other hand, has been 
employed keeping in view the problem of suspended animation and over-smoothing faced by 
traditional graph neural network models. GraphBERT can effectively avoid these problems 
while performing any graph representation learning task. BERT and GraphBERT have been 
utilized for feature representation learning as discussed below:

TFIDFi(t) = TFi(t) ⋅ log
N

DF(t)

Table 1   Graph metrics for 
retweet graph of the users

Metric Value

No. of Nodes 35,432
No. of Edges 42,763
Average Degree 2.41
Average Clustering Coefficient 0.023
Network Density 2.4E-03
Transitivity 0.084
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•	 BERT-BOW: The tweet content posted by each user is considered as a separate docu-
ment. BERT generally accepts a sentence as an input which may not be suitable while 
considering documents. Since BERT primarily accepts one or two sentences as input, the 
entire document has been considered as a single sentence. A feature based approach of 
BERT has been used instead of fine tuning, similar to the study proposed in (Tanaka et al., 
2019). The document is divided into morpheme units and the tokens are given as an input 
to BERT for generating the word embeddings. The word embeddings generated by BERT 
are combined together to obtain an average vector, which is then considered as the feature 
vector of the document.

	   BERT generates the word embeddings based on the left and right context of the target 
word. However, word frequency can also be an important feature with respect to docu-
ments. Therefore, the Bag of Words (BOW) model has been used to compute the feature 
vector of the document using the TF-IDF method. The feature vector generated by BOW 
model is then concatenated with the output feature vector of BERT after normalizing both 
the feature vectors to unit vectors. The concatenated feature vector is then used as the final 
feature vector for the document.

•	 GraphBERT: From the input retweet graph with nodes representing the users and the 
edges representing the retweet interactions between them, GraphBERT initially generates 
the linkless subgraph batches for all the nodes. For every node in each sampled subgraph, 
GraphBERT computes the different input vector embeddings: raw feature vector embed-
ding, Weisfeiler-Lehman absolute role embedding, relative positional embedding and rela-
tive distance embedding. The initial input vector for all the nodes is an aggregation of all 
these four generated embeddings. The graph transformer based encoder generates the final 
representation of the nodes by iteratively updating their initial representations.

The document feature vector generated by BERT with BOW and node feature vector 
obtained from GraphBERT are then combined using vector concatenation to generate the 
final concatenated feature vector. The concatenated feature vector is then used for predicting 
the category of the Twitter users as hesitant and non-hesitant. A feed forward neural network 
combined with a softmax activation layer is employed for the final prediction of the users 
with respect to the considered classes. Binary cross-entropy loss function has been considered 
to calculate the error and optimization of the model is performed using Adam optimizer. L2 
regularization has been further performed to prevent the model from overfitting.

5 � Results and discussion

This section discuses the experiments performed and the results obtained for the COVID19 
vaccine hesitancy prediction task. Pre-trained models BERT with BOW and GraphBERT 
have been used to generate the intermediate representations for the graph and text based 
features used in this study. Selection of hyper-parameters can greatly affect the classifica-
tion performance of the model. Several experiments were performed to identify the optimal 
values of hyper-parameters. Results with the most optimal hyper-parameter combinations 
have been reported. The hyper-parameters have been chosen with respect to 5-fold cross 
validation experiments performed on the dataset. Since the dataset is time related, for using 
5-fold cross validation a forward chaining or rolling approach has been adopted. The data-
set contains Twitter users data for almost a year. i.e 12 months. The data is divided in 
such a manner that the first set of training samples contains 2 months data and the testing 
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sample contains next 2 months data, the second set contains 4 months data in training sam-
ple and next 2 months data in the testing sample. Thus the different sets are:

Fold 1: Train[1,2]; Test[3,4]
Fold 2: Train[1,2,3,4]; Test[5,6]
Fold 3: Train[1,2,3,4,5,6]; Test[7,8]
Fold 4: Train[1,2,3,4,5,6,7,8]; Test[9,10]
Fold 5: Train[1,2,3,4,5,6,7,8,9,10]; Test[11,12]
Here, the number inside brackets represent the respective months. This process has been 

adopted to ensure that the training set does not contain information that occurs after the test 
set. The hyper-parameters considered for the pre-tained transformer models are elicited in 
Table 2.

5.1 � Models considered for evaluation

The proposed approach employs pre-trained transformer models BERT and GraphBERT 
for learning the low-dimensional feature representations of the textual and network modali-
ties considered in the study. A comparative study has been carried out by using different 
traditional deep learning models for capturing the feature representation of the textual and 
network features considered. For an unbiased comparison, several experiments were con-
ducted with different variations of unimodal and multimodal approaches of existing tradi-
tional models and the proposed approach. A ratio of 80:20 has been adopted to split the 
labeled data into train and test set. The different combinations of unimodal and multimodal 
based approaches used for comparison are discussed below:

•	 LSTM (Hochreiter and Schmidhuber, 1997): The model uses textual modality for clas-
sification. The first layer of the model is an embedding layer representing each word as 
a real-valued feature vector. The embedding layer is followed by an LSTM layer with 
100 memory units. An output dense layer combined with softmax activation function 
has been used for classification. A batch size of 64, drop out of 0.3 and cross-entropy 
loss function has been considered.

Table 2   Hyper-parameters 
considered for pre-trained models

Model Parameter Value

GraphBERT Hidden Layer Number 2
Subgraph Size 7
Learning Rate 5e-4
Hidden Size 32
Hidden Dropout Rate 0.5
Attention Head Number 3
Attention Dropout Rate 0.4
Weight Decay 0.01

BERT Number of Transformer Blocks 12
Training Batch Size 32
Learning Rate 5e-4
Weight Decay 0.01
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•	 BiLSTM (Graves & Schmidhuber, 2005): The model consists of an initial embedding 
layer for mapping the text into vectors, followed by a two-way LSTM layer (BiLSTM). 
The output of the BiLSTM is then fed to the output dense layer for classification. 
Binary cross-entropy loss function with a drop out of 0.3 and batch size of 64 have 
been considered.

•	 BERT Base (Devlin et al., 2018): A sequence of tokens (words) along with CLS and 
SEP tokens are provided as an input to BERT Base model after tokenization of the text. 
Truncation is done for the tokens in the sequence, longer than 512. The output of BERT 
is a vector embedding of size 768 in each token. The output vector from CLS token is 
then passed as an input to the linear layer with ReLU activation function. Adam opti-
mizer, binary cross-entropy loss and a learning rate of 1e-6 has been used for training 
the model.

•	 GCN (Kipf & Welling, 2016): The input graph represented by adjacency matrix and 
node feature matrix is given as an input to the GCN layers. Two graph convolution lay-
ers having 64 units and relu activation function have been used. The learned node rep-
resentation is then passed to a fully connected layer which is followed by a final output 
layer with softmax activation function. Binary cross-entropy loss and Adam optimizer 
has been used for model training.

•	 GraphBERT (Zhang et al., 2020): Pre-trained GraphBERT has been utilized to obtain 
the node feature representation of the input retweet graph. A subgraph size of 5, hid-
den size of 32, and 2 attention head has been considered. Hidden drop out rate of 0.5 
and attention drop out rate of 0.3 with cross entropy loss and Adam optimizer has been 
used for model training. The node feature representation generated by GraphBERT is 
then fed to a feed forward network with softmax activation layer for classification.

•	 Doc2Vec+Node2Vec: The document feature vector is computed using pre-trained 
Doc2Vec model and the node feature vector is obtained using the Node2Vec model. 
The feature representations generated by both the models is then concatenated and 
passed to a feed-forward network with softmax activation for final prediction.

•	 TF-IDF+Doc2Vec+Node2Vec: Along with the Doc2Vec and Node2Vec features, TF-
IDF features are also being considered. All the feature representations obtained from 
TF-IDF, Doc2Vec and Node2Vec are concatenated and passed to a final output layer 
with softmax activation for classification.

5.2 � Evaluation results

The performance of the models considered in the study are evaluated using the measures 
of accuracy, precision, recall and F1-score. The results obtained for different models are 
depicted in Table 3. The first section of the table reports the results on traditional mod-
els leveraging single modalities. Second section on the other hand, illustrates the results 
obtained by the proposed model along with the traditional models employing multiple 
modalities. Among the models exploiting only textual modality, BiLSTM obtained the 
highest precision value while BERT achieved the best performance in terms of accuracy, 
and recall. Both the models performed almost similar in terms of F1-score. The models 
leveraging network features alone displayed better results over textual modality based mod-
els. Among the network feature based models, GCN achieved better precision while Graph 
BERT performed better in terms of accuracy, recall and F1-score. Among the models 
exploiting multiple modalities, the proposed approach achieved better results in terms of 
accuracy, precision, recall and F1-score.
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The proposed model architecture is capable of exploiting different features with respect 
to the paradigm of multimodal learning. In this study, the model has been realized using 
textual and network features. It is essential to identify the individual contribution of each 
feature towards the discriminating strength of the model. Hence, in order to understand 
the importance of each modality, an ablation study has been performed considering the 
textual and network features separately. The results obtained from each individual modality 
is elicited in Table 4. Results indicate that utilizing only network modality leads to better 
performance than using only textual modality. However, utilizing multiple modalities, i.e 
concatenating both text and network features, enhances the performance of the model to 
a greater extent than leveraging either text or network modality alone. Results on textual 
modality indicates that BERT feature representation combined with TF-IDF representation 
achieved better results than utilizing BERT representation alone. This can be observed in 
Table 3 where, BERT without using TF-IDF obtained lower evaluation scores than BERT 
with TF-IDF.

To gauge the models ability for correct prediction, confusion matrices have been con-
structed with respect to different modalities. Error analysis has been performed to identify 
the miss-classification rate for different modalities. The comparative confusion matrices 
for textual, network and multi-modality are shown in Fig. 4. The confusion matrices in the 
figure are represented in terms of percentage. The x-axis in the matrices represent actual 
or true labels while the y-axis represents the predicted labels by the proposed model. The 
diagonal values in darker shades represent the percentage of users correctly identified as 
being hesitant and non-hesitant regarding COVID vaccination. For instance, using only 
textual modality, the model could predict the users as non-hesitant 78% of the time and as 
hesitant 83% of the time. With only network-based features, the model could identify the 
users as non-hesitant 82% of the time and as hesitant 87% of the time. Using both textual 
and network modality the model could correctly classify the users as non-hesitant 86% 
of the time and as hesitant 91% of the time. The non-diagonal values in lighter shade on 
the other hand, represent how often the users are being mis-identified as being hesitant or 

Table 3   Comparative analysis with unimodal and multimodal approaches

Modality Model Accuracy(%) Precision(%) Recall(%) F1-score(%)

Unimodal Text LSTM 77.24 78.36 81.52 79.92
Text BiLSTM 79.74 83.32 81.21 82.23
Text BERT 83.45 81.67 82.64 82.15
Graph GCN 86.42 87.34 85.57 86.44
Graph GraphBERT 87.36 86.56 87.79 87.19

Multimodal Text+Graph Doc2Vec+Node2Vec 90.17 89.64 88.75 89.19
Text+Graph TFIDF+Doc2Vec+Node2Vec 92.34 91.23 90.34 90.74
Text+Graph Proposed 95.24 94.67 92.34 93.48

Table 4   Results on different 
modalities

Modality Accuracy(%) Precision(%) Recall(%) F1-score(%)

Text 86.35 86.43 83.12 84.72
Graph 87.36 86.56 87.79 87.19
Proposed 95.24 94.67 92.34 93.48
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non-hesitant. For example, using text as the only modality, the users will be mis-identified 
as hesitant 17% of the time and as non-hesitant 21% of the time. With network modality, 
the mis-classification rate for hesitant users is 13% and for non-hesitant users 18%. The 
lowest mis-classification rate of 9% for hesitant users and 14% for non-hesitant users is 
obtained while using both textual and network modalities.

6 � Dynamics of vaccine hesitancy

After testifying the proposed model and carrying out a comparative study, the proposed 
approach has been used to identify the hesitant users for COVID vaccination. A time wise 
study has been performed using the proposed model to observe the hesitancy among users 
during different periods of the study. Tweets for every month starting from 16th Jan 2021 
to 15th Dec 2021 have been considered separately and the corresponding retweet interac-
tion networks for the users have been generated. Based on the tweet text and the retweet 
networks, the users are further classified by the model as either hesitant or non-hesitant. 
The hesitancy dynamics has been analyzed to demonstrate how the users hesitancy regard-
ing COVID vaccine has evolved over the period of study.

Figure 5 illustrates the overall hesitancy dynamics of the users during the study period 
between 16th Jan-15th Dec 2021. Hesitancy level denotes the number of hesitant users 

Fig. 4   Confusion matrix of proposed approach using different modalities
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over the total number of users each month. From the figure, it can be observed that the 
hesitancy level was highest at the start of the vaccination drive in 16th Jan 2021. The 
level remained almost consistent till the month of March-April. This high rate of hesi-
tancy during the onset of vaccination drives is primarily due to the uncertainty regarding 
the side effects of the vaccine. A drop in the hesitancy level can be seen in the month of 
May after the start of the second wave of the pandemic in the country. The level contin-
ued to drop till the month of July. There is again a gradual rise in the level of hesitancy 
from the the month of August till November. The highest peak has been observed in the 
month of November. The prime reason for this increase is the reluctance of users in get-
ting vaccinated due to their prevailing medical condition and their lack of confidence 
in the efficacy of the vaccine. It has also been observed that the hesitant users are not 
fully convinced that the currently administered vaccines could also provide protection 
from the existing and future variants. However, the highest drop in the hesitancy level 
has been observed in the month of December with the rise in the Omicron cases in the 
country. As the omicron cases are rising, more users have expressed their willingness in 
taking the vaccination.

7 � Conclusion and limitations of the study

The COVID-19 outbreak has caused severe economic, political and social disruptions in 
several countries including India. Among several measures taken by the government to 
fight the disease, vaccination has been identified as the most effective preventive meas-
ure for controlling the emergency situation. Social media platforms have been dissem-
inating both useful information as well as misinformation regarding important issues 
like the COVID-19 pandemic. With the advent of COVID vaccination drives in India, 
social media users are explicitly expressing their views on the outcome of vaccination 

Fig. 5   Hesitancy Dynamics
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for eradicating the disease. Negative information and opinions regarding the effective-
ness of vaccines may generate hesitancy among the masses which may hamper the pre-
vention of this deadly disease. This study therefore, attempts to identify the hesitancy 
among Indian Twitter users based on their opinions about the effectiveness of COVID-
19 vaccination.

The sentiments of the twitter users on COVID-19 vaccination have been identified 
and the users are assigned to classes non-hesitant and hesitant based on their average 
sentiments. A multimodal transformer based approach has been proposed that is capable 
of leveraging both textual and network modalities. Tweet content of the users and their 
corresponding retweet interaction structures have been utilized as the respective textual 
and network feature modalities. A comparative analysis of the proposed approach has 
been performed with state-of the art deep learning approaches. The proposed model 
outperformed the considered unimodal and multimodal approaches with respect to 
the evaluation measures of accuracy, precision, recall and F1-score. An ablation study 
has also been performed to identify the individual contribution of each modality. The 
results of the study suggest that although network modalities contribute more towards 
the performance of the model, combining both textual and network modalities further 
enhances the classification performance. After testifying the classification accuracy of 
the proposed model, it has been utilized to perform a study on the dynamics of COVID-
19 vaccine hesitancy in India. The findings of the study reveal the hesitancy to be high-
est immediately after the onset of the vaccination programme which gradually reduced 
in the subsequent months. Slight increase in hesitancy has been observed in the month 
of August that gradually increased till November. The lowest hesitancy however, was 
observed in the month of December.

The current study has certain limitations which can be further addressed. The study 
is based on Twitter platform that represents only a portion of the native users. The plat-
form is primarily used by the urban residents due to which the opinions of majority of the 
rural area residents could not be included. Moreover, the tweets collected for the study are 
entirely based on the hashtags used. Hence, usage of hashtags different from the current set 
might have generated different results.
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