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Abstract
In recent years, many philosophers of science have rejected the “value-free ideal” for sci-
ence, arguing that non-epistemic values have a legitimate role to play in scientific inquiry. 
However, this philosophical position raises the question of how to distinguish between 
legitimate and illegitimate influences of values in science. In this paper, we argue that those 
seeking to address this “new” demarcation problem can benefit by drawing lessons from 
the “old” demarcation problem, in which philosophers tried to find a way of distinguishing 
between science and non-science. Many of those who worked on this problem ultimately 
found that efforts to provide necessary and sufficient conditions for defining science failed, 
and most concluded that the best solution to the problem was to characterize scientific 
hypotheses, theories, and research programs in terms of some common norms. We sug-
gest that those seeking to distinguish between legitimate and illegitimate value influences 
on science would do well to adopt a similar approach. Rather than attempting to establish 
necessary and sufficient conditions for identifying appropriate value influences, it will be 
more fruitful to evaluate scientific activities based on their adherence to a set of epistemic 
and ethical norms that can be implemented in scientific practice by means of rules, conven-
tions, policies, and procedures.
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1 Introduction

During the twentieth century, most philosophers of science subscribed to the notion that 
science should be free from the influence of non-epistemic, external values, such as moral, 
social, economic, or political values (Douglas 2009). Proponents of this view recognized 
that social and economic conditions, such as the availability of research funding and ethical 
constraints on the conduct of research, can impact scientific practice, but they maintained 
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that the values that create these conditions should not be allowed to influence judgments 
and decisions which are internal to the epistemology and methodology of science. Science 
itself should remain as free as is humanly possible from external values (Douglas 2009).1

Although some philosophers (e.g., Haack 2004; Betz 2013; Hudson 2016) still accept 
some version of the value-free ideal for science, others reject the value-free ideal and argue 
that scientists should incorporate external values into judgments and decisions at various 
stages of inquiry (Douglas 2009; Steel 2010; Kourany 2010; Elliott 2017; Brown 2020). 
This shift in philosophical thinking about the relationship between science and external 
values is due largely to penetrating critiques of the value-free ideal developed by philoso-
phers, historians, and sociologists of science who argued that external values appropriately 
affect judgments and decisions related to such tasks as hypothesis and concept formation, 
theory construction, and hypothesis or theory acceptance.2

Rejecting the value-free ideal creates a new problem, however, namely, how can one dis-
tinguish between legitimate and illegitimate value influences (Holman and Wilholt 2022; 
Resnik and Elliott 2019)? Resolution of this issue has important implications for science 
and society, since illegitimate value influences can undermine the integrity, reliability, and 
trustworthiness of science (Resnik 2007; 2009; Goldenberg 2021). Well-known examples 
of the corrupting influence of values on science include fraudulent, biased, misleading, or 
irreproducible studies conducted by pharmaceutical, tobacco, food, and energy companies 
to promote their economic interests (Resnik 2007; 2009; Michaels 2008; McGarity and 
Wagner 2008; Oreskes and Conway 2010; Holman and Elliott 2018; Richie 2020). Value 
corruption is not limited to private industry, however, since academic researchers some-
times fabricate, falsify, or deceptively manipulate data to promote their careers or financial 
interests, and researchers funded by environmental, political, or consumer interest groups 
sometimes manipulate or distort science for the sake of “worthy” causes, such as protecting 
public health or the environment (Wagner and Steinzor 2006; McGarity and Wagner 2008; 
Resnik 2015; Ritchie 2020; Saphier 2021; Shamoo and Resnik 2022).

Holman and Wilholt (2022) have called the issue of how to distinguish between legiti-
mate and illegitimate external value influences on science the “new” demarcation problem. 
While this is indeed a new problem for the philosophy of science, it is not entirely clear 
how it relates to the original demarcation problem as initially formulated by Karl Popper. 
Something both problems have in common is a concern with the practical applications of 
theories and hypotheses that are regarded as scientific. One reason why Popper thought 
it was important to distinguish between science and pseudoscience was to prevent theo-
ries he regarded as pseudoscientific from having detrimental impacts on society (Popper 
1959; 1963; Magee 1985). Philosophers who are working on the new demarcation problem 
also want to prevent research from having adverse impacts on society, but they are more 
concerned with the impacts of biased, misleading, or fraudulent science on society than 

1 We note that some philosophers challenge the distinction between epistemic and non-epistemic values 
(see e.g., Longino (1990) and Rooney (2017)). While we acknowledge that there is a dispute in the litera-
ture about the nature of this distinction, we think it still has considerable merit in some circumstances (see 
e.g., Steel 2010). There is a significant difference, philosophically, between rejecting a scientific hypothesis 
because it lacks rigor or empirical support and rejecting it because it conflicts with a particular social or 
political agenda.
2 The list of critics who convinced some philosophers to reject the value-free ideal is long. Some notewor-
thy names include Rudner (1953), Kuhn (1962; 1977), Rescher (1965), Barnes (1977), Harding (1986), 
Latour and Woolgar (1986), Longino (1990), Collins and Pinch (1993).
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with pseudoscience’s impacts (Douglas 2009; Resnik and Elliott 2019; Koskinen and Rolin 
2022).

The new demarcation problem is much more complex and multifaceted than the origi-
nal problem because distinguishing between legitimate and illegitimate value influences 
requires one to provide an account of the difference between good and bad science, which 
is no simple task, since there are many ways that science can go wrong (Ritchie 2020; 
Boudry 2021). A study might be recognized as scientific even though it has been corrupted 
by external values in various ways. For example, a study sponsored by a pharmaceutical 
company which claims that its new hypertension drug is superior to competing medica-
tions might fail to produce good evidence for this conclusion due to insufficient sample 
size; lack of control groups, blinding, or randomization; poor recordkeeping; or biased 
data analysis or interpretation (Gallin et al. 2018). While the key question for the original 
demarcation problem was “Is this theory or hypothesis scientific?”, the key question for 
the new problem is “Has this experiment, clinical trial, survey, longitudinal study, meta-
analysis, systematic review, or other research product been inappropriately influenced by 
external values?”.

In this paper, we will defend an approach to the new demarcation problem that addresses 
complexities and nuances involved in distinguishing between good and bad science. Our 
approach describes epistemic and ethical norms that can help distinguish between science 
and non-science and between good and bad science, but it goes beyond this important first 
step and includes rules, policies, and procedures that serve to specify and implement those 
norms. We also provide a set of questions that can help provide practical guidance for 
deciding, for example, whether a research study should be admitted as evidence in a court 
of law or used in making decisions concerning the regulation of drugs.

Our argument will proceed as follows. In Sect. 2 of this paper, we review the original 
demarcation problem and explain how efforts to develop necessary and sufficient condi-
tions for distinguishing between science and non-science ran into significant difficulties 
because science is a highly diverse and complex activity and because these definitions were 
not well-suited for distinguishing among gradations of science. In Sect. 3, we review some 
of the key arguments for and against the value-free ideal and show how rejection of this 
ideal leads to the problem of how to distinguish between legitimate and illegitimate value 
influences. In Sect. 4 we review and critique some attempts to solve the new demarcation 
problem. In Sect. 5 we develop our approach to the new demarcation problem, which draws 
on lessons learned from failed attempts to solve the original problem. In Sect. 6, we use a 
case study involving regulatory decisions concerning drugs and chemicals to illustrate our 
approach.

2  The Original Demarcation Problem

The question of how to distinguish between science and non-science was a key epistemo-
logical issue in the philosophy of science in the twentieth century (Mahner 2007; Fasce 
2017). The problem has its roots in logical positivism’s core tenet that knowledge must be 
verifiable.3 A belief (or statement) is verifiable if one can determine its truth or falsify by 

3 The idea that knowledge must be verifiable predates the twentieth century and is rooted in the works of 
Hume (1977) and Kant (1996).
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means of observations, tests, or experiments, or by logical or mathematical proofs (Car-
nap 1928; Reichenbach 1938; Ayer 1946). For example, the statement “Ethanol is flam-
mable” can be verified by performing an experiment to determine whether ethanol ignites 
in the presence of oxygen and a flame. The statement “x + y = x − (−  y)” can be proven 
mathematically by drawing inferences from the definitions of plus sign, the minus sign, 
and the equals sign. A statement like “The soul is immortal,” however, does not count as 
knowledge because it cannot be verified by observations, tests, experiments, or logical or 
mathematical or proofs.

By the late 1950s, verificationist approaches to knowledge and language were falling 
out of favor among philosophers as result of by criticisms by Willard Quine (1951; 1953; 
1955; 1960), Wittgenstein (1973 [1953]), Wilfrid Sellars (1956), Lewis Feuer (1951), and 
others.4 Even so, Popper proposed a highly influential solution to the demarcation prob-
lem that grew out of his critiques of verificationist ideas. Popper proposed a simple test 
for determining whether a theory or hypothesis is scientific: a theory is scientific if it is 
falsifiable; otherwise, it is not. A theory is falsifiable if an observation, test, or experiment 
could disprove it (Popper 1963). Pseudoscientific theories, such as theories from astrology, 
are not falsifiable, but scientific theories, such as theories from astronomy, are falsifiable. 
Popper also held that one can prove theories or hypotheses to be false, but one can never 
prove them to be true. Hence, the scientific method consists of proposing hypotheses and 
attempting to prove them false, or what Popper called conjectures and refutations (Popper 
1959; 1963; Magee 1985).

Popper’s motivation for solving the demarcation problem was not just intellectual; it 
was also practical. Popper realized that solving the problem would have important implica-
tions for practical disciplines, such as psychology and politics. Popper (1963) applied his 
solution to the demarcation problem to Freudian psychoanalysis and Marxism and argued 
that these were unscientific theories because they are not falsifiable. Since these theories 
are unscientific, we should be wary of using them in applied contexts, such as psycho-
therapy or politics, where human wellbeing is at stake (Magee 1985). Since Popper’s time, 
other writers have stressed the importance of being able to distinguish between science and 
non-science in numerous applied contexts, such as law, medicine, engineering, education, 
and public policy (Kitcher 1983; Resnik 2000; Haack 2014). The practical import of the 
demarcation problem is one reason why it remains an important issue in the philosophy of 
science (Pigliucci and Boudry 2013; Hansson 2017a).

Popper’s formulation of the demarcation problem and his proposed solution was fairly 
simple. The problem is how to distinguish between science and pseudoscience and the 
solution is to develop a test that establishes necessary and sufficient conditions for making 
this determination. Subsequent philosophical inquiry has shown, however, that the demar-
cation problem is much more complex and subtle than it was originally conceived to be and 
that there is no simple test for distinguishing between science and pseudoscience (Hansson 
1996; 2009; 2017b; Mahner 2007; Pigliucci and Boudry 2013; Fasce 2017; Boudry 2021).

A key weakness of Popper’s solution is that it does not provide necessary conditions for 
regarding a theory or hypothesis as scientific because science includes foundational theo-
ries, hypotheses, concepts, and principles which are not falsifiable in any straightforward 
way (Resnik 2000). Important foundational principles in physics, such as the conservation 
of mass-energy, the law of entropy, and the uniformity of nature, cannot be falsified by 

4 See Misak (1995) for a review of the history of verificationism.
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individual experiments. If an experiment appeared to show that a physical process or sys-
tem violates the conservation of mass-energy, for example, physicists would not reject this 
principle, but would question the soundness of the experiment or find a way of explaining 
why the principle is not being violated. Scientists accept or reject many foundational scien-
tific ideas based on the explanatory role they play in a system of beliefs, not on the basis of 
particular tests or experiments (Duhem 1914; Quine 1955; Thagard 1988; Kitcher 1993).

Popper’s solution also does not provide sufficient conditions for regarding a theory of 
hypothesis as scientific because some pseudoscientific theories and hypotheses are falsifi-
able. For example, we can test the astrological claim that “the planet Mars causes violent 
behavior” by observing rates of violence when Mars is in different positions relative to the 
Earth. The problem with theories from pseudoscience is not that they are unfalsifiable or 
that they are false, since history shows that many scientific theories and hypotheses (such as 
phlogiston and ether theory) turned out to be false. The problem is that proponents of these 
theories continue to accept them despite ample evidence that they are false (Thagard 1978).

Since Popper’s time, philosophers, historians, and sociologists of science have proposed 
alternative solutions to the demarcation problem. Most of these solutions focus on units of 
analysis larger than hypotheses or theories, such as research communities, programs, dis-
ciplines, or paradigms, and some address historical, psychological, or sociological features 
of science (see e.g., Lakatos 1970; Merton 1973; Thagard 1978; Bunge 1982; Ruse 1996; 
Hansson 1996; 2009; 2017b; Mahner 2007; Pigliucci and Boudry 2013; Boudry 2021).

Paul Thagard (1978), for example, asked not whether astrological theories are pseu-
doscientific but whether astrology, as a research discipline, is pseudoscientific. Thagard 
argued that astrology is a pseudoscience because astrologers cling to discredited theories 
and ignore disconfirming evidence (or anomalies). However, as Thomas Kuhn (1962) 
documented in his groundbreaking book The Structure of Scientific Revolutions, highly 
respected scientists, such as physicists in the early twentieth century who refused to accept 
quantum mechanics, also sometimes hold onto discredited theories and ignore anomalies. 
Imre Lakatos (1970) also focused on units of analysis larger than hypotheses or theories. 
Lakatos argued that we can use the notion of progressiveness to distinguish between scien-
tific and non-scientific research programs: scientific research programs make progress over 
time, while unscientific programs stagnate. One problem with this view is that it is difficult 
to define or measure scientific progress (Laudan 1977).

We will not catalog or critically examine the various approaches to the demarcation 
problem that have been proposed since Popper’s time.5 Instead, we will argue that attempts 
to solve the demarcation problem by articulating necessary and sufficient conditions for 
distinguishing between science and pseudoscience encounter two major and perhaps insur-
mountable difficulties: (1) adequately accounting for the diversity and complexity of scien-
tific practice, and (2) distinguishing among gradations of science, from good to bad (Dupré 
1993; Resnik 2000; Boudry 2021).

Science is a highly diverse and complex activity with a wide variety of methodolo-
gies, procedures, datasets, inference patterns, hypotheses, models, theories, instruments, 
and traditions (Kuhn 1962; 1977; Hull 1990; Kitcher 1993; Ziman 2000; Boudry 2021). 
Science includes disciplines that are highly theoretical and mathematical, such as parti-
cle physics, cosmology, computer science, and bioinformatics, as well as disciplines that 
are applied and experimental, such as medicine, agronomy, pharmacology, and biochemis-
try. Some scientists use complex instruments, such as particle accelerators, gas chromato-
graphs, or radio telescopes to gather data, while others collect data by interviewing people 

5 For review, see Mahner (2007), Fasce (2017), Hansson (2017a).
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or observing human or animal behavior. Some scientists formulate specific hypotheses and 
test them prior to gathering data, while others use statistical algorithms to analyze large 
sets of preexisting data. Scientists work in every country in the world and in many different 
settings including academia, private industry, government, health care, law enforcement, 
and the military (Ziman 2000). Adequately accounting for all these different aspects of sci-
ence is a monumental task for any definition of science to undertake, and this, we believe, 
is the main reason why definitions that use necessary and sufficient conditions to character-
ize science are likely to fail (Bunge 1982; Dupré 1993).

Definitions that use necessary and sufficient conditions to define science also have dif-
ficulties with distinguishing among gradations of science. Although Popper originally con-
ceived of the demarcation problem as the task of formulating a definition that would yield 
a “yes” or a “no” answer to the question, “is this hypothesis or theory scientific?”, philoso-
phers now recognize that it is also essential to distinguish among gradations of science, 
because in practical contexts the important question is often “is this experimental finding, 
analysis, model, or study good enough science?” In a court of law, for example (discussed 
below in more detail), a judge must decide whether a research study performed by a profes-
sional scientist is good enough (e.g., unbiased, supported by data, reproducible) to admit 
into evidence. In drug regulation (also discussed below), a government advisory commit-
tee must decide whether a study published in a scientific journal is good enough to use 
in deciding whether to approve a drug for marketing. Gradation poses problems for using 
necessary and sufficient conditions to define science, because questions about gradation 
call for nuanced answers based on degrees of conformity to certain standards. For example, 
sanitation ratings are a type of gradation based on conformity to sanitation standards. A 
rating of “A” represents compliance with all the standards, “B” fewer of them, and so on.

As a result of these and other problems with the original approach to solving the demar-
cation problem, many philosophers who are working on this topic no longer attempt to 
define science in terms of necessary and sufficient conditions but propose definitions that 
characterize science according to a list of epistemic criteria (Bunge 1982; Kitcher 1983; 
Dupré 1993; Ruse 1996; Resnik 2000; Hansson 2017a). While it is conceivable that defini-
tions of science that use necessary and sufficient conditions could account for the complex-
ity and diversity of scientific practice and its gradations, they are not as well-suited to this 
task as are definitions that define science by means of a list of criteria. Those who charac-
terize science based on a list of criteria view the term ‘science’ as a Wittgensteinian fam-
ily-resemblance word like art, politics, sport, and other terms that refer to complex human 
activities (Wittgenstein 1973; Bunge 1982; Dupré 1993).6 Using this approach, one cannot 
immediately dismiss a hypothesis (theory, or field of inquiry) as unscientific because it 
fails to conform to a particular norm; one must engage in a broader, more holistic assess-
ment of the hypothesis. Also, under this approach, a hypothesis may be more or less scien-
tific, depending on how many of the criteria it satisfies.7

6 It is worth noting that some philosophers have not abandoned the attempt to identify necessary and suf-
ficient conditions for defining science. See Hansson (1996; 2009; 2017b).
7 A key turning point in the evolution of philosophical thinking about the demarcation problem was 
the publication of Larry Laudan’s (1983) essay “The demise of the demarcation problem,” in which he 
argued that the only solution one could hope to achieve for this problem is to develop a list of epistemo-
logical criteria, such as testability, rigor, reproducibility, empirical adequacy, explanatory power, and preci-
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3  The New Demarcation Problem

In the previous section we argued that the original demarcation problem was framed as the 
question of how to develop a set of necessary and sufficient conditions for distinguishing 
between science and pseudoscience. However, what was thought to be a fairly simple and 
straightforward question—“is this theory or hypothesis scientific?”—turned out to be much 
more complex and nuanced than philosophers had realized. In Sect. 5 of our paper, we will 
apply insights from efforts to solve the original demarcation problem to the new one. But 
first, we will briefly describe the new problem and how some philosophers have attempted 
to solve it.8

The new demarcation problem, as mentioned earlier, emerges from rejecting the value-
free ideal for science, which was part of logical positivism’s agenda for setting human 
knowledge on a solid foundation. Philosophers working within the positivist tradition, such 
as Carnap (1928), Reichenbach (1938), Nagel (1961), and Hempel (1965), developed theo-
ries of confirmation, explanation, and inductive reasoning that aimed to show how scien-
tific knowledge is based on inferences from observations, tests, or experiments. According 
to this view, the decision of whether to accept or reject a hypothesis should be based on 
empirical evidence, not on external values. As new evidence emerges, hypotheses that were 
previously accepted may be rejected or revised. Science can make progress toward a more 
accurate and factual description of reality because its hypotheses and theories will reflect 
the empirical evidence that has been obtained and not personal, social, or other biases 
(Popper 1959). The positivists acknowledged that actual science often deviates from this 
ideal picture, due to human failings, such as biases and errors. Nevertheless, the positiv-
ists argued that scientists should aspire to overcome these problems so that science can be 
objective and truthful. For this reason, Douglas (2009) refers to this view as the value-free 
ideal.

Philosophers, historians, and sociologists of science have developed several compelling 
arguments for rejecting the value-free ideal (for an overview, see Elliott 2022).9

Richard Rudner presented one of the most influential philosophical arguments against 
the value-free ideal in 1953, long before it became fashionable to claim that external val-
ues should influence scientific judgment and decision-making. Rudner argued that external 
values are essentially involved in the practice of accepting hypotheses because scientists 
must consider the consequences of mistakenly accepting or rejecting a hypothesis.10 For 
example, one should require more evidence to accept a hypothesis concerning the safety of 
a new drug than a hypothesis concerning the composition of Jupiter’s atmosphere because 
important values (e.g., human health and life) are at stake in the drug safety hypothesis, 
while less important values are at stake in the Jupiter hypothesis. Though Rudner’s argu-
ments focused on the standards of evidence scientists use to accept hypotheses, Douglas 

8 For more in-depth discussion, see Douglas (2009; 2016), Steel (2010), Elliott (2017; 2022), Brown 
(2020).
9 We will focus on philosophical critiques of the value-free ideal in this paper. For sociological critiques, 
see Barnes (1977), Latour and Woolgar (1986), and Collins and Pinch (1993). For historical critiques, see 
Kuhn (1962; 1977).
10 In statistics, rejecting a null hypothesis that turns about to be true is known as a Type I error, whereas 
accepting a null hypothesis that turns out to be false is a Type II error.

sion,  which most of the things that we call science have in common. This philosophical move amounted to 
a dissolution of the demarcation problem as traditionally conceived, rather than a solution (Laudan 1983).

Footnote 7 (continued)
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(2000; 2009) extended his arguments by arguing that they apply to other contexts, such as 
data analysis and interpretation, and she also gave Rudner’s arguments a stronger ethical 
foundation (see also Elliott and Richards 2017).

A second influential philosophical argument against the value-free ideal is based on the 
underdetermination of theory by evidence. This argument has its roots in the writings of 
Quine (1953; 1955; 1960) and Kuhn (1962; 1977) and has been developed at length by 
Helen Longino (1990; see also Anderson 2004; Biddle 2013; Brown 2020). According 
to this argument, empirical evidence often does not uniquely determine which theory (or 
model or hypothesis) one should accept, because inferences from evidence always depend 
on background assumptions.11 Thus, it is often the case in science that there are multiple 
theories that are empirically equivalent, and the decision concerning which one to accept 
cannot be settled by purely evidentiary considerations (Laudan and Leplin 1991). Many 
philosophers, including those who defend the value-free ideal, respond to the underdeter-
mination problem by claiming that scientists can use epistemic values, such as simplic-
ity, explanatory power, and the like, to choose between competing hypotheses that fit the 
evidence equally well (Quine and Ullian 1974; Laudan 1984; Thagard 1988). Critics of 
the value-free ideal take the appeal to values one step further and argue that scientists are 
sometimes justified in using external values to choose between empirically equivalent 
hypotheses because epistemic values may fail to settle which hypothesis is better and there 
are often moral or social reasons not to remain neutral in such situations (Biddle 2013; 
Elliott 2011; Frisch 2020).

For example, the Intergovernmental Panel on Climate Change (IPCC) (2014) has been 
evaluating six models of global climate dynamics for the last decade or so. Critics of the 
value-free ideal could argue that if all of these models fit the data equally well, the IPCC 
could recommend that policymakers use the model that best promotes public and environ-
mental health, provided that the IPCC clarifies the factors that shape their reasoning and 
the limitations of their conclusions and findings (Elliott and Resnik 2014; Intemann 2015; 
Frisch 2020). The IPCC could recommend, for example, that the models that provide the 
lowest estimates of global warming by 2100 should not be used in policymaking because 
these models will not convince the public that the problem of climate change is serious, but 
also that the models that give the highest estimates should not be used because these might 
be perceived as alarmist. One could argue, based on these value considerations, that the 
best models for communicating the risks of climate change to the public would fall some-
where between these two extremes.12

A third philosophical argument is based on the observation that many scientific terms, 
especially those used in the social and biomedical sciences, are not purely descriptive and 
have moral, social, or cultural connotations and implications (Alexandrova 2018; Dupré 
2007). Some examples of value-laden scientific terms include marriage, rape, adultery, 
aggression, crime, alienation, race, ethnicity, gender, health, disease, disability, intelli-
gence, depression, anxiety, sexual orientation, environment, ecosystem, invasive species, 

11 Quine (1955, 1960) held that theories are always underdetermined by empirical evidence since it is 
always logically possible to construct alternative theories that account for the evidence just as well as the 
theories one is considering. Others, such as Laudan and Leplin (1991), acknowledge this point but interpret 
underdetermination as more of a methodological problem than a logical one because the theories that sci-
entists actually choose between must meet epistemic standards that rule out most logically possible alterna-
tives.
12 Brysse et al. (2013) argue that the IPCC has erred on the side of underestimating risk.
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and pest (Dupré 2007; Ereshefsky 2009; Larson 2011; Rosenberg 2015). Although some 
philosophers (e.g., Boorse 1977; Schaffner 1993), have tried to reinterpret scientific words 
with normative connotations in descriptive terms, Kevin Elliott (2017) challenges this idea. 
Elliott argues that the terms scientists use, as well as the ways they frame information and 
the manner in which they categorize phenomena, all have the potential to privilege some 
values over others (see also Larson 2011). According to Elliott, since there are often no 
value-neutral ways of handling these value-laden aspects of scientific language it is better 
for scientists to recognize these normative aspects of scientific language and to incorporate 
external values in their choices about language rather than to ignore this value-laden aspect 
of their work.

A fourth philosophical argument against the value-free ideal is based on insights from 
studies of how private companies and government funding agencies use money and power 
to shape the research agenda and, ultimately, the content of science (Holman and Bruner 
2017; Resnik 2007; 2009; Michaels 2008). Private companies can shape the research 
agenda by funding and publishing studies that promote their economic interests and not 
publishing studies that undermine their interests. While the company’s interests may not 
affect the outcome of any particular study, they can still have a cumulative effect on the 
entire research field and therefore the evidence that is available for other researchers to use 
(Elliott and McKaughan 2009; Holman and Bruner 2017). For example, if a drug company 
funds ten clinical trials comparing its medication to competing products and publishes only 
the five studies that show that its product is superior, the research record will reflect this 
bias (Krimsky 2003; Resnik 2007; Michaels 2008). Although government science agen-
cies usually require that funded investigators publish their research, they can still use their 
money and power to significantly influence the content of entire scientific fields (Resnik 
2009). For example, research on environmental health disparities has been supported, in 
large part, by government funding (Schlosberg 2009). Since modern science is difficult 
to do without significant financial support, external values that impact funding decisions 
inevitably affect the content of science. As in cases where values influence scientific lan-
guage, it is better to consider these influences in an intentional fashion rather than letting 
them play out without attending to them.

We would be remiss if we did not mention that philosophers have responded to these 
critiques with defenses and reinterpretations of the value-free ideal (see Jeffrey 1956; Betz 
2013; John 2015; Hudson 2016; Lacey 2017), and the controversy about the relationship 
between science and values is not entirely settled (see Douglas 2016; Elliott 2022). It is not 
our aim in this paper to adjudicate the dispute between proponents and critics of the value-
free ideal. Rather, our purpose is to reflect on a key problem that arises from rejecting the 
value-free ideal and consider how to best to address it.

The key problem for those who reject the value-free ideal is how to consistently and 
coherently distinguish between legitimate and illegitimate value influences (Douglas 2009; 
Hicks 2014; Resnik and Elliott 2019). This is an important issue not only for those who 
reject the value-free ideal but also for society, because, as we have seen, external values 
can have a powerful and corrupting influence that threatens the integrity, reliability, and 
trustworthiness of science.

Science derives its trustworthiness from being regarded by the public as a reliable and 
impartial provider of knowledge and expertise in a pluralistic society in which people disa-
gree about fundamental values (Jasanoff 1998; Ziman 2000; Pielke 2007; Resnik 2009; 
Bright 2018). When the public views science as driven by the economic, social, or political 
values or interests of particular organizations or groups, it may lose trust in science, which 
can have devastating impacts on science and society. When the public loses trust in science, 
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policy discussions can degrade into political battles, as has occurred in the debate about 
climate change, and laypeople may ignore evidence-based health advice from physicians 
and government health agencies, as has occurred during the COVID-19 pandemic (Collins 
and Evans 2017; Mann 2021; Saphier 2021). Also, erosion of public trust can make people 
less willing to fund science, participate in clinical trials, or otherwise support the research 
enterprise, all of which can have negative impacts on science and society (Resnik 2011).

Given the serious epistemic, social, and political risks associated with allowing external 
values to influence science, it is incumbent on critics of the value-free ideal to show how 
one can prevent illegitimate value influences while permitting legitimate ones (Resnik and 
Elliott 2019; Koskinen and Rolin 2022). This is not an easy problem to solve because it 
seems hypocritical to say that some value influences are acceptable while others are not. 
How can one consistently argue that it is acceptable for an academic scientist to allow a 
concern for public health to affect their interpretation of toxicology data while at the same 
time maintaining that it is not acceptable for an industry scientist to design a study in a way 
that it promotes the company’s profits? To deal with such questions, one must develop an 
approach that clearly and consistently shows why some value influences are problematic 
while others are not.

The new demarcation problem is therefore similar to the original one in the sense that 
it is concerned with the practical applications of science, i.e., how science is used in law, 
medicine, education, public policy, and so on. If we use theories (or hypotheses, principles, 
models, or concepts) to make decisions with important implications for human health, the 
environment or other things we value, then we expect those theories to be reliable, impar-
tial, and trustworthy (Resnik 2000; 2009). This practical concern remains one of the key 
motivations for drawing some boundaries between science and pseudoscience, as well as 
between good science and bad (i.e., biased, fraudulent, erroneous) science. However, the 
new problem is much more complex and multifaceted than the original one because it is 
explicitly concerned with answering questions about gradations of science, from good to 
bad, and because there are so many ways in which values can potentially influence science. 
Before turning to our own preferred approach to this problem, the next section considers 
some of the other available strategies for addressing it.

4  Protecting the Integrity of Science

Philosophers who reject the value-free ideal have explicitly or implicitly proposed various 
ways of distinguishing between legitimate and illegitimate values influences on science. 
Unfortunately, all of these efforts, as we shall argue below, have weaknesses and shortcom-
ings. This is understandable, because the existing scholarship developed primarily in an 
effort to challenge the value-free ideal and has only secondarily turned to the issue of dis-
tinguishing between appropriate and inappropriate value influences (Holman and Wilholt 
2022).

We will not review every approach to distinguishing between legitimate and illegitimate 
value influences on science in this paper but will focus on several influential, representa-
tive accounts. Current approaches to the new demarcation problem can be categorized as 
axiological, functionalist, consequentialist, coordinative, or systemic (Holman and Wil-
holt 2022; for a related but slightly different categorization, see Elliott 2022). Axiologi-
cal approaches claim that external value influences are appropriate when they promote the 
“right” values; functionalist approaches claim that external value influences are legitimate 
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only when they play the appropriate role in scientific inquiry; consequentialist approaches 
claim that external value influences are appropriate when they achieve particular effects or 
accomplish particular aims; coordinative approaches claim that external values influences 
are legitimate when they involve appropriate coordination between researchers, the scien-
tific community, and the larger public that facilitates assessment, discussion, and manage-
ment of values; and systemic approaches claim that external value influences are legitimate 
when the community of inquirers is structured in such a way as to provide adequate critical 
scrutiny of those influences.

Following Holman and Wilholt (2022), we begin with axiological approaches first, 
since they demonstrate, in stark terms, the opportunities and dangers associated with incur-
sion of external values into science. Axiological approaches hold that moral, social, or 
political values should play a decisive role in guiding, structuring, and governing scien-
tific inquiry. Several philosophers (e.g., Kitcher 2001; 2011; Kourany 2010; Brown 2020) 
have defended this type of view. Philip Kitcher (2001; 2011) argues that science should 
be guided by the values that well-informed deliberators who are considering rules for the 
structure of society would adopt. Kourany (2010) contends that science should reflect val-
ues arrived at through ethical reasoning. For example, she claims that scientists should 
not pursue avenues of inquiry that could have racist implications, such as the relation-
ship between race, genetics, and intelligence (Kourany 2010). Alex John London (2022) 
develops a similar approach in the realm of clinical research. London argues that clinical 
research is a cooperative social activity carried out to promote and protect human rights 
and egalitarian ideals of social justice.

Axiological approaches tend to appeal to the Baconian idea that science should 
improve the human condition (Bacon 2000; Kitcher 2001). For some proponents of the 
axiological approach, scientific research represents an opportunity to advance moral or 
political goals, such as democracy, social justice, or protection of human rights or the 
environment  (Schroeder and Andrew 2017; Bright 2018). However, because axiological 
approaches do not place systematic constraints on the influence of external values on sci-
ence, they threaten the trustworthiness of science by appealing to values that are likely 
to be controversial. We live in a highly polarized society in which people fundamentally 
disagree about moral and social issues, such as abortion, capital punishment, gun control, 
genetically modified crops, climate policy, immigration, and affirmative action, and the 
fundamental values that give rises to these disagreements (Gutmann and Thompson 1998; 
Resnik 2009). Given that science is typically regarded as a relatively neutral source of 
information, it seems problematic at best, and potentially disastrous at worst, to incorporate 
potentially controversial moral, social, and political assumptions into scientific reasoning. 
Some scholars embrace egalitarian conceptions of justice, for example, but many people 
accept different accounts of justice, such as libertarianism and utilitarianism. Some people 
might think that science should promote economic development, national security, or even 
religious doctrines. By wedding scientific inquiry to the advancement of particular moral, 
social, or political values, axiological approaches risk politicizing and polarizing science.

Some axiological approaches could also threaten the integrity of science if they do not 
require commitment to widely accepted epistemic and ethical norms that govern scientific 
inquiry, such as honesty, rigor, reproducibility, openness, transparency, and freedom of 
inquiry.13 If one holds that science should serve the “right” social or political values, then 

13 Major proponents of axiological approaches typically address this problem by calling for science to 
jointly satisfy both ethical and epistemic requirements for science (see e.g., Brown 2017; Kourany 2010).
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one could potentially justify epistemically problematic actions to promote those values, 
such as fabrication or falsification of data or suppression of ideas, hypotheses, and theories. 
History provides a stark reminder of what can happen when science is subservient to poli-
tics or religion. Galileo Galilei, Giordano Bruno and Mendelian geneticists in the former 
Soviet Union faced significant repercussions, including imprisonment or death, for defend-
ing scientific theories that contravened political or religious values (Resnik 2009). In more 
recent times, politically motivated repression of scientific research and debate continues to 
be a major concern, as illustrated by efforts by the George W. Bush and Donald J. Trump 
administrations to censor climate change research conducted by US federal government 
scientists (Mann 2021).

Functionalist approaches address these concerns by limiting the roles that external val-
ues play in science. The most influential of these approaches has been defended by Heather 
Douglas (2009). In her book, Science, Policy, and the Value-Free Ideal, Douglas (2009) 
argues that values (epistemic and external) should play only an indirect role in science.14 
According to Douglas, values function in a direct role when they operate the way evidence 
does, by providing reasons in support of scientific statements or beliefs. Values function 
in an indirect role when they do not function as evidence but rather guide decisions about 
how much evidence is sufficient to accept a theory or hypothesis. Douglas argues that the 
key to maintaining appropriate roles for values in science is to ensure that they do not play 
a direct role when scientists assess hypotheses or theories. The fact that a theory or hypoth-
esis promotes a particular external value, such as public health, should never be a reason 
for accepting that theory or hypothesis, though it might be used as a reason for setting a 
standard of evidence used to evaluate this hypothesis.

While Douglas’ distinction between direct and indirect roles for values provides some 
insights into how values should function in scientific research, it does not adequately pro-
tect the integrity and trustworthiness of science because it does not clearly distinguish 
between illegitimate and legitimate value influences in an indirect role.15 There is ample 
evidence that values can significantly bias research even when they only operate in an indi-
rect role (Michaels 2008). For example, private companies and the researchers who work 
for them have manipulated experimental designs and statistical models to favor their finan-
cial interests and have suppressed data and results that could undermine those interests 
(Resnik 2007; McGarity and Wagner 2008). Most people would regard this type of value 
influence as illegitimate, even though values do not appear to be functioning as evidence, 
since values are influencing the type of evidence that investigators obtain and how they 
share it with the scientific community (Steel and Whyte 2012).

Another problem with Douglas’ approach is that one might argue that there are some 
situations in which external values legitimately play a direct role in scientific judgment and 
decision-making (Biddle 2013; Elliott and McKaughan 2014). In the climate change case 
discussed above, for example, one could argue that climatologists may use external val-
ues, such as promoting public health or protecting the environment, when choosing among 
competing models of global climate that fit the data equally well (Intemann 2015; Frisch 
2020).

14 de Winter (2016) also distinguishes between direct and indirect value influences in science (see Resnik 
and Elliott 2019). Since his view is similar to Douglas’, we will not examine it here.
15 In more recent work, Douglas (2021) suggests that a more multi-faceted approach to managing values in 
science many be needed.
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Steel (2015) also develops a functionalist approach. Steel argues that epistemic and 
external values can both play an important role in scientific inquiry, but that external values 
should never override epistemic ones in the design or interpretation of research that is fea-
sible and ethical (Steel and Whyte 2012). External values can play a role in these sorts of 
judgments or decisions only when competing choices are equally compatible with empiri-
cal evidence and epistemic values. For example, suppose that the data from a toxicology 
experiment provide equal support for two different interpretations of the safety of a chemi-
cal. A scientist could decide in this situation to opt for the interpretation that promotes 
external values, such as public health or corporate profits. However, if the data clearly 
supported a different interpretation, the scientists should choose that one. If two different 
research designs equally satisfy epistemic criteria, such as rigor, testability, and consist-
ency, a scientist could choose the design with an eye toward promoting external values. 
However, a scientist should not allow these values to affect research design decisions when 
epistemic values favor one type of design over the other.

Although Steel’s approach also offers some useful insights into how values function 
in scientific research, it also does not provide an entirely satisfactory solution to the new 
demarcation problem. First, it is not clear that Steel’s view is comprehensive enough, given 
that it focuses primarily on the role of external values in research design and data interpre-
tation. However, as we have seen, external values could corrupt science in other stages of 
research, such as problem selection, data analysis, peer review, and publication (Resnik and 
Elliott 2019). Steel does not indicate whether external value influences should be limited 
in these other contexts, but one might argue that they should be to protect the integrity of 
scientific research.

Second, external values can arguably have problematic effects on research even when 
they do not clearly override epistemic ones. In chemical toxicology studies, for example, 
scientists must make choices pertaining to many different aspects of experimental design, 
including the variables to be measured, dosing levels and schedules, the animals to be 
used, control groups, the length of time of the study, and so on. External values often guide 
these choices long before a potential conflict with epistemic values arises. For example, an 
academic scientist may decide to measure the impact of a chemical on the endocrine sys-
tem because of possible implications for human health. Conversely, a scientist working for 
a company that manufactures this chemical might decide not to measure its impact on the 
endocrine system to avoid collecting data that could show that the chemical poses a risk to 
human health. In some cases, these influences of external values could be problematic even 
if they did not clearly conflict with epistemic values.

Consequentialist approaches to the new demarcation problem focus instead on whether 
value influences enable science to achieve the right effects or aims. For example, Intemann 
(2015) argues that scientists should incorporate values into their work in a manner that 
enables them to achieve aims that are democratically endorsed. One could also use ethical 
analysis to identify particular effects or aims that science should achieve. Although Holman 
and Wilholt (2022) distinguish consequentialist approaches from axiological approaches, 
they are very similar and have the potential to run into the same sorts of problems. For 
example, Steel (2017) worries that scientists could violate important epistemic constraints 
in the course of trying to achieve particular aims. Thus, consequentialist approaches, like 
axiological and functionalist strategies, run the risk of failing to protect the integrity, reli-
ability, and trustworthiness of science against potentially problematic value influences 
throughout the entire process of scientific inquiry, from problem selection and research 
design to data analysis and hypothesis acceptance.
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Coordinative approaches to the new demarcation problem focus on aligning the prac-
tices of science with the expectations of the audiences who receive scientific informa-
tion. This coordination could take a variety of forms. One approach is to adopt con-
ventional standards that establish particular ways of handling value judgments so that 
everyone knows what to expect (Wilholt 2009; John 2015). Another approach is to pro-
mote transparency about value influences so that those receiving scientific information 
can determine whether they agree with those underlying value influences (Elliott and 
Resnik 2014; Elliott and McKaughan 2014). Yet another approach is to foster engage-
ment between scientists and those interested in or affected by the research so that it can 
be performed in a way that meets their expectations (Douglas 2005; Intemann 2015; 
Parker and Lusk 2019).

Unfortunately, even though efforts to align the practices of science with its users make a 
great deal of sense, coordinative approaches also have weaknesses that prevent them from 
serving as comprehensive strategies for addressing the new demarcation problem. In gen-
eral, these approaches tend to face a dilemma. On one hand, if they adopt fixed stand-
ards that are applicable under all circumstances (e.g., John 2015), then they are fairly 
unlikely to serve the interests of all audiences. On the other hand, if they allow scientific 
practices to vary based on the specific needs or concerns of particular users (e.g., Elliott 
and McKaughan 2014; Parker and Lusk 2019), then they create the potential for confusion 
because it is difficult to be entirely transparent about all the ways in which values influ-
ence scientific work (Elliott 2021). Moreover, coordinative approaches tend to share the 
epistemic weaknesses of the axiological, functionalist, and consequentialist approaches, 
namely, that epistemic standards could be violated in the name of achieving the goals of 
particular audiences (Steel 2017).

Finally, systemic approaches shift the focus from the individual level to the social level 
and argue that value influences in science are appropriate as long as the structure of the sci-
entific community has the appropriate characteristics to maintain the integrity of science. 
For example, Longino (1990) argues that the key to achieving scientific objectivity is not 
to banish external values from science but to structure scientific inquiry in such a way that 
judgments and decisions shaped by external values receive critical scrutiny in the market-
place of ideas. She defends four criteria that she claims are necessary for generating critical 
scrutiny: including publicly recognized venues for criticism, achieving uptake of criticism, 
having shared standards, and ensuring tempered equality of intellectual authority. Objec-
tivity, according to Longino, emerges from a process of “checks and balances” on values. 
For example, if a chemical company publishes a study showing that its product is safe, a 
government-funded academic researcher may publish a study showing that it is not, and 
objective knowledge can emerge as the byproduct of this interplay of competing values, 
i.e., profit vs. public health.

Despite the benefits of drawing attention to the role of the scientific community in 
addressing the influences of external values, systemic approaches still have weaknesses. 
For example, Longino’s approach raises concerns because there is no guarantee that objec-
tivity will emerge from Longino’s procedures, especially when there are substantial differ-
ences in resources and power between opposing sides of a scientific dispute. For example, 
if a chemical company has enough money to sponsor ten studies showing that its product 
is safe, but the government only has enough money to sponsor one study showing that it 
is not, the chemical company may emerge victorious, because it has more money than the 
government. Likewise, a political group that attempts to impose a racist, sexist, or homo-
phobic agenda on a scientific discipline will emerge victorious if it has more power than 
opposing groups. Moreover, it is not clear that highly problematic values should be allowed 
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to influence science, even if steps are taken at the level of the scientific community to coun-
teract them (Intemann 2017). Thus, even though one can attempt to mitigate these sorts of 
problems by adding additional restrictions on the structure of the scientific community, it 
seems questionable to try to manage the influences of external values on science solely by 
influencing the structure of the scientific community.

5  Toward a Solution to the New Demarcation Problem

Our overview of attempted solutions to the old demarcation problem in Sect. 2 and the new 
demarcation problem in Sect.  4 converge on the same conclusion. In both cases, efforts 
to develop necessary and sufficient conditions for distinguishing science from non-sci-
ence or good science from bad science end up running into difficulties (see also Koskinen 
and Rolin 2022). Although the philosophers we discussed in Sect. 4 did not conceive of 
themselves, as far as we know, as providing necessary and sufficient conditions for distin-
guishing between legitimate and illegitimate value influences on science, it is clear that 
their approaches to the new problem tended to offer fairly simple criteria for determining 
whether external value influences are appropriate and do not adequately account for the 
diversity and complexity of the relationship between scientific practice and external values. 
Our critiques of these approaches to the new problem emphasized the variety of ways that 
values can impact science. Values can impact science at many different stages of inquiry, 
and it is doubtful that a single criterion for distinguishing between appropriate and inap-
propriate influences will adequately account for the diversity and complexity of all these 
influences.

Given the complexity and diversity of value influences on science, we believe that 
efforts to distinguish between legitimate and illegitimate influences should focus on 
whether researchers are complying with epistemic and ethical norms that are constitu-
tive of good science, rather than on some particular criteria of legitimacy. A set of norms 
is listed in Table 1. These norms can be used to classify science from “good” to “bad,” 
depending on how well it complies with the norms. On our view, a study could qualify 
as scientific but not be good enough to use in an applied context (such as making a legal 
or regulatory decision) because external values have inappropriately influenced it in some 
way. We do not claim originality for these norms; the list in Table 1 has much in common 
with norms developed by Merton (1973), Kuhn (1977), Thagard (1988), Kitcher (1993), 
Resnik (1998), Resnik and Elliott (2019), Elliott (2022), Koskinen and Rolin (2022), Sha-
moo and Resnik (2022), and others. The norms apply to all stages of the research process, 
from problem selection to data collection to publication and data sharing, and to a wide 
range of disciplines.

The norms can be understood within the framework of social epistemology (Longino 
1990; Resnik 1996). Social epistemology characterizes knowledge production as a social 
activity governed by goals and norms. Knowledge production requires cooperation, col-
laboration, and trust among knowledge producers (i.e., members of scientific laboratories, 
research groups, or communities), as well as cooperation, collaboration, and trust between 
knowledge producers and the larger society (i.e., the public; Rolin 2015). Thus, science has 
norms because science itself is a society, and science is a socially sanctioned activity that 
exists within a larger society (Resnik 1996). Science is a socially sanctioned activity (as 
opposed to an illicit activity) because it produces something that the public regards as valu-
able: reliable, trustworthy knowledge that serves the common good.
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The norms of science, therefore, are based on three foundations: (1) science’s general 
epistemic aims (i.e., production of reliable, impartial knowledge); (2) characteristics of the 
research environment necessary to achieve those epistemic aims; and (3) public account-
ability (i.e., science’s practical aim of providing trustworthy knowledge in a manner that 
serves the common good).16 For example, some of science’s norms, such as honesty, rigor, 
objectivity, reproducibility, and carefulness, directly promote science’s epistemic aims; 
while others, such as openness, fair sharing of credit, respect, and safety, help to foster a 
research environment in which people can work together collaboratively and cooperatively 
to achieve common goals; and still others, such as protection of human and animal research 
subjects, social responsibility, and engagement, help to ensure that scientists are account-
able to the public (Resnik 1996; 1998; Elliott 2011; 2017). See Fig. 1.

Since the norms of science promote general epistemological and practical aims, our 
approach could be construed as axiological. However, we do not believe that our approach 
is susceptible to the main objection to other axiological approaches, i.e., that they run the 

Table 1  Scientific norms (based on Resnik and Elliott 2019)

1. Honesty (honestly communicating with other scientists and the public)
2. Rigor (subjecting research to rigorous tests; considering the limitation of one’s methods and results)
3. Objectivity (minimizing or controlling experimental, theoretical and other biases, including conflicts 

of interest)
4. Evidentiary support (drawing inferences based empirical evidence and/or sound logical, statistical, or 

mathematical arguments)
5. Carefulness (minimizing human and instrumental errors; keeping good research records)
6. Transparency (disclosing methods, materials, assumptions, values and interests)
7. Openness (sharing data, results, ideas, and materials)
8. Reproducibility (taking steps to ensure that research is reproducible, such as keeping good records, 

disclosing methods and assumptions, and minimizing or controlling biases)
9. Accountability (being accountable for one’s research; taking responsibility for one’s research; respond-

ing to criticisms of one’s research, including allegations of misconduct)
10. Self-Correction (carefully scrutinizing research during peer review and after publication; retracting or 

correcting flawed research; attempting to reproduce results)
11. Intellectual Freedom (freedom of thought, discussion, debate, publication)
12. Fair sharing of credit (giving proper credit on publications and other scientific works; acknowledging 

previous research; respecting others’ intellectual property)
13. Respect (treating one’s colleagues and students with respect; respecting intellectual property rights)
14. Safety (helping to ensure that the research environment is safe and taking appropriate steps to prevent, 

minimize, or mitigate physical, chemical, biological, and psychosocial risks, including risks related 
to harassment or inappropriate conduct)

15. Stewardship (making good use of research resources, including materials, facilities, and funding)
16. Social responsibility (promoting benefits and minimizing or avoiding harms from one’s research)
17. Protection of human and animal research subjects (only for research disciplines that work with animals 

or humans)
18. Engagement (consulting with stakeholders to identify important epistemic or ethical issues that need to 

be addressed)

16 We contrast our approach with the approach taken by Elliott and McKaughan (2014), who focus on spe-
cific epistemic and practical aims.
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risk of politicizing and polarizing science, because the aims we endorse, and the norms 
they justify, are highly generic and are therefore compatible with many different social 
and political values. Although the influences of specific moral, social or political values, 
such as protection of the environment or promotion of social justice, might ultimately be 
allowed to influence scientific reasoning via norms like social responsibility or engage-
ment, the norms in Table 1 operate at a more general and less controversial level. The gen-
eral aims of science, and the norms that flow from them, provide a basic framework within 
which deliberation about more specific research aims and values can take place (see e.g., 
Elliott and Resnik 2014; Hicks 2014; Intemann 2015).

One of the main reasons for adopting our normative approach is that it accords well with 
the insight that the characteristics of good scientific research can vary depending on the 
context. Because these norms rest on the aims of science, the relative weight given to dif-
ferent norms can vary somewhat depending on the aims associated with specific research 
contexts (Lusk and Elliott 2022). When researchers are doing applied work for regulatory 
purposes, for example, norms like social responsibility and engagement take on special 
significance. These norms would not be absent in other contexts, but their implementation 
would likely take different forms.

Building on this point that the norms can be implemented in different ways, it is cru-
cial to recognize that the norms are mere platitudes with little practical value unless they 
are enforced, implemented, and supported by rules, conventions, policies, and procedures 
(Mantzavinos 2020). With this in mind, another strength of our norm-based approach to 
addressing the new demarcation problem is that we can draw on the array of rules, con-
ventions, policies, and procedures that have already been developed and implemented by 
research institutions, funding agencies, private sponsors, professional societies, and scien-
tific journals (Table 2). It is important to note that these rules, conventions, policies, and 
procedures are not always spelled out explicitly in professional codes; instead, professional 
communities frequently develop conventional standards or expectations regarding study 
design, data analysis, and interpretation. Wilholt (2009) has previously argued that these 
conventional standards help guide scientists in their responses to value judgments.

Fig. 1  Relationship between 
Scientific Aims, Norms, Rules, 
Traditions, Policies, Procedure, 
and Practice (based on Resnik 
and Elliott 2019)

Aims of Science

Scien�fic Norms

Rules, Tradi�ons, Policies, Procedures

Scien�fic Prac�ce
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Thus, according to our view, distinguishing between legitimate and illegitimate value 
influences on scientific research is a complex, context-dependent, and holistic determina-
tion. One must examine the extent to which a variety of norms have been met and how they 
have been met. To do so, one must typically determine whether scientists are following the 
rules, conventions, policies, and procedures created by scientific societies, research institu-
tions, funding agencies, regulatory bodies, and other stakeholders. In addition, there may 
be conflicts between different norms as well as questions about how best to implement 
them (Elliott 2022). Addressing these conflicts and questions typically requires complex, 
holistic, context-dependent judgments. Also, there may be gradations in the extent to which 
the norms are met, ranging from exemplary science, to good science, to bad science, to not 
science at all (e.g., pseudoscience). Thus, in some cases there may be significant philo-
sophical work involved in assessing the extent to which values have influenced a research 
project, and whether this influence has been appropriate or inappropriate. To begin this 

Table 2  Rules, conventions, policies, and procedures for the conduct of science (based on Resnik and Elli-
ott 2019)

Policies that define and prohibit research misconduct, such as rules pertaining to fabrication or falsification 
of data or plagiarism;

Procedures for reporting, investigating, and adjudicating research misconduct;
Policies and procedures for keeping good research records;
Policies and procedures for auditing data and other research records;
Rules or conventions for designing experiments;
Rules or conventions concerning standards of evidence for accepting or rejecting hypotheses;
Rules or conventions concerning good statistical practice;
Rules or conventions for processing digital images;
Rules of deductive logic (e.g. the rule of non-contradiction, modus ponens);
Policies for disclosing and describing one’s materials and methods in publications and grant proposals;
Policies for sharing data, research materials (e.g. biological samples and chemical reagents), and computer 

codes used in statistical programs for analyzing data;
Policies and procedures for registering clinical trials in publicly available databases;
Policies for disclosing and managing financial and other interests related to research;
Policies and procedures pertaining to the confidentiality, rigor, and fairness of peer review for scientific 

publications;
Policies and procedures pertaining to the confidentiality, rigor, and fairness of peer review for grants or 

contracts;
Policies for assigning authorship on publications;
Policies and procedures for correcting or retracting publications;
Rules and procedures for promoting the reproducibility of research, such as disclosure of materials and 

methods (discussed above), sharing and auditing data (discussed above), and standards for organizing and 
analyzing data and designing experiments;

Rules pertaining to the ownership and use of intellectual property;
Policies on academic freedom;
Policies pertaining to hiring, tenure, and promotion;
Policies pertaining to equity, diversity, and inclusion in science;
Rules, policies, and procedures pertaining to research with animal or human subjects;
Rules and policies related to social responsibility in research;
Policies pertaining to education and training in responsible conduct of research (i.e. research ethics, good 

scientific practice)
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analysis, one can ask some standard questions that we have listed in Table 3. Although this 
might seem like a somewhat long and overwhelming list, we provide a case study in Sect. 6 
that illustrates how specific questions become particularly salient given the issues at stake 
in specific cases.

A final strength of our proposed approach is that it accords well with steps that are 
already being taken to address the value-ladenness of science in applied decision-mak-
ing contexts. To take one example, judges often face difficult choices about whether to 

Table 3  Questions a scientist or non-scientist could ask when determining whether a study complies with 
scientific norms

Have the researchers honestly reported their data and results? Is there any reason to suspect fabrication or 
falsification of data or other types of deception?

Have the researchers carefully and transparently described and disclosed their aims, methods, materials, and 
background assumptions?

Is the study well-designed to achieve its aims?
Are the study aims justifiable? Does the research seek to answer important scientific questions? Does the 

research have potentially significant impacts for public health, the environment, society, or the economy?
Does the research include appropriate controls and other means of limiting bias?
Is the study statistically well-designed? Is the sample size large enough to support the results of the study?
Have digital images been processed appropriately?
Has the hypothesis, theory, or model been subjected to rigorous tests?
Have the researchers discussed limitations of their work?
Does the hypothesis, theory, or model have evidentiary support? How much?
Is the data analysis appropriate, given the aims, methods, and study design? Does the interpretation of the 

data proposed by the researchers have evidentiary support? Have the researchers overinterpreted the data? 
What assumptions were made in data interpretation? Have the researchers stated those assumptions?

Have the researchers abided by the rules or conventions of their scholarly community when designing 
experiments and analyzing and interpreting results?

When the researchers have diverged from rules or conventions, have they explained and justified those deci-
sions?

Have the researchers kept good records?
Have members of the research team had access to the data and records throughout the process of research?
Are the researchers appropriately sharing data, materials, and methods? Are there any data that are not 

being shared to protect privacy or proprietary interests, or for other reasons?
Have the researchers audited their data and records?
Have the researchers disclosed sources of funding and financial or other interests?
Do the researchers have any conflicts of interest that could bias the research?
Have the researchers taken appropriate steps to manage conflicts of interest?
Is the research reproducible? Have outside researchers attempted to reproduce it?
Has the research been peer reviewed?
Has the research been published in a high-quality journal?
If the research is likely to have significant impacts on particular stakeholders, have they had an opportunity 

to review or comment on it and, if appropriate, influence the research design?
Have the researchers considered the social ramifications of their work and taken appropriate steps to address 

ethical or social concerns that it could raise?
Do the researchers face any corporate or governmental restraints that limit their freedom to candidly discuss 

their research?
Have the researchers provided appropriate protections for animal or human research subjects?
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admit expert testimony into the courtroom, since attorneys may call witnesses who offer 
testimony based on novel or controversial theories, hypotheses, concepts, or methods. For 
example, in the 1980s, DNA fingerprinting evidence was controversial, because it was new 
and had not been well-validated or tested, but today it is routinely admitted into the court-
room (Roewer 2013). In a landmark case, Daubert v. Merrell Dow Pharmaceuticals, Inc. 
(1993), the U.S. Supreme Court ruled that judges can admit expert scientific testimony 
based on whether the expert’s knowledge is reliable or based on the scientific method.17 
The Court listed several factors that judges can consider when deciding whether to admit 
testimony based on theories, hypotheses, or concepts into the courtroom, including falsifi-
ability, peer review and publication, error rate, and acceptance by the scientific community 
(Daubert v. Merrell Dow Pharmaceuticals, Inc. 1993). However, the Court noted that there 
could be other factors it did not describe and that none of the factors constitute neces-
sary conditions for admitting scientific testimony into the courtroom. The Court offered the 
factors as guidelines rather than exhaustive and dispositive rules (Rothstein et  al. 2011). 
Thus, judges are already using an approach that accords with our preferred solution to the 
new demarcation problem. To further implement our approach in the courtroom, we would 
recommend that judges use a list of questions like those described in Table 3 to determine 
whether an expert’s testimony complies with scientific norms. If the expert’s testimony sig-
nificantly deviates from scientific norms, then the judge could decide not to admit their 
testimony.

6  A Case Study: The Food and Drug Administration

To provide further illustration of the way our approach would work in practice, we offer a 
brief case study involving the U.S. Food and Drug Administration (FDA)’s decision-mak-
ing. The FDA regulates foods, drugs, biologics, medical devices, cosmetics, and veterinary 
and tobacco products marketed in the U.S. It has the authority to approve new products 
or new uses of approved products; to oversee marketing, labelling, and manufacturing of 
products; to issue warnings on products; or to require that products be removed from the 
market. The mission of the FDA is to promote public health and safety (Food and Drug 
Administration 2018a). To obtain approval for a new drug, a manufacturer must submit an 
application to the FDA and conduct animal experiments and human clinical trials to gather 
evidence concerning the drug’s safety and efficacy (Food and Drug Administration 2018b). 
The FDA reviews evidence submitted by the manufacturer to determine whether its drug is 
safe and effective enough to be approvable for marketing. The FDA uses panels of experts 
from the relevant scientific and medical disciplines to make recommendations concerning 
drug approvals. The expert panels review evidence pertaining to safety and efficacy sub-
mitted by manufacturers and considers evidence from other sources, such as independent 
studies published in peer-reviewed journals (Food and Drug Administration 2018b). A key 
question these panels face is whether a study should be included in the review of evidence. 
If a study does not meet appropriate scientific and ethical standards, the panel may decide 
not include it. While the FDA has issued some guidance to manufacturers on how to design 
and conduct clinical trials (Food and Drug Administration 1998), this guidance often is 

17 See Haack (2014) for a critique of the court’s reasoning in Daubert.
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subject to interpretation, and panel members must often decide how to evaluate the studies 
when they review the evidence.

Deciding which studies to include in the review of evidence can be a difficult task, 
because research has shown that clinical trials funded by drug companies often reflect 
the company’s bias (for a review of the evidence, see Krimsky 2003; Sismondo 2008; 
McGarity and Wagner 2008). As discussed above, companies can achieve outcomes 
favorable to their products by various means, such as by manipulating study designs or 
data analyses, or by selective publication of data and results (Holman and Elliott 2018; 
Resnik 2007; Lexchin 2012). To apply our approach to the new demarcation problem 
to the question of which studies should be included in the review of evidence for drug 
approval, we would recommend that FDA expert panels use a list of questions like those 
described in Table 3 to determine whether the studies comply with scientific norms. If a 
study significantly deviates from scientific norms, then the panel members could decide 
not to include it in their review of evidence. Medical researchers, epidemiologists, and 
biostatisticians (see e.g., Furberg and Furberg 2008; Straus et al. 2019) have been mov-
ing in this direction since the 1990s by developing guidelines for assessing clinical evi-
dence. These guidelines address issues related to research design, data analysis, data 
reporting, and other scientific issues like those discussed in this paper and described 
in Tables 1, 2, and 3. The norms, rules, and questions described in those tables could 
strengthen and supplement the guidelines that have already been developed.

Admittedly, in actual cases these deliberations about which studies to accept can 
become very complex. Thus, even though our approach provides a framework for dis-
tinguishing appropriate influences of values from those that are problematic, it does not 
provide a simple recipe for arriving at conclusions that everyone will agree on. Con-
sider, for example, a prominent debate that has engulfed the FDA’s decision-making 
around the chemical bisphenol A (BPA), which is used in many products, including 
the lining of food cans (Resnik and Elliott 2015). Many scientists worry that BPA has 
endocrine-disrupting effects that can contribute to developmental disorders, obesity, 
diabetes, and numerous cancers (vom Saal and Frederick 2019). In 2008, the FDA con-
cluded that BPA was safe at current levels of human exposure (Food and Drug Admin-
istration 2018c). They based this conclusion largely on two studies that were performed 
according to standardized protocols that are typically used for informing regulatory 
decision-making (Tyl 2009). This approach was very controversial, however, because it 
placed relatively little weight on a number of academic studies that provided evidence 
of potential harm from BPA at human exposure levels (Myers et  al. 2009). This case 
illustrates the challenges of navigating the role of values in science because investiga-
tors on opposing sides of this bitter conflict worry that the opposing side is inappropri-
ately influenced by values; for example, those who defend BPA could be influenced by 
financial values and the entrenched paradigms of the field of toxicology, while those 
who challenge its safety could be influenced by public-health-oriented and environmen-
tal values (see e.g., Elliott 2016; Vandenberg and Prins 2016).

In order to approach this case using our norm-based approach, one would want to exam-
ine the quality of the studies based on the norms, rules, and questions described in the 
tables above. For example, to what extent were the underlying data made available from the 
studies under consideration? How well were the methods described, and how relevant were 
those methods for addressing the regulatory question at issue? Were the results reported in 
a manner that gives regulators the information they need to assess the studies’ relevance 
and reliability (Moermond et al. 2016)? Did the investigators report important conflicts of 
interest? Were the studies peer reviewed? How do the study results compare to the findings 
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from other studies? Moreover, to the extent that the investigators had to make important 
value judgments when interpreting the studies, were they transparent about the nature of 
those judgments and the reasons for making them in particular ways (Elliott and Resnik 
2014)? Were the judgments made in ways that meet the conventional standards of the disci-
pline and justifiable ethical and political principles (Wilholt 2009)?

Importantly, working through these questions can incorporate a great deal of scientific 
and philosophical analysis. The crucial sticking point in the BPA case is that there is a clash 
between opposing considerations. On one hand, the studies prioritized by the FDA were per-
formed according to Good Laboratory Practice (GLP) guidelines—which establish strict 
requirements for record-keeping—as well as standardized methodologies established by the 
Organization for Economic Cooperation and Development (OECD) for the purposes of regu-
latory decision-making (see Elliott 2016). On the other hand, the academic studies emphasized 
by the FDA’s critics were published in peer-reviewed journals and incorporated cutting-edge 
methodologies that many regarded as better designed for uncovering the endocrine-disrupting 
effects of BPA (Myers et al. 2009). Critics of the FDA’s approach also worried that the inves-
tigators who performed the FDA’s preferred studies had conflicts of interest because of their 
connections with the chemical industry, while the FDA’s defenders claimed that academic 
studies often suffered from poor quality control and unvalidated methodologies. Moreover, in 
the background of all these debates were value judgments about how to interpret studies that 
appeared to show harmful effects from BPA at low doses of exposure but not at higher doses 
(Vandenberg et  al. 2019; vom Saal and Frederick 2019); many endocrinologists regarded 
these studies as providing convincing evidence of harm, while many toxicologists remained 
unconvinced (Gore 2013). Although this might appear to be merely a methodological dispute, 
it is more complicated than that. Researchers and policymakers working on this case need to 
evaluate both the quality of the evidence and the most responsible conclusions to draw on the 
basis of ambiguous evidence.

Ultimately, the FDA partnered with the U.S. National Toxicology Program (NTP), the 
US. National Institute of Environmental Health Sciences (NIEHS), and a number of aca-
demic investigators in a project called CLARITY-BPA (Consortium Linking Academic and 
Regulatory Insights on BPA Toxicity) that was designed to help settle some of these difficult 
judgments (Schug et al. 2013). They performed a large, collaborative study that followed the 
regulatory guidelines preferred by the FDA but that also incorporated the new methodolo-
gies preferred by a number of academic researchers. Unfortunately, even this massive effort 
failed to produce results that conclusively settled the issue (Vandenberg et al. 2019; vom Saal 
and Frederick 2019). Thus, this ongoing conflict illustrates how difficult it is in some cases to 
distinguish between science that is done well from science that is not. While this might seem 
to suggest that our norm-based approach is unhelpful, we would argue that it supports our 
approach. The difficulties involved in distinguishing good science from bad science in a case 
like this one fit well with our contention that multiple norms need to be considered and that 
judgment is needed when deciding how to interpret and implement those norms. This case 
also illustrates how the norms can be specified, debated, and gradually improved. For exam-
ple, scholars have been working to develop better rules and procedures for evaluating studies 
in the regulatory context so that the conflicts encountered in the BPA case can be alleviated in 
the future and regulatory agencies can more easily distinguish studies they can properly rely 
on from those they cannot (Moermond et al. 2016). Finally, cases like this one illustrate the 
importance of ongoing philosophical reflection to evaluate the most appropriate aims for sci-
ence in specific contexts and to determine how best to prioritize norms in ways that achieve 
those aims (Elliott 2022).
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7  Conclusion

We have argued that philosophers who are working on what has been called the new demar-
cation problem, i.e., how to distinguish between legitimate and illegitimate value influences 
on science, can gain useful insights from the attempts to solve the original demarcation 
problem, i.e., how to distinguish between science and pseudoscience. An important lesson 
that philosophers have learned from attempts to solve the original demarcation problem 
is that it is very difficult to develop necessary and sufficient conditions for drawing a line 
between science and pseudoscience because science is such a complex and multi-faceted 
endeavor. Rather, it is more fruitful to characterize science as a family of activities that 
tend to be guided by a set of shared norms. Given the wide range of contexts in which sci-
ence is used and the challenges that philosophers have been facing in their efforts to arrive 
at necessary and sufficient conditions for describing the proper role of external values in 
science, it seems advisable to adopt an approach to the new demarcation problem that is 
similar to the response that many philosophers have adopted to the old one.

In order to develop an approach of this sort, we have described a set of scientific norms, 
based on the work of numerous philosophers, historians, sociologists, and scientists, and 
supplemented them with rules, conventions, policies, and procedures that implement the 
norms in scientific practice. Admittedly, it will still be challenging in many cases to adju-
dicate conflicts between the norms, but this is an accurate representation of scientific prac-
tice; it is indeed difficult in many cases to decide which value influences are legitimate and 
which are not. To assist in applying the norms to practical contexts, we have provided a list 
of questions, and we have shown how our approach can be used for addressing controver-
sial issues in regulatory science. Exploring how to interpret and implement the norms in 
specific contexts and how to handle conflicts between them is an important topic for future 
work in the philosophy of science.
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