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Abstract
Barriers to identifying autism spectrum disorder (ASD) in young children in a timely manner have led to calls for novel 
screening and assessment strategies. Combining computational methods with clinical expertise presents an opportunity for 
identifying patterns within large clinical datasets that can inform new assessment paradigms. The present study describes 
an analytic approach used to identify key features predictive of ASD in young children, drawn from large amounts of data 
from comprehensive diagnostic evaluations. A team of expert clinicians used these predictive features to design a set of 
assessment activities allowing for observation of these core behaviors. The resulting brief assessment underlies several novel 
approaches to the identification of ASD that are the focus of ongoing research.
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Although many caregivers of children with autism spectrum 
disorder (ASD) report developmental concerns within the 
first two years of a child’s life (Sacrey et al. 2018; Zucker-
man et al. 2015), only 44% of children receive a diagnosis 
before 36 months of age, and the median age of first ASD 
diagnosis in the United States is after 4 years (Maenner et al. 
2020). Unfortunately, these delays create additional stress for 
families (Oswald et al. 2017) and may prevent children from 
accessing early intervention services, which are important 
predictors of child outcomes (Fuller and Kaiser 2019; Landa 
2018). Multiple barriers contribute to diagnostic delays, 
including extensive wait lists (Gordon-Lipkin et al. 2016) 
and limited access to qualified providers (Bishop-Fitzpatrick 

and Kind 2017). These barriers are exacerbated by socioeco-
nomic, geographic, and linguistic disparities (Antezana et al. 
2017; Durkin et al. 2017; Khowaja et al. 2015). Together, 
these challenges highlight the need for novel approaches to 
the early identification of ASD that meet families’ needs and 
connect children with essential services.

Established best practices in the diagnosis of ASD 
include a clinical interview with primary caregivers, com-
prehensive assessment of a child’s cognitive or developmen-
tal functioning, and observation of a child’s play and social 
interactions using standardized, semi-structured assessments 
(Huerta and Lord 2012). Though valuable, such evaluations 
often involve multi-hour testing sessions and/or multiple 
appointments that can be taxing for children and families, 
particularly for those with geographic or transportation bar-
riers. Further, there is evidence that some young children can 
be identified as having ASD based on a briefer evaluation 
(Juárez et al. 2018; Swanson et al. 2014). A tiered model that 
streamlines risk classification and early intervention access 
for those children with clear phenotypic profiles of ASD 
may, by reducing need for comprehensive testing, simultane-
ously reduce wait times for those children whose complex 
presentations warrant additional evaluation (Zwaigenbaum 
and Warren 2020). At present, however, most phenotypic 
presentations are funneled into the same model of care, 
regardless of provider capacity or family preference.
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Several models have been developed to increase access 
to evaluation and early intervention services within com-
munity settings. These include providing ASD diagnostic 
training and consultation to pediatric providers (Hine et al. 
2020; Keehn et al. 2020; Mazurek et al. 2019), embedding 
psychologists within pediatric clinics (Hine et al. 2018), and 
leveraging partnerships with early intervention providers 
(Juárez et al. 2018; Stainbrook et al. 2019; Yingling 2019). 
Such models have demonstrated positive outcomes including 
reduced wait times for families, reduced travel burden, and 
family satisfaction with alternate diagnostic processes. How-
ever, even these models are limited by reliance on multiple 
providers, utilization of existing tools for ASD assessment 
which incur training and materials costs, and scheduling or 
personnel burdens which limit their transportability into 
other community systems of care.

An alternate approach to the development of novel tools 
for ASD assessment has been the application of advanced 
computational strategies, such as machine learning, that 
attempt to distill extensive assessment measures into smaller 
sets of questions and behavioral observations that could be 
used for more efficient assessment (Wall et al. 2012). To 
date, such approaches have demonstrated limited clinical 
impact and have been thoughtfully critiqued (Bone et al. 
2015). In particular, identifying a limited set of behavioral 
codes with strong predictive validity does not account for 
the evaluation processes, clinical judgment, and expertise 
of well-trained providers that ultimately result in the assign-
ment of these codes—and the further assignment of an ASD 
diagnosis or risk classification. While applying advanced 
computational strategies may distill large amounts of data 
into key observations, a machine learning strategy and anal-
ysis alone does not result in a meaningful methodology for 
abbreviated ASD assessment.

Recognizing both the limitations of current tools for 
ASD evaluation and the shortcomings of prior work utiliz-
ing machine learning, the goal of the present work was to 
develop a brief assessment tool for ASD symptoms in tod-
dlers by fusing computational and clinical expertise that 
can then be adapted for use across formats, settings, and 
providers. While a machine learning approach in isolation 
is not a sufficient strategy for realizing a viable, stand-alone 
assessment tool, machine learning represents an opportu-
nity to elucidate patterns in clinical assessments and clinical 
decision-making in a way that can inform the development 
of novel tools (Sarkar et al. 2018). Below, we describe a 
computational approach to the identification of key behav-
iors to inform diagnostic tool development based on avail-
able clinical registry datasets, followed by the translation of 
these predictive models to guidelines for clinical observa-
tions of child behavior. The resulting tool, a basic framework 
for symptom identification, has subsequently been adapted 
into assessment platforms for use in telemedicine-based 

evaluation (Corona et al. 2020), intelligent applications 
for screening (Adiani et al. 2019; R43 MH115528, R44 
MH115528), and enhanced training protocols for medical 
residents (Hine et al. 2019).

Methods

Participants

The analyses below were completed using a clinical research 
database housed within a university medical center. This 
database includes phenotypic data for individuals with and 
without ASD at the time of diagnosis as evaluated by a team 
of over 20 research-reliable psychological providers (i.e., 
providers with certified expertise in standardized ADOS-2 
administration) across autism-focused research studies and 
outpatient clinics. Within the targeted age range of this work, 
the database included scores from 737 toddlers (77% male, 
23% female) between the ages of 14–33 months (M = 25.7, 
SD = 3.7) whose families had provided consent for inclu-
sion at the time of a diagnostic evaluation. Included in this 
database were toddlers’ scores from diagnostic evaluations 
using the ADOS-2 (Lord et al. 2012; Luyster et al. 2009), 
the Mullen Scales of Early Learning (MSEL; Mullen 1995), 
and the Vineland Adaptive Behavior Scales, Second Edi-
tion-Interview Form (Vineland-II; Sparrow et al. 2005), as 
well as the clinician diagnostic impression from that visit 
(ASD, global developmental delay, and so on). Data span 
the years 2012–2016, with all participants administered the 
Toddler Module of the ADOS-2 (including two children 
ages 30–32 months who are retained here to reflect the true 
analyses underlying algorithmic creation). Within this sam-
ple, 70% of toddlers were classified as having ASD and 30% 
were classified as not meeting criteria for ASD (see Table 1). 
Of participants not diagnosed with ASD, approximately 62% 
received a diagnosis of global developmental delay, 30% 
received other unspecified diagnoses (such as language delay 
or behavioral disorders), and 8% received no diagnosis.

Data Analytic Procedure

Analytic Approach

Machine Learning (ML), a branch of Artificial Intelli-
gence, offers a powerful means by which to infer patterns 
within datasets (Bishop 2006). Feature selection tech-
niques in particular can be used to reveal components of 
a dataset that most effectively distinguish between classes 
of data. In the current work, ML techniques were used to 
carry out an exploratory analysis of behavioral assessment 
variables (i.e., individual items from each of the assess-
ment instruments; henceforth features) with the aim of 
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identifying the most discriminating classes of features 
(i.e., those features best differentiating ASD from non-
ASD cases). A ML approach, as opposed to a statistical 
approach (e.g., exploratory factor analysis Furr 2017) was 
used (1) because our goal was not to identify specific dis-
criminating codes of established instruments but instead 
to reveal broader discriminatory patterns in behavioral 
observations, and (2) because of the overtly ML-oriented 
nature of the dataset—specifically, the structured dataset 
was ideally suited for supervised classification methods 
given its binary labeling (ASD, non-ASD), rich feature 
set, and relatively large size.

Feature Space Exploration

Feature selection techniques, and feature engineering more 
broadly (Géron 2019), were used in the current work to iden-
tify a minimal subset of features that would yield clinically 
acceptable levels of model accuracy, sensitivity, and speci-
ficity. To achieve this goal, we applied both established and 
novel feature engineering methods with the aim of identify-
ing the optimal feature set for use in model development. 
Table 2 summarizes and compares the feature engineering 
models applied to the data.

Three established methods—χ2 goodness of fit, informa-
tion gain, and Pearson correlation—were used to rank fea-
tures according to their ability to reliably predict the class 
label (i.e., ASD or non-ASD) using the ML toolkits scikit-
learn version 0.20.3 (Pedregosa et al. 2011) and WEKA ver-
sion 3.8.4 (Hall et al. 2009).

A fourth method, developed by the data analytic team, 
evaluated the predictive utility of aggregations of features 
by comparing the central tendencies of groupwise clusters 
within the clinical dataset. That is, rather than employing the 
three methods described above, we extracted new features 
based on the distance, in feature space, between an indi-
vidual and a group (see Fig. 1). Here, “groups” refer to the 
children with a confirmed ASD diagnosis and the children 
who did not meet criteria for diagnosis of ASD. We explored 
the space of all possible two- and three-component feature 
vectors, in which the vectors were comprised of unique com-
binations of the ADOS-2 feature set. For example, a two-
component feature vector ASDa2,b1 represents the central 
tendency, or centroid, composed of features a2 and b1 within 
the ASD sample. Similarly, a three-component feature vec-
tor NonASDa2,b1,b5 represents the centroid composed of fea-
tures a2, b1, and b5 within the non-ASD sample. Only two- 
and three-component feature vector spaces were explored 
because distance metrics become increasingly unreliable in 
higher-dimensions (Aggarwal et al. 2001). Moreover, the 
chosen spaces were amenable to brute force search, resulting 
in rapid computation and evaluation.

Table 1  Participant demographics and scores from diagnostic evalu-
ations

ASD autism spectrum disorder, DD developmental delay, TD typi-
cally developing, MSEL-ELC mullen scales of early learning, early 
learning composite standard score, T T-score, VABS-2-ABC vineland 
adaptive behavior scales-second edition, adaptive behavior compos-
ite, SS standard score

ASD (n = 515) Non-ASD (n = 222)

Toddlers
 Age in years (m [SD]) 2.17 [0.29] 2.07 [0.33]
 Male 79.0% 73.4%
 Female 21.0% 26.6%

ADOS-2 Total Score (m [SD]) 21.32[4.62] 6.95[5.05]
MSEL-ELC (m [SD]) 56.17 [10.99] 69.94 [14.99]
 Visual Reception (T) 27.60 [9.66] 35.77 [10.87]
 Fine Motor (T) 27.02 [9.26] 34.19 [11.21]
 Receptive Language (T) 22.06 [6.62] 31.64 [11.39]
 Expressive Language (T) 22.84 [5.81] 31.78 [9.74]

VABS-2-ABC (m [SD]) 71.17 [16.10] 79.99 [9.89]
 Communication (SS) 66.71 [9.70] 80.44 [12.19]
 Daily Living Skills (SS) 72.61 [10.83] 83.08 [12.99]
 Socialization (SS) 71.34 [8.17] 81.83 [10.38]
 Motor Skills (SS) 82.80 [9.10] 85.20 [11.05]

Table 2  Comparison of model 
performance on holdout set

UAR  Unweighted Average Recall (Bone et al. 2015)
a Top performing aggregated feature: distance between the individual and the non-ASD centroid, which was 
composed of the means of ADOS-2 codes a2, b1, and b5 for the non-ASD sample

# Model Accuracy (%) F-Score Sensitivity Specificity UAR 

1 ADOS-2 total score 94 0.959 0.987 0.833 0.910
2 Highest ranked single feature: a2 89 0.926 0.981 0.645 0.813
3 10 Highest ranked (χ2) 86 0.902 0.902 0.729 0.815
4 10 Highest ranked (Information Gain) 85 0.901 0.920 0.661 0.791
5 10 Highest ranked (Pearson Correlation) 84 0.888 0.871 0.746 0.808
6 Top performing aggregated  featurea 87 0.914 0.945 0.661 0.803
7 Top performing cluster + a3, d1, d2, and d5 87 0.914 0.901 0.780 0.844
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Model Selection

The set of 737 samples was randomly partitioned using a 
70–30 split into a training set (N = 515) and a holdout set 
for validation (N = 222). A train-test split approach involves 
partitioning a dataset into two sets of different sizes—often 
70–30 or 60–40 partitions—where the larger partition is 
typically used for model training and the smaller partition is 
held out exclusively for testing. This method is often used to 
account for the problem of overfitting in which a predictive 
model demonstrates excellent classification performance on 
a training dataset at the expense of generalizability to future 
or unseen data (Kuhn and Johnson 2013). In a train-test split 
approach, the performance of the model on the holdout set 
is used to determine the model’s overall reliability. In the 
current work, the training set was used to train and com-
pare classifiers using the four feature engineering methods 
described above, while the holdout set was used to evalu-
ate the final performance of the various models. Within the 
scope of the training set, cross-validation was used to gauge 
the preliminary performance of the classifier before final 
evaluation on the holdout set. Cross-validation involves iter-
atively dividing a dataset into k segments, training a model 
on k − 1 segments, and then evaluating the model on the kth 
segment (Bishop 2006). The accuracy of the model on each 
test segment is then averaged to yield a measure of perfor-
mance that is expected to be robust to variations in the data. 
Consistent with typical practice, the value of k was set to 10 
in the performed analyses (Géron 2019).

Results

Multiple predictive models were trained based on the four 
feature selection methods described above. All features 
identified through the feature selection methods were indi-
vidual items from the ADOS-2. A decision tree classifier 
was selected for model training. Decision trees are widely 
used in practice and perform well on certain types of data, 
particularly data that fit neatly into cuboid regions when 
viewed from the perspective of plotting data points in mul-
tidimensional space (Bishop 2006). Table 2 compares the 
performance of seven models evaluated on the holdout set.

Model 1, which is included as a basis of comparison 
for each of the other models, is simply the ADOS-2 total 
score, representing a trivial classifier with only one feature. 
Model 2, another trivial classifier, includes only one feature, 
frequency of spontaneous vocalizations directed to others, 
which emerged as one of the highest ranked features across 
all of the ranking methods. It is included to demonstrate the 
predictive accuracy of a single feature; however, the specific-
ity of this model was inadequate (see Table 2).

Models 3–5 include the 10 highest ranked features using 
the χ2, Information Gain, and Pearson Correlation ranking 
methods, respectively. Table 3 shows the 10 highest-ranked 
features for each of these three feature selection methods. 
Features identified as among the most predictive of ASD 
diagnosis across Models 3–5 include ADOS-2 codes related 
to: frequency of child vocalizations to others, integration 
of eye contact with other behaviors in the context of social 
overtures, showing behaviors, and the overall number of 
social overtures to the examiner.

Fig. 1  The top-performing centroids resulting from the data analytic 
team’s novel feature selection method were the three-component cen-
troids composed of ADOS-2 codes a2, b1, and b5. The figure depicts 
the distance between the identified centroids and new data points, 

represented by the dashed lines. In much the same way that a k-near-
est neighbors classifier predicts class association, our method defines 
a feature based on a measure of proximity to clusters that may reveal 
class association
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Model 6 represents the highest performing aggregated 
feature from the previously described clustering method. 
The predictive features identified by this model focused on 
items related to a child’s use of eye contact, vocalizations 
directed to other people, and integration of eye contact with 
other forms of communication, such as sounds and gestures. 
Finally, Model 7 is an extension of Model 6 that includes 
four additional features based on a secondary feature selec-
tion analysis, conducted using an embedded feature ranking 
algorithm in WEKA. This method first assesses subsets of 
features and then selects features that are highly correlated 
with the class label while maintaining low correlation with 
one another (Hall 1999). The additional features identified in 
this final model included items focused on the intonation of 
a child’s vocalization, atypical sensory interests, stereotyped 
hand movements, and repetitive or stereotyped interests.

The assessment of model performance focused on five 
performance metrics, including accuracy, sensitivity, speci-
ficity, F-score, and unweighted average recall (UAR). Accu-
racy, F-score, and sensitivity (also known as “recall”) are 
commonly reported metrics in the ML literature, while spec-
ificity is often reported in the context of diagnostic testing. 
UAR has been suggested as a preferred performance metric 
for model assessment related to diagnostic testing, especially 
in the presence of unbalanced data (Bone et al. 2015). As 
such, UAR was selected as the preferred metric for compar-
ing model performance. Based on this criterion, Model 7 
was the highest performing non-trivial classifier with a UAR 
of 0.844. When applied to the test sample, Model 7 achieved 
a sensitivity of 0.90 and a specificity of 0.78.

Following feature selection and model comparison, a 
design team of six clinical experts in ASD reviewed the fea-
tures identified, each of which represented a behavioral code 
from a standardized instrument included in the database, and 
then aligned each feature (and associated behavioral descrip-
tor) with DSM-5 diagnostic criteria for ASD in young chil-
dren to determine if symptoms would be captured across 
each core diagnostic area. Features identified by the final 
model (Model 7) included child behaviors related to: vocali-
zations directed to other people, intonation of vocalizations, 
overall use of eye contact, integration of eye contact with 
other social and communicative behaviors, and restricted or 
repetitive behaviors including sensory interests, repetitive 
motor behaviors, and repetitive play or interests.

Through a process of collaborative consensus that 
included independent generation of content, cross-team 
review for shared and discrepant material, and preliminary 
finalization of items deemed most clinically representa-
tive, the design team developed core behavioral descriptors 
reflecting those features most predictive of diagnosis in our 
sample (see Table 4). These descriptors were then reviewed 
by an internal group of 16 behavioral providers (licensed 
clinical psychologists, licensed senior psychological exam-
iners, developmental-behavioral pediatricians, and postdoc-
toral fellows) with varying levels of ASD expertise who read 
the text and replied with suggested edits or clarifications in 
order to simplify the language for a broader audience. After 
the descriptors were finalized, the design team operation-
alized these behaviors using anchors within a Likert-style 
scale. For each item, a rating of 1 indicates that the ASD-
related symptom is not present, a rating of 2 indicates that 

Table 3  The 10 highest-ranked features for each of three feature extraction methods

*The features common to all three feature selection methods were a2, b5, b12, and b16a. Alphanumeric notations after each feature refer to 
ADOS-2 Toddler Module codes. (Two children over the age of 30 months were administered the Toddler Module.)

χ2 Information Gain Pearson Correlation

Frequency of undirected vocalizations (a9) Integration of gaze and other behaviors during 
social overtures (b5)*

Frequency of spontaneous vocalization directed 
to others (a2)*

Frequency of spontaneous vocalization 
directed to others (a2)*

Amount of social overtures/maintenance of 
attention to examiner (b16a)*

Facial expressions directed to others (b4)

Pointing (a7) Frequency of spontaneous vocalization 
directed to others (a2)*

Quality of social overtures (b15)

Intonation of vocalizations or verbalizations 
(a3)

Unusual eye contact (b1) Pointing (a7)

Showing (b12)* Quality of social overtures (b15) Showing (b12)*
Amount of social overtures/maintenance of 

attention to examiner (b16a)*
Intonation of vocalizations or verbalizations 

(a3)
Integration of gaze and other behaviors during 

social overtures (b5)*
Requesting (b9) Facial expressions directed to others (b4) Unusual eye contact (b1)
Ignore (b8) Overall quality of rapport (b18) Overall quality of rapport (b18)
Spontaneous initiation of joint attention (b13) Frequency of undirected vocalizations (a9) Requesting (b9)
Integration of gaze and other behaviors during 

social overtures (b5)*
Showing (b12)* Amount of social overtures/maintenance of 

attention to examiner (b16a)*
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the symptom is present but at subclinical levels, and a rating 
of 3 indicates that the symptom is present and clearly con-
sistent with ASD. Similar to the development of the behav-
ioral descriptors, the Likert anchors were reviewed by a 
secondary team of non-experts to improve clarity regarding 
targets for behavioral observation.

After finalizing behavioral descriptions and anchors for 
Likert ratings, the team developed an assessment process 
designed to elicit observations tied to these seven key behav-
iors. The process was designed to (1) be administered within 
20 min of interaction, in order to maximize transportability 
into community practice settings, (2) employ inexpensive 
and widely available materials to facilitate use and access 
to the tool with low cost burden, and (3) provide under-
standable instructions for community providers. Activities 
include opportunities for free play and partnered play, as 
well as social presses to provide opportunities for making 
requests, sharing enjoyment, and directing attention (see 
Table 5), all of which give children opportunities to display 
the communication, social interaction, and independent play 
skills related to the core discriminatory behaviors identified 
through the ML procedures described above. Together, these 
brief administration activities and providers’ ratings of chil-
dren’s behaviors during the activities make up a novel tool 
for identification of ASD symptoms.

Discussion

This work describes a computationally and clinically 
informed development process aimed at creating innovative 
measures for accurate, efficient identification of ASD in 
young children across a variety of clinical practice settings. 
This approach applied complex feature engineering to a rich 

phenotypic data set of toddlers with ASD and other com-
plex developmental concerns in order to elucidate potentially 
valuable targets for clinical assessment and observation that 
could be folded into scoring systems explicitly designed for 
use in varied settings. The result of this translational process 
is a novel, brief assessment tool that has the potential to 
provide clinical information regarding the presence of ASD 
symptoms in young children.

The development process described above represents an 
extension of past work that has focused solely on the iden-
tification of key items within more thorough assessment 
measures (Wall et al. 2012). By combining a computational 
approach with clinical expertise, this process identified 
elements within a comprehensive assessment process that 
are predictive of ASD diagnosis and then translated these 
elements into key, underlying behavioral constructs. Our 
approach further moved beyond past work by proposing a 
set of assessment activities designed to elicit behaviors of 
clinical interest, as well as an observation and scoring sys-
tem to organize and quantify clinical impressions.

It is important to recognize that the features computation-
ally identified as most predictive of ASD diagnosis were 
distilled from behavioral codes assigned as part of a longer, 
standardized assessment and scoring procedure. These 
behavioral codes in isolation do not represent an appropri-
ate, stand-alone estimate of risk for or presence of an ASD 
diagnosis (Bone et al. 2015). Instead, these codes repre-
sent key clinical features of concern—particularly, features 
related to a child’s challenges with aspects of social com-
munication (e.g., use and integration of verbal and nonverbal 
communication) and the presence of restricted, repetitive 
behaviors—that are characteristic of ASD. A brief assess-
ment approach designed around these key clinical features, 
such as that described here, holds promise for identifying 

Table 5  Administration activities

Activity Administration guidelines

Child-directed play Provider introduces 3–5 age appropriate toys and observes the child’s independent play
Joint play Provider joins child’s play and initiates interactive play attempts
Calling name Provider calls the child’s name and observes response
Directing child’s attention Provider gets the child’s attention, then shifts gaze and points to an object across the room while verbally 

directing the child to look
Familiar play routine Provider initiates a social routine with the child (e.g., peekaboo)
Ready-set-go routine Provider blows up a balloon, holds it in the air, and says Ready, set, go! before releasing balloon. Provider 

repeats several times, pausing to observe child’s reaction and allow for child to respond to continue the 
activity

Requesting
 Bubbles Provider blows bubbles for the child, then pauses while holding the bubbles out of reach. Provider observes 

whether and how child requests activity to continue
 Snack Provider offers child a snack in a container that child cannot open independently. Provider observes whether 

and how child requests snack or assistance
Independent play with ignoring Provider re-presents independent play toys and removes attention from child
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clear symptoms of ASD, within a short time period, in a 
variety of clinical settings.

The assessment activities and rating procedures devel-
oped through this work present a preliminary model and a 
starting point for further tool development, refinement, and 
investigation. Although based upon the computational selec-
tion of features most predictive of ASD within our clinical 
database, the activities eventually chosen to elicit these fea-
tures were derived from clinical expertise with the goal of 
creating activities that could be easily implemented in com-
munity care settings with minimal time or financial burdens. 
The completion of predictive studies is an essential next step 
to understanding the performance of novel tools developed 
through this method. Translating machine learning methods 
into clinically meaningful assessment practices and tools is 
a promising approach; however, it is also critical that novel 
assessment tools and procedures undergo rigorous evalua-
tion. In our ongoing work, this tool underlies four different 
assessment instruments under investigation. In one model, 
the administration instructions and behavioral ratings have 
been built into an interactive app designed to guide non-
expert pediatric providers through the use of the tool (Adiani 
et al. 2019). In a second model, the tool is used to guide par-
ents through administration activities via telehealth, while 
a clinician provides coaching, observes the administration, 
and assigns behavioral ratings (Corona et al. 2020). In a 
third model, the tool is integrated into an approach to meet 
the identified needs of pediatric residents regarding ASD 
evaluation (Hine et al. 2019). Finally, in a fourth model, the 
tool was modified slightly for use within telehealth-to-home 
evaluations, in direct response to disruptions in care caused 
by the COVID-19 pandemic (TELE-ASD-PEDS; Wagner 
et al. 2020). Within all of these models, evaluation of the 
clinical utility, user acceptability, and psychometric proper-
ties of these assessment measures is ongoing.

By definition, the preliminary nature of this work yields 
several limitations and essential future directions. Analysis 
of data regarding the performance of this tool in accurately 
identifying children with concern for ASD is in progress, 
but ongoing. The clinical dataset upon which this tool is 
based does not provide information regarding child race 
and ethnicity, medical complexity, or family variables, all 
of which are factors important to understanding how and 
for whom this assessment tool works best. Additionally, 
because of the point-in-time nature of the clinical assess-
ment process, information on diagnostic stability and 
accuracy for children within our preliminary dataset is not 
available, and it is unknown how this instrument would 
function across a range of phenotypic profiles. Future 
work should also explore a range of scoring methodolo-
gies; although a Likert-style scale was chosen for ease of 

clinical use and behavioral anchoring, other methods may 
provide a more fine-grained phenotypic profile across a 
range of risk levels. Finally, given that the tool has been 
adapted for applications across provider type and setting, 
ongoing work is necessary to examine potential differences 
in scoring cut-offs and tool functionality across these 
groups. Addressing these limitations in ongoing work by 
our group and others will be essential for creating mod-
els of care that accurately identify ASD-related concerns 
in young children while meeting families’ diverse needs 
(Zwaigenbaum and Warren 2020). In addition, continuing 
to apply machine learning approaches as our datasets grow 
can continue to help clinicians identify and interpret these 
patterns on a large scale.

In conclusion, the present work describes the develop-
ment of one preliminary approach to identifying behaviors 
strongly indicative of ASD in young children in a brief 
amount of time, using readily available materials and play-
based assessment activities. By bringing together compu-
tational approaches and clinical knowledge, this work has 
identified several key child behaviors predictive of ASD 
and developed procedures for eliciting and observing these 
behaviors. Ultimately, an ASD diagnosis comes not from a 
specific assessment tool, but from a provider trained to use 
assessment tools, observations, and other available clinical 
information to make clinical decisions (De Marchena and 
Miller 2017; Sheldrick et al. 2019). This work attempts to 
provide a streamlined way of helping providers make key 
behavioral observations and organize these observations to 
inform diagnostic decision-making. In doing so, this tool 
may contribute to our collective ability to serve patients 
and families in timely, informed ways.
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