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Abstract

This paper investigates the question of uniqueness of the reduced oriented matroid
structure arising from root systems of a Coxeter system in real vector spaces. We
settle the question for finite Coxeter systems, irreducible affine Weyl groups and all
rank three Coxeter systems. In these cases, the oriented matroid structure is unique
unless W is of type A,, n > 3, in which case there are three possibilities.

Keywords Oriented matroid - Affine Weyl group - Root system - Coxeter group

1 Introduction

Given a Coxeter system (W, §), one can associate to it different root systems @ in areal
vector space, parameterized by (possibly non-integral) generalized Cartan matrices
(NGCMs for short). Such root systems play crucial roles in understanding various
mathematical structures, particularly those arising from Lie theory. They naturally
determine oriented matroids in the sense of [6]. One may ask if different (possibly
non-reduced) root system realizations yield non-isomorphic reduced oriented matroid
structures when transferred to the abstract root system 7" x {1} with natural W-action,
where T is the set of reflections in W (see [1,3]). The transfer is defined as follows. Let
® be a realized root system with the oriented matroidal closure operator coneq (I') =
cone(IN)N®, I" € ®. Here cone(T") = {_;; kivi|v; € TU{0}, k; € Rxo, |I| < o0}.
We have a canonical W x {£1}-equivariant surjection §: & — T x {£1} given by

€a > (sq,€), aecdt eel)
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Then we transfer coneg to an oriented matroid closure operator cg on 7' x {£1} given
by co(A) = 0 (coneq (9! A)) for A € T x {£1} and consider the corresponding
(reduced) oriented matroid structure on 7' x {£1}.

In this paper we show that for a finite Coxeter system, an irreducible affine Weyl
group or a rank 3 Coxeter system, this induced oriented matroid structure is indepen-
dent of the realized root system & except for type Ay, n > 3.Foran affine Weyl group
of type A,,n > 3, there are 3 different structures. Type A, is the most interesting case
and is the main focus of this paper. We show that after rescaling, realized root systems
of type Z,, can be parameterized by a positive real number v. We then give an explicit
general form of the values of chirotope maps as a (Laurent polynomial) function of v.
For rank three Coxeter systems, we prove the uniqueness by an argument involving
homotopies of root systems. Finally, we give an example, touching on our motivations
for this work, illustrating the fact that reflection orders ([1]) do not relate well to the
geometry of realized root systems, and ask how they relate to possibly non-realizable
oriented matroid structures on root systems.

We thank the referee for suggestions which substantially improved the exposition
in this paper.

2 Coxeter groups, realized root systems and oriented matroids

In this section, we collect basic concepts of Coxeter groups and oriented matroids.

2.1 Oriented matroids

There are many equivalent axioms of oriented matroids. In this paper we emphasize
the one describing an oriented matroid as an involuted set with a closure operator as
given in [6,17]. An oriented matroid is a triple (E, %, cx) where E is a set with an
involution map * : E — E (i.e., x™ = x,x 7# x™) and cx a closure operator on E
such that (1) if x € cx(X) there exists a finite set Y C X such that x € cx(Y), (2)
cx(X)* = cx(X™), B)if x € cx(X U {x*}) then x € cx(X), (4)if x € cx(X U {y*})
and x ¢ cx(X) then y € cx(X\{y} U {x*}).

For each oriented matroid (E, *, cx), define E=E / ~ where the equivalence
relation is that x ~ y if and only if x* = y or x = y. Let cx(X) = cx(X U X*)/ ~.
Then (E, ¢x) is an unoriented matroid. Then rank of the oriented matroid of (E, *, cx)
is defined to be the rank of the unoriented matroid (E, ¢X).

Let V be avector space. LetI" be anon-empty setsuchthatI' = —I"and O ¢ I'. Then
(I, —, coner) is an oriented matroid (where coner is defined in the previous section)
with rank being dim(span(I")). Such an oriented matroid is said to be realizable. It is
known that not every oriented matroid is realizable.

It is known (cf. [2, Exercise 3.13]) that a finite rank oriented matroid is determined
up to isomorphism by the so-called chirotope map x : E" — {4+, —,0}, up to a
sign. If (E, *, cx) is realizable of finite rank r then the chirotope map is given by
x(e1, ez, ...,e;) = sgn(det(er, ea, ..., e.)), i.e., the sign of the determinant of the
r x r matrix formed by these r vectors (regarded as column vectors with respect to
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a chosen basis of the ambient space). The oriented matroid determines two chirotope
maps, depending on the orientation of the chosen basis and differing only by a sign.

2.2 Coxeter systems

Let W be a group and S be a set of generators of W such that every element of S
has order 2 in W. For s,s” € §, denote m(ss’) the order of ss’. We call (W, S) a
Coxeter system if S and the relations (ss’ ynGs) with s, s” € S, m(ss’) # oo form a
presentation of W. W is called a Coxeter group. The elements of § are called simple
reflections. Call | S| the rank of the Coxeter system (W, S). In this paper, we assume
unless otherwise stated that | S| is finite, but such Coxeter systems may contain infinite
rank reflection subgroups.

Given a Coxeter system (W, §) we associate to it a Coxeter graph in the following
way: the set of vertices is S and s, r € § have an edge between them if m(rs) > 3
(including m(rs) = oo). If m(rs) > 4 we label the edge with that number. If the
Coxeter graphis connected, (W, S) (and the Coxeter group W) is called irreducible and
itis called reducible otherwise. An element of W is called areflection if it is conjugate to
some s € S. The set of reflectionsisdenoted 7. Letw € W. If w = s1s52...5k, 5 € S
with k£ minimal, we say the length of w, denoted I(w), is k.

There are complete classifications by Coxeter graphs of finite irreducible Coxeter
systems and of a family of infinite Coxeter systems, called irreducible affine Weyl
groups, arising from affine reflections in Euclidean spaces. For details, see [1,3,18].

Recall that an R-indexed Coxeter matrix is an R x R-indexed family (m, s), ser
such that m, , = 1 forr € R and m, ; = m;, € N>y U {oo} for r # s in R. Asso-
ciated to a Coxeter system (W, S), there is an S-indexed Coxeter matrix (m, ), ses
determined by m, 5 := m(rs) € N>; U {oo}. An isomorphism (W, S) — (W', S")
of Coxeter systems is a group isomorphism W — W’ which restricts to a bijection
S — S If(W,S), (W, S') are Coxeter systems, a map f: § — S extends to an
isomorphism (W, S) — (W', §’) if and only if it is a bijection which preserves the
Coxeter matrices, in the sense that m(rs) = m(f(r) f(s)) forallr,s € S.

Let T’ C T, the set of reflections. Then the subgroup W’ of W generated by T’ is
also a Coxeter group with the Coxeter system (W', §’) where S’ = x (W) := {t €
T NW|i{'t) > 1), V' € T N W'\{t}}). It can be shown that if |T'| = 2, W’
is a dihedral group. Such a group is called a dihedral reflection subgroup. Partially
order the set of all dihedral reflection subgroups of W under inclusion. The maximal
elements of this poset are called maximal dihedral reflection subgroups.

2.3 Realized root systems

Following [7,13,16,20,21], we define a realized root system datum to be data D =
(V, VY, (=, =), 0, 1Y, ¢) such that:

(1) V, VY are R—vector space with positively independent subsets IT, ITY, respec-
tively (where a subset I" of a real vector space is said to be positively independent
if there do not exist some n € Z™, pairwise distinct y1, ..., ¥, in I" and strictly
positive scalars cy, ..., ¢, such that Z:’Zl civi =0),
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(2) ¢: T — 1Y is a bijection; denote ¢ () by oV,
(3) (=, =) : V x V¥ — Ris a bilinear pairing such that (o, «¥) = 2 forall @ € I,
4 (o, BY) <0, foralla # BinII,
(5) (a, BY) =0ifand only if (B, @") = 0, forall @ # B in I1,
6) (o, BY)(B, aY) € {4cos? Tlm e N,m > 2} U[4, 00), forall a # B in IT.
We recall the main properties (see op. cit.). Fora € I1definesy : V — Vbyv —
v— (v, a¥)a. Let W be the subgroup of GLR(V) generated by S:= {sq|a € IT}.
(7) The map o +> so: I[1 — S is injective. Further, (W S) is a Coxeter sys-
tem with Coxeter matrix (m). S)r scg given by msmsa = 2 fora € TII,
/

mg, sy = mif (&, BB, ") = 4cos? Z where m € N, and My, 55 = 00

if (o, B¥)(B, ") = 4.

By a realized root system datum of a Coxeter system (W, §), we mean a realized
root system datum D in the above sense together with a specified isomorphism of
Coxeter systems (W, S) — (W, §), which we generally write (and regard) as an
identification even in situations where several realized root system data of (W, S) are
under simultaneous consideration. Fix a realized root system datum of (W, §).

IT is called the set of simple roots. ® := WII is called the set of roots. 1 :=
®Ncone(I1) is called the set of positive roots. @~ := —®™ is called the set of negative
roots. It can be shown that & = &TUP~ (disjoint union). (See for example [21,
Section 3] and [13, Section 2] for proofs of this and other non-trivial facts mentioned
without proof in this paragraph.) Similarly, one defines ®V, (CIDV)jE SV, WY, etc. We
call @V the set of coroots. There is a natural identification of W = W with W". Also,
¢ extends to a W-equivariant bijection (: ® — ®, which we denote as o — a"
for « € ®, satisfying waY = ¢ 18" if wa = ¢f witha, € ® and ¢ € R. When
restricted to @, ¢ gives a bijection between ®T and (®V)T. Then for « € ® we can
define s, : V — V whose action follows the same formula as when « € IT. One can
prove that wsqw ™! = Sw) forall w € W. We call ((«, ﬂv))a,ﬁen a non-integral
generalized Cartan matrix (abbreviated NGCM).

In general, a matrix A = (cq,8)q,pen 18 a NGCM of a Coxeter system with Coxeter
matrix (mgy, )« gen if and only if the following conditions hold for all o, 8 € I1. First,
Ca,0 = 2. Second, if o # B, then ¢y g < 0 with equality if and only if mq g = 2.
Third, if me g # 00, 1, then ¢y gcpq = 4cos? Flnally, if mg g = 00, then
Ca,BCRa = 4.

For simplicity, we refer to @ above as a realized root system of (W, §). In general
the realized root system thus constructed is not reduced, i.e., there might be roots
B = ca where ¢ # 1 and ¢ € R.o. However, recall from [1,3] that there is a W-
action on 7' x {£1} given by w(t, €) = (wrw™L, n(w, t)e) where n(w, t) = —1if
I(tw™") < I(w™") and n(w, 1) = 1 otherwise. This W-action commutes with the
surjection  : @ — T x {1} : ea > (54, €), @ € PT, e € {£1}.

Using 7 to transfer the oriented matroid M = (®, —, coneg) to T x {£1} we have
the following:

Definition 2.4 The oriented matroid M’ = (T x {£1}, —, ¢ = c¢) where for A C

T x {£1}, c(A) := m(coneq (r ' A))) is called the reduced oriented matroid structure
from the realized root system ®.
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If in the above construction of realized root system for (W, S), we have (a, 8Y) =
—2cos m forall o, B € TI (so (&, BY) = =2 if m(sqsp) = o0) and I1, IT" are
linearly independent, the realized root system is said to be a standard one.

2.5 Rescaling

Let D = (V,VVY,(—, —), I, 1Y, ) be a realized root system datum associated to
a Coxeter system (W, S). Define D’ := (V,VY,(—,—), A, AY,!) where A =
{dyala € TT}, AY = {d; 'a|a € T}, dy € Roq fora € I and (' (dyar) = d .

Lemma2.6 D’ above is also a realized root system datum of the Coxeter system
(W, S). Further, D and D' determine the same oriented matroid structure on T.

Proof 1t is straightforward to check that D’ is also a realized root system datum. In
particular one notes that s, = 54,o and w(dya) = dyw(a). The associated Coxeter
system (W, §) of D' is equal to that of D and is therefore canonically identified with
(W, S). The above also shows the set of rays spanned by the positive roots for D and
D’ are exactly the same. Hence the resulting reduced oriented matroid on T x {£1} is
clearly the same for D and D’, by the chirotope characterization of oriented matroids.

]

From now on, we shall say that D’ in the above lemma is a realized root system
datum obtained by rescaling D. We observe that if (W, S) is of rank at most two,
then any realized root system datum has linearly independent IT and TV, and can be
rescaled to one with a symmetric NGCM. It is well known in this case from explicit
formulae for the roots (see for example [10,11] or [21]) that the oriented matroid
structure on 7' x {%1} is independent of choice of realized root system datum.

2.7 Convex geometry of realized root systems

Since oriented matroids provide an abstract notion of convexity, it is appropriate to
discuss here some characterizations of realized root systems in terms of convex geom-
etry. The results may be viewed as formalizations of the idea that realized root system
data constitute essentially the most general natural context for root systems in real
vector spaces, in which one has the standard convex geometric properties of root sys-
tems, such as decomposition of the root and coroot systems into positive and negative
subsystems spanned as cones by simple roots and simple coroots, and spanning salient
convex cones. We first recall relevant terminology.

Let V be a R-vector space with dual space V* := Hompg(V, R). By a pointed,
convex cone C in V, hereafter called just a cone, we mean a subset C of V such that
C = cone(C), or equivalently, C = cone(I") for some I' C V.

Let C be a cone in V. We say that C is salient if C N —C = {0}. In these terms,
a subset I of V is positively independent if O ¢ I" and cone(I") is a salient cone. An
extreme ray R of C is a subset R of C of the form R = cone({«}) for some 0 # « € C
suchthatx, y € C and x +y € R implies x, y € R. Note that if C is not salient, it has
no extreme rays. We say that a subset I' of C is a set of representatives of the extreme
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rays of C if the map o +— cone({«}), for « € I, defines a bijection from I" to the set
of extreme rays of C; this implies in particular that O ¢ T', that C is salient if I # ¢,
and that cone({a}) NT" = {a} foralla € T".

The following facts are mostly well known and all are easily checked; details are
omitted.

Proposition 2.8 Let I' C V. Then the following conditions are equivalent:

1) Inyer cyy = 0 where the scalars ¢, € R are zero for all but finitely many

y €l then|{y €I'lc, <0}| > L.

(i1) O ¢ I' and for all distincta, B in T, {«, B} is linearly independent and cone(I") N
span({a, B) = cone({a, B).

(iii) T is positively independent and y ¢ cone(I" \ {y}) forall y € T.

(iv) T is positively independent and cone(I"’) # cone(T") for all T" C T.

(v) T is a set of representatives of the extreme rays of some cone in V.

(vi) T is a set of representatives of the extreme rays of cone(I').

If these conditions hold, we say that T is strongly positively independent.

Proposition 2.9 Suppose that T' C V is positively independent and for each y € T,
there is some element y' € V* such that y'(y) > 0 and y'(I' \ {y}) € R<q. Then T’
is strongly positively independent.

Proof This follows directly from characterization Proposition 2.8(iii) of strong linear
independence. O

Corollary 2.10 If (V, VY, (—, =), I1, 11, 1) is a realized root system datum, then T1
and 1V are strongly positively independent.

Proof This follows immediately from 2.3(1),(3),(4) and Proposition 2.9. O

2.11. For the formulation of the next result, suppose that V and V" are R vector
spaces and (—|—) : V x V¥ — R is a R-bilinear pairing. Suppose given a subset
IT of V and for each o € II, some element ¥ € VV such that (a|a“) = 2. Let
MY :={aY|a € T} and let ¢: TT — TTY be the surjective map given by t(a) = o
for a € II. Let s, € GL(V) denote the reflection of V given by v — v — (v]a¥)a
forv € V and let W € GL(V) denote the reflection group on V generated by the
set § := {sq|a € IT1} of these reflections. Define ® := WII, C := cone(Il) and
Ot :=dNC.Let D= (V, VY, (—|-), 1,11V, 0).

Also, let U be a R-vector space with a basis A equipped with abijection:: TT — A.
Write o’ := /(@) fora € I1.Let@: U — V" be the linear map such that 6 (o) = ¥
for all @ € IT and define a bilinear form (—|—=)": V x U — R by (v|u) = (v|0(u)).
Let D' = (V, U, (—|-), 10, A, ().

Proposition 2.12 Assume above that I1 C V is strongly positively independent (this
holds if T1 is positively independent and (a|B") < 0 for all o« # B in I1). Then

(a) One has ® = &+ U —®T ifand only if 2.3(4)—(6) hold.
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(b) Assume that 2.3(4)—(6) hold and that T1V is positively independent. Then D is a
realized root system datum with root system ®, set of positive roots ®* and (W, S)
is the Coxeter system associated to D. Further, ®¥ = ®V+ U —®V* where &V
is the coroot system of D.

(c) Assume that 2.3(4)—(6) hold. Then D’ is a realized root system datum with root
system ®, set of positive roots ¥, a linearly independent set A of simple coroots
and associated Coxeter system (W, S).

Remark One may view (b) as an assertion that local conditions 2.3(4)—(6), on values
of pairings of roots with coroots, in the definition of a realized root system datum can
be replaced by the global condition ® = ®* U —®™, on convexity properties of the
root system, provided IT is strongly positively independent. Similar results go back at
least to [8,10,11].

Proof Assume first that 2.3(4)—(6) hold. Then it is easily checked from the definitions
that, under the assumptions of (b) and (c), respectively, D and D’ are realized root
system data. Then (b)—(c) hold by previously described properties of realized root
system data. In particular, one has ® = ®* U —®™ from (c). This proves (b)—(c) and
one direction of (a).

Conversely, assume as in (a) that ® = & U —dT. We verify 2.3(4)—(6). Let
a #p elland W := (sq,58) € W.Let C' := cone({a, B}). By the assumption
that ® = &+ U —®™T and the characterization of strong positive independence in
Proposition 2.8(ii), we have W/{a, 8} € C’ U —C’. Since s4(8) = B — (BlaV)a €
C'U—C',itfollows that (Bla) < 0. By symmetry, («|8") < 0 as well. Suppose that
(Bla¥) = 0.Thensy (B) = B,5054(sp()) = su(B—(a|f")a) = p+(|f")a € C'U
—C’, which implies («|8"Y) > 0 and thus that («|8") = 0. This shows that 2.3(4)—(5)
hold. Now one may choose ¢ € R.qsothatd := ¢~ («|BY) = c(Bla).Let 8/ := cB.
Then sq (o) = —a, s¢(B') = B — da, sg(B') = —p’ and sg(«) = @ — dp’. Recall
that W'{a, B’} € C’U—C’. Well-known calculations for reflection representations of
dihedral groups (see [11, Lemma 4.1] or, for more detail, [10, (2.1)—(2.4)]) imply that
d € {—2cos -|m € N> } U (—o0, —2]. Since (a|B8")(Bla") = d?, 2.3(6) follows.
This completes the proof of (a), and of the proposition. O

Remark A seemingly more general notion of dual root systems W and W" for which
simple roots and coroots span as usual the extreme rays of salient cones cone(¥W™)
and cone(W V™) is as follows. Suppose again that V and V" are R vector spaces and
(—=|-) : V x V¥ — R is a R-bilinear pairing. Assume given an index set I and
families (o;)ier, (Bi)ier of vectors in V and V'V, respectively, such that (o;|8;) = 2
for all i € I. Assume that A := {o;|i € I} and AY := {B;|i € I} are positively
independent. Define C := cone(A) and CV := cone(A"). Suppose for eachi € I
that cone({e;}) is an extreme ray of C and that cone({;}) is an extreme ray of C".

Fori € I,defines; € GL(V)bys;(v) = v—(v|B;)e; forv € V,ands;” € GL(VY)
by s/ (u) = u — (a;|u)B; foru € VV.Let § := {s;|i € I'} (resp. SV := {s;/|i € I}).
Define reflection groups W := (S) € GL(V) and WY := (S§Y) € GL(V"Y). Let
U= WA, UV = WYAY, Ut =¥ NCand VT :=wVNCV.

Assume further that W = W U—WT and WY = WVTU—WVT, Then the following
can be proved. Firstly, (W, S) (resp. (WY, §Y)) is a Coxeter system. Secondly, there
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is a group isomorphism W — W" such that s; — s,” for all i € I and thus we may

identify W with W. Thirdly, there is a W-equivariant bijection W =Y (denoted as

a > V), determined by o; > B; fori € I, and it restricts to bijections yt S gVt
and A — AV Finally, the reflection representations of W and WY on V and V'V, and
root system W and coroot system WV, arise from an associated realized root system
datum in the following way.

There exists [T € A such that, if one lets TTV := {aY|a € [T} and ¢: [T —
[TV be the map o +— «Y, then D := (V, VY, (—|-), 1, 1Y, 1) is a realized root
system datum with associated Coxeter system (W, S) with C = cone(I1) and CY =
cone(ITY). Furthermore, one can define the roots, coroots, positive roots and positive
coroots of D by ® := WII, ®" := WIIV, ®* := dNC and ®'" := dV N CV.
The bijection W = WV restricts to the standard W-equivariant bijection ® = ®V.
If « € W (resp., ¥4, A) then there exists § € & (resp., &+, IT) and ¢ € R.q such
that @ = ¢ (so also ¥ = ¢~ 1BY).

Thus, the seemingly more general framework considered in this remark leads only
to a notion essentially equivalent to that of a realized root system datum.

3 Coxeter systems with a forest as Coxeter graph

Henceforward in this paper, we shall assume for convenience, unless otherwise stated,
thatif D := (V, VY, (=, =), IT, T1Y, 1) is any realized root system datum considered,
then IT spans V, ITY spans V'V, and IT is finite. The last assumption makes it possible to
describe the reduced oriented matroid structure M’ from the root system & of D by its
chirotope map. Note that for w € W, where (W, §) is the Coxeter system associated
to D, we have det(w) = (—1)!®),

In this section we show that if a Coxeter system has the Coxeter graph of a forest
without infinite bonds, then all realized root systems with linearly independent simple
roots induce the same oriented matroid structure on 7' x {1, —1}.

Definition 3.1 Arealized rootsystem datum (V, V'V, (—, —), I, ITY, 1) is said to have
a symmetric NGCM if (a, BY) = (B, a") forall , B € I1.

Proposition 3.2 Let (V, VY, (—, =), I1, I1Y, 1) be a realized root system datum of the
Coxeter system (W, S) whose Coxeter graph is a forest. Then the root system ® can
be rescaled to a realized root system having a symmetric NGCM.

Proof It suffices to check the assertion for (W, S) having the Coxeter graph of a tree.
Note that Coxeter graph can be considered as a graph with vertices set being IT.
Denote d(«, B) the distance between « and B in the Coxeter graph for «, 8 € II.
We pick and designate an element g € IT as the root of the tree. To prove the
assertion, we use induction. Let [Ty = {a¢ € I|d(ag, ®) < k} C II. Assume that
we can rescale (V, VY, (—, =), 1,11V, ) to (V, VY, (—, =), A, AV, ) where A =
ApU(I\IT), AY = Ay UIT\ITY), Ap = {dya|a € T}, A} = {d eV |a € T}
and (dy«, dﬁ_l,BV) = (dgp, d'aY)foralla, B € IMy. Take any « such that d (a, ag) =
k + 1. Then one has some unique «’ € IT such that d(o/, ap) = k and d(a’, @) = 1.
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Let dyo’ € Ay. Denote dy = da/,/%. Then let E = Ag U {dyald(a, ag) =
k4 1)U (M\Tgp) and Y = AY U {dy 'a¥ |d(@, ag) = k + 1} U (TTY\TTY, ). Let
/" =/ when acting on E\{dy«|d(a, ap) = k + 1} and (" (dyer) = d'a" otherwise.

Then (V, VY, (—, —-), E, EY, (") is a rescaled realized root system datum having the
property that (dyo, dglﬂv) = (dgB, d;'a) for all @, B € T4 1. For sufficiently
large k, this gives the desired conclusion since S is assumed finite. O

Corollary 3.3 Ifthe Coxeter graph of (W, S) is a forest and has no infinite bonds (i.e.,
the order of ss’ is finite for any s, s’ € §), then all realized root systems of (W, S)
with linearly independent simple roots give the same oriented matroid structure on
T x {£1}.

Proof By Proposition3.2, (V, VV, (—, —), I1, 1Y, t) can be rescaled to a realized root
system datum having symmetric generalized Cartan matrix and the rescaling does not
affect the oriented matroid structure by Lemma 2.6. Combining this with the fact the
Coxeter graph has no infinite bonds, one can assume that the realized root system is
the standard one. The assertion follows. O

3.4 Linearly dependent simple roots

We now discuss the relationship between realized root systems with positively indepen-
dent simple roots and those with linearly independent simple roots (compare [10], [19,
§6.1]). Suppose given a realized root system datum D := (V, VY, (—, —), IT, TV, )
in which IT is linearly independent. Let U € V be a subspace of the left radical of the
bilinear form (—, —) such that U Ncone(IT) = 0. Let V' :=V/U andw: V — V'
be the canonical surjection. The restriction of 7 to I is injective and IT" = 7 (IT), is
positively independent, by the assumptions on U. Define a bijection ¢’: 1" — TTY by
! ((a)) = t() and a bilinear form (—, —)": V' x V¥ — R by (7 (v), V) := (v, V')
forve Vandv € VY. Then D' := (V',VV, (—, =), IT', 1Y, /) is a realized root
system datum with the same NGCM as D. The Coxeter system attached to D’ is there-
fore canonically isomorphic to (W, §), by an isomorphisms mapping Sy F> Sz («) for
all ¢ € I1. The definitions show that

T (sq(0) =7 (v — (v, ")) =7 (V) — (T(V), ") 7T(A) = S7(0) (T (V)

fora € IT and v € V, and it follows readily that 7 is W-equivariant. This implies
the root system for D’ is @ = 7 (®). It is easily seen that any realized root system
is isomorphic to one obtained in this way from a realized root system with linearly
independent simple roots (compare [10, 3.5]). Moreover, rescaling D simply has the
effect of rescaling D’. We remark that the oriented matroid structures on T x {#£1}
arising by transfer of those on ® and ®’ have ranks |S| and |S| — dim(U), so are not
the same if U # 0. Analogous facts to those above also apply to the “dual” root system
@Y in V'V, so for study of ® and @’ above, there would be no loss of generality in
assuming from the outset that ITY is linearly independent.

If under the assumptions of the previous corollary, the standard realized root system
datum D is such that there is no non-trivial subspace U of V satisfying the above

@ Springer



954 Journal of Algebraic Combinatorics (2021) 53:945-971

assumptions, then D’ above must be isomorphic to D, and it follows that the assumption
in the hypotheses of the Corollary that the simple roots are linearly independent can
be omitted. It is well known that for realized root systems of finite Coxeter groups,
the (left) radical of the form for the standard realized root system datum D is zero,
and for irreducible affine Weyl groups, the left radical is one-dimensional, spanned by
a vector lying in cone(IT). Thus, no non-trivial subspace U as above exists in either
case. Therefore we have

Corollary 3.5 For a finite Coxeter system or an irreducible affine Weyl group which is
not of type A, all realized root systems give the same oriented matroid structure on
T x {£1}.

For any Coxeter system with two or more components which are affine Weyl groups,
the left radical of the bilinear form for the standard realized root system datum D
contains a non-trivial subspace which meets the cone spanned by the positive roots
only at zero, and so the oriented matroid structures from realized root systems of such
a Coxeter system are not unique.

4 Realized root systems of type Zn
4.1 Realized root systems of type Z,,

In this section we deal with the case that the Coxeter system (W, S) is of type ;f,,, (n>
2). We give explicitly a formula for values of the chirotope map and show that for
n > 3 there are three different oriented matroid structures from realized root systems.
We take S = {so, 51, 52, ..., 8,} and

W:(S|s§=s2=~-~=sn =e, §Si+18 = Si+18iSi+1fori =0,1,...,n—1,

508780 = SpS0Sy, Sisj=8;5if0<i<j<nandl <j—i<n).

Then W admits a realized root system as in the previous section. We assume that
IT = {wo, o1, . .., @y} spans V and must have

1
(i o)) = ai, (@ig1, ") = ;,0 <i<n-1
1

1

\ Vv
(an, ay) = ap, (ap, ) = —
n

(ai, o)) =2,

(o, ajV) = 0 otherwise

for certain negative real numbers ay, . . ., a,. By Lemma 2.6 if we rescale the roots by

various positive numbers, it does not change the oriented matroid structure of ®. Take

v = J|apaiaz - - - a,|. Wereplaceo;, 2 < i < nwith|aja; - - -a,'_1|a,~,aiv, 2<i<n
; 1 v i laras---ay| Vo v %

with a1 % Q0 with — g and oy with a0 -
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Thus without loss of generality, we assume that

(o, )) = —v, (oel,ag)=—;
(ai’a[\/+]) = _1’ (ai+1’ alv) = —1, 1 = i =n-—- 1
(an, ) = —v, (ao,a,Y)=—;
\Y
(alaal)zza

and (o, aIV) = 0 otherwise.

One can check that the NGCM ((«;, a/V)),-,j:o ,,,,, ,» has determinant — (v — v~ )2. It
is well known that for v = 1 ( see for example [18]), the left radical of the form (—, —)
is one-dimensional, spanned by o + - - - + o, € cone(I1), and the determinant com-
putation shows the (left or right) radical is zero if v # 1. It follows from the discussion
at the end of Sect. 3 that any realized root system of type A, has linearly independent
simple roots and simple coroots, and is isomorphic to one of those considered above
for some (in fact, uniquely determined) positive real number v.

We remark that distinct positive real scalars v afford non-isomorphic representations
of W on the linear span of I'T, and these may all be viewed as specializations of a generic
reflection representation of W on a free R[v, v~ 1-module (or even Z[v, v—!]-module)
where v is an indeterminate, with basis «y, . . ., &, (see [10, Chapter 2]). The formulae
we give for v € R apply equally well in this generic setting, with v regarded instead
as an indeterminate.

For 1 <i < j < n we denote

Ot,{,j =ag+ vl +ar+ o) F v (@ Ay o)

= Sa; 11542 - - - Sy Sei_ 1 Seig - - - Sy (ag)
and denote

O j =0+ gl 0= Sa; Sy Sagy (046).

For all n € Z, define ¢, := L="r if v # 1 and ¢, := n if v = 1. We have ¢y = 0,
ci=1,cp = —cpandifn > 0, thenc, = v ' + 0" 3 + ... 40"t (Ifvis
regarded as indeterminate, then ¢, is known as a Gaussian (or quantum) integer).

The following identity is well known and easily verified.

Lemma4.2 c,11Cm+1 — CnCm = Cntm—+1-
Next we describe the root system explicitly.
Proposition 4.3 & = {£v" (cxy104,j + cka] DmkeZ,1<i=<j=n}.

Proof We first show that if « is a root then v"«, where m € Z, is a root. It
suffices to show that for o simple and m = =£I. For ap we have sq4,54,(1) =
v lag and SapSay(0tn) = vap. And we have sq,8q, (o) = Va1, Sy Sa, (Vo) =
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Va2, .y Say_ Sa, VOp_1) = V. SeySa, (00) = v’lan and sansanfl(vfla,,)
vl g, ..., SasSay (v’]ag) = v la.
Since (sq; o SaaSa (@)Y = Sarj - - SaparSais (@) wehave o’ L= = o/ 4o |+
. ~+ozjV. Similarly one sees that (ozl’ ])V =y +v_1(oc1 +oz2 +-- ~+ozi_1)+v(ajy+1+
f+2 + -+ +«a,)). One checks that sa”(oz ) = c1a ;o and s,/ (a,- ) =
cra; i+ cza i (= —(cq04,j+c- 20{ )) Then an 1nduct1ve argument (together with
Lemma 4.2) shows that by actlng by elements from the (infinite) dihedral subgroup
(S oSl ) on the roots ; ;, o ;,j one gets the set {£(cxy10 j + Ck()l )|k € 7}.
Therefore we see ® D {v"(cpq104,j + cparl J)|m keZ,1 <i < j <n}
To finish the proof one only needs to check that the right-hand side is stable under
the action of simple reflections. This may be done by easy calculations, noting the
following cases:

/ / . . . .
Sa, (Ck10,j + Cket ) = Crprtij +exe; ;,  pFI—1Li, j, j+1
!/ / .
Sa;_y (Chr100i j + Ckai,j) = Ck+1¢i—1,j + Chi_1,js i>2,
/ / . .
Sa (Chk 10 j + €k j) = Chp1®ig1,j + Ck@yy j, L F ],
/! /!
So; (Ch1@ i + k@ ;) = —(C—k1 i + C—kt; ),
!/ / . .
Sa; (Ch10,j + €k ) = Ch1®j—1 FCk j_y, L F ],
/ / .
Sajy (Chr1i j + cky ;) = i1 jy1 +ckey g, J<n—1,
/ -1 1 .
Sag (Ckt101,j + ckety ;) = =V (C—kQjpin T Ck—10 1y ,),  j=n—1,
/ /
Sag (Ch101,0 + Ckaty ) = —(C—k—101,n + C—k—20] ),
/! ! .
Sag (Ck10j,n + cratj ) = —v(c—kar j—1 + 10y ;1)  J =2

O

We shall denote ® as @, ,) if necessary to indicate its dependence on n and v.
Now we show that for a root @ € ® and integer m, (v"a@)" = v™™a". Note that
IT € W{ao, «,} and therefore ® = W{wap, a,}. Suppose that the identity holds
for roots @;,i = 0,n. Then for any w(a;) € @, W"w(w))Y = (wWO™w))Y =
w((W"e;)Y) = wv™"e’) = v " (w(e;))" thanks to the W-equivariance of 1. Now
one checks that form > 0, (v"ap)" = ((Se,Sa)™ ()" = (Sa, Sag)™ (@t)) = v ")
and (V") = ((Sa; Sap) ™ @1)" = (S Sag)™ (@0)') = v™ ) . Similarly one can verify
that (v"a,)Y = v« . Therefore we have syng = sg. We say that two roots «, 8 in
& are associate, wrltten o ~ B, if one of them is a power of v times the other. The
reflections of W correspond bijectively to the ~-equivalence classes of positive roots.

Lemma 4.4 The infinite maximal dihedral reflection subgroups of W are the subgroups
Wij = (Sa;;»Sq ) Jor 1 < i < j < n. The set of roots of ® for which the
. ¥
corresponding reflection lies in W; j is
cDi,j = {T]Um(ck+lai,j +Ck“,{,j)|'7 S {:I:l},m, k € Z}
One has ® = Ulgisjsmq)i’j'
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Proof We first assume that v = 1. In this case, the realized root system is the standard
reduced root system as defined in [1] or [18]. We denote § = oo+« +- - - + ;. Then
6, yY) = (y,8Y) =0forall y € ®. When v = 1 it is well known (see for example
[9], though it also follows from Proposition 4.3 with v = 1) that the set of positive
roots is

{ajj+k$[1 <i<j=<nkeZso)U{—a;;+ké|l <i<j=<nkeZsp}.

Consider the dihedral reflection subgroup W; ; = (s, o So—ay ). Since we have
(ot j, (8 — ;i j)¥) = —2, the group is infinite and ®; ; := {& € Plsq € W; j} =
{a; j+kdlk € Z>o}U{—0; j+kSlk € Z=o}. One checks that span(IT; ;) N® = &; ;.
This guarantees that W; ; is maximal by Remark 3.2 of [15]. For {i, j} # {p, g}, the
dihedral reflection subgroups (s€lai__/+t8’ Seratp g+r8 y, €1, € {1,—1},t,r € Z are
finite. Hence the groups W; ; exhaust all maximal dihedral reflection subgroups.
Note s5—q, ; corresponds t0 So, Sa; 5 - - - S, i Sa; 3 - - - Sy (@) For arbitrary v
the latter is Sef, - For any v, Sa; | corresponds to Saj « - Saiy (at;). Since the maximal
dihedral reflection subgroups are independent of v, this proves the first assertion. The
formula for ®; ; follows since its right-hand side is the set of all roots in & in the plane
spanned by «; ; and ozlf e while, from the preceding proof, W; ;{«; ;, ozlf ’ j} consists of
the roots £(cxy1i,j + cror; ’ j). The final claim is clear from Proposition 4.3. m]

4.5 Chirotopes for Z,,

Our next goal is to compute the values of the chirotope map of the oriented matroid
(®, —, coneg) by calculating the determinant of n + 1 roots yp, ..., ¥, € ®. More
precisely, we calculate the determinant of the linear operator which maps «; > y;
for j = 0,...,n. Regard y; as a column vector, with rows indexed by O, ..., n,
with the entry in its i-th row being the coefficient of o; in y;. Let (yp, ..., v») be
the (n + 1) x (n + 1)-matrix, with rows and columns indexed by O, ..., n, whose
Jj-th column is y; (viewed as column vector); this matrix represents the above linear
transformation with respect to the ordered basis «y, ..., ®, of V, and we seek to
determine det(yy, y1, ..., ¥n). For later use, observe thatfor 1 <i < j <n,m,k € Z
and 7 € {£1}, (the coordinate vector of the) root nv" (cx41;,j + ckalf’j) is

NV (Cly VCk, « oy UCK, Cktls + - v > Chtls v e, v lep)T 4.5.1)

where T denotes transpose, the entry ¢y is in row 0, the first cx41 is in row i and the
last cx41 is in row j. The main result we shall establish is the following:

Theorem 4.6 Suppose yy, Y1, ..., vn are n + 1 roots of W of type Ay n>2. Regard
y; as coordinate vectors as above. Then det(yy, Y1, .. ., Yn) is either O or of the form

o' — v IR o,
where p € {1, =1}, m > land hy, ..., hy € Z4.
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More precisely, this result holds (with v regarded as an indeterminate) for the generic
reflection representation over R[v, v~']. It would be equivalent to just require /; € 7Z
since ¢, = —c¢, and co = 0.

Observe that if there is a permutation o of {0, ..., n} with sgn(c) = € € {£1},
an element w € W, integers n; € {%£1}, and integers m; such that with y/ =
V" w(ys@)) fori =0, ..., n, then

det(vg, .., y)) = (=D!®eng .. nuu™0 M det(yp, ., y), (4.6.1)

so validity of the theorem for yy . . ., ¥, is equivalent to its validity for yé e Ve
We begin the proof with a series of results to deal with the cases in which some
maximal dihedral root subsystems ®; ; contain exactly two of the roots.

Proposition 4.7 Let A = (a;j) be a n x n matrix with n > 2. Assume that the i-th
column is of the form

©,...,0,x,0,...,0,—=1,0..., 007
fori =1,...,n. Then det(A) is either 0 or
MITG) (X jy Xy o oo Xy — Xy Xy + -+ Xky,)

where w € {1, —1}, each x4 appears at most once in this formula and each I, m
appearing is positive.

Proof We prove this by induction. If n = 2 the matrix can only be

X1 X2
-1 -1
whose determinant is xo — xj.
We claim that after suitably permuting the columns and rows this matrix must
contain a p x p-block of the form

ap 0 o ... 0 ap
ap ay 0 ... 0 0
0 a) a3 ... 0 0
0 0 0 ap_i

0O 0 0 a;,_l a;,

where p > 2 and {aq,a[/]} = {qu, —1}forg=1,...,p.

To see this, consider a loopless graph (with parallel edges allowed) with vertex set
{1,...,n} and n edges, joining k;,[; fori = 1,...,n where k; # [; and the entries
a, i, ay;,; of A are nonzero. Such a graph must have a circuit, i.e., distinct edges with
endpoints of the form

{t1, 0} {2, i3}, ... {tp—1, tp ) {11, 1)
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where p > 2. For the above block, we suitably permute the rows and columns of the

submatrix of A with rows indexed by 11, ..., 7, and columns corresponding to the
above p edges.

The above submatrix has determinant aj . . .ap_la;, — (=DPd] .. .a;_lal,. Note
thatifay, ..., a,—1 (resp.,aj, ..., a;_l) are all —1 then sois a,, (resp., a},). It follows
the determinant is of the form pe1(xj xj, ... xj, — Xk X, - - . X,,) Where [ +m = p,
0<!l<p,u efl,—1}and ji,..., ji, ki1, ..., k, are pairwise distinct.

After suitably permuting the columns and rows, A is of the following form

Al A
(5 %)
with A1 having the above form and the column of B are determined by deleting
certain entries from the columns of A with index unequal to ji, ..., ji, k1, ..., kn.
Then det(A) = py det(B)(xj, X}, ... X}, — Xp Xp, - - - Xk,) With ) € {1, —1}.

If B has a column consisting of all zeroes, then det(B) = 0 and we are done. So we
assume this is not the case. Now we define a sequence of matrices { B; }7°,. Let By = B.
If every column of B; has two nonzero entries or B; is a 1-by-1 matrix or B; = 0, then
B;+1 = B;. Otherwise if column ¢ is the first column from the left which has only
one nonzero entry and it is the entry a, y, then B; 1 is obtained by removing ¢-th row
and v-th column from B;. Then eventually we always have B; = B = --- and we
denote By, = Bj. Then it is clear that det(B) = nll;ckx; det(Bx), n € {1, —1}.

B, must be a matrix of one of the following forms:

(1) a zero matrix
(2) a one-by-one matrix with entry —1 or x; for some /
(3) a matrix with the same property as in the lemma.

Then the lemma follows by induction. O

Corollary 4.8 Let A be an x n matrix with n > 2 and i-th column of the form
©,...,0,x,0,...,0,—xL0...,07

1

fori =1,...,n. Then det(A) is either O or

2m 2 2
prnk=1(nielkxi - Hjejkxj)
X1X2 ... Xp

where u € {1, —1} and the product Hx[z, L, (Hielkxiz — Hjejksz-) contains each x,
at most once.

Corollary 4.9 Let A be an x n matrix with n > 2. Each column is of the form
©,...,0,v%,0,...,0,—v"%,0...,00.
Then det(A) is either 0 or
pol (v — v H" I e,
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where u € {1, —1} and m € N.

Proof Corollary 4.8 shows that the determinant is zero or

le l—[;(n:l(UZAk _ U2Bk)
— lenznzlvAk+Bk(v_Bk+Ak _ U—Ak+Bk)

—1

V'pm UV —Bi+A —Ax+B
=pv I ——— ™™ F— 7 AR
v — -1

Clearly the assertion holds for any v > 0 even though the second equality above

requires v # 1. O

Lemma 4.10 Theorem 4.6 holds in the case that there existi # j in {0, ..., n} such
that y; = ap and y; = Ck; 00 + Ck 41 (a1 + -+ - +ay) for some k; € Z.

Proof Using (4.6.1), we may assume yp = ag and y,, = c, @0+ Ck,+1(t1 - - -+ o).
We look at the n x n lower-right block A of the matrix (yp, y1, .- ., ¥x). Equation

(4.5.1) shows that after factoring out a power of v and =1, each column is of the form

-1 -1 T
(vcki,...,vck[,ck[H,...,ck[+1,v Ckisovovs U Ck[) .

The last column is

(Chyt1s -+ o5 Chiyt1)-
. t_ o —t
In the subsequent computation we assume v # 1 and ¢; = ziv"_] . The results
vi—v!

apply for v = 1 as well because it is a removable discontinuity of .
v—v

Multiplying each column by v — v~ gives a matrix B. With columns of the form

ek — vk, b — v TRy Rt ki kil kil
v_l(vk" — v_k’), e, v_l(vk" — v_k"))T.
In particular the last column is of the form

(vkn+1 _ U_k"_l, . vkn+l _ v—k,l—l)T.

And we have det(yo, 1, . .., yn) = det(4) = (v — v~ 1) det(B)

Now we compute the determinant of B. To do this, we subtract the first row from
each of the rows below. There are three cases:

(1) the last column is

(@Rt — =Ry o, )T
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(2) the first entry of the column is phitl — y=ki—1

Then the column will become
(vk"+1 — viki*l,O, ..., 0, ki (1)71 —v),..., ki (1)71 — v))T

(3) the first entry of the column is v(vki — pki)

Then this column will become

(v(vki — vik"), 0,...,0, v ki (v — vil), el pki (v — vil),
R T T ) N (T IO
Now we examine the lower left (n — 1) x (n — 1) block of B (denoted C). det(B) =
p Wkt — y=1=kn) det(C) where p € {1, —1}. So det(A) = p(V*rt! — v=1=kn) (v —
v~ det(C).

We factor v — v~! from each column and obtain a (n — 1) x (n — 1) matrix D
whose columns are either

,...,0, 08 . vk)T
or
©,...,0, vik", ...,vik", —(vk" — vik"), ...,—(vk" — vik"))T.

det(A) = p(v*t! — =170y (v — v~ 1)~ det(D) = pcx, 41 det(D).
Next we consecutively subtract the 1st, 2nd, 3rd ...row from the rows below and
transform D into a matrix with columns of the form either

©,...,0,0%,0,...,007
or
©,...,0,v% 0,...,0,—v%,0...,0)7.

Expanding the resulting determinant down any column containing a single entry until
no such columns remain, we obtain a matrix to which Corollary 4.9 applies, proving
the desired formula. O

Lemma 4.11 Theorem 4.6 holds in the case that there are i, j with 1 <i < j <n
and p #q in{0, ..., n}suchyy,y; € ®; ;.

Proof Using (4.6.1), we may without loss of generality replace the roots y; by their
conjugates by some w € W, so one of the two roots in ®; ; is an associate of oyg.
Then by Lemma 4.4, (i, j) = (1, n), both roots lie in ®; ,, and the other one must be
associate, up to sign, to a root cxog + cx+1(o1 + - - - + o) for some integer k. The
lemma now follows from Lemma 4.10. O
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We next state the last lemma needed for the inductive proof of Theorem 4.6. Recall
that we identify roots with their coordinate vectors with respect to the (naturally
ordered) simple roots.

Lemma4.12 Assumen >3 and 1 <i <n. Lety € ®\ ®; ;. Regard y as a column
vector with rows indexed by 0, . . ., n. Let B be the column vector obtained by deleting
the i-th row of y. Then B is the coordinate vector for some root of the root system
D(,—1,v) of type A, and parameter v.

Proof Deletion of the entry from row i of the coordinate vector for y € ® asin (4.5.1)
gives a coordinate vector for a root in type A,_1 unless there is a single entry ci1
and it occurs in row i, which, by Lemma 4.4, occurs only when y € ®; ;. O

We now state and prove the following more precise version of Theorem 4.6

Theorem 4.13 Suppose yy, i, ..., yn are n+ 1 roots of W of type Ag,n > 2. Regard
y; as coordinate vectors as above. Then d := det(yp, 1, ..., Yu) is either O or of the
form

! —1ym—1
uv' (v —v )" on,

where u € {1, =1}, m > land hy, ..., hy,, € Zy. Further, ifd # 0 and n = 2, then
m = 1, while if n > 3, there exist roots yy, . . ., Vn for which d is of the form displayed
above with m > 1.

Proof We prove the theorem by induction. Let n = 2. If there are two roots whose
corresponding reflections are contained in the same maximal dihedral reflection sub-
group then Lemma 4.11 ensures the determinant has the desired form. But we still
have to show that the power m — 1 of (v —v~!) is zero. Using (4.6.1), we may assume
the first root is oy € P 2 and the second is cxop + ck+1 (a1 + 2) € Py 2. If the third
isin @ 2, then d = 0. It suffices to show the determinants of the following matrices
are of the required form:

1 Ck Ci 1 Ck Cr/
A=|0 cky1 vey |, B=|0 cky1 cr41
0 k1 k41 0 k41 vlew
For A, note that vey — cp41 = —v7% 50 det(A) = vk cy'+1. For B, note that
’ !
v lep — Criy1] = —v* and det(B) = —vk Ck+1-

Now assume, still with n = 2, that there are no two roots with corresponding
reflections in the same maximal dihedral reflection subgroup. By conjugation one can
assume one of the roots is «g. Then by (4.6.1), det(yp, y1, ¥2) is the product of a power
of v, £1 and the determinant of

1 Ck C!
0 ck+1 vep
0 v_lck Ck/+1
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By Lemma 4.2, it is of the form ,uvlchd, proving this case.

Next, we consider the general case (n > 3). To show d is of the required form,
we may assume by Lemma 4.11 that there are no two roots whose reflections are
contained in the same maximal dihedral reflection subgroup. Conjugating y,, suitably
if necessary, we may assume using (4.6.1) that y, is equal to a simple root «; where
1 < i < n. By the assumption, none of yy, ..., y,—1 is in ®; ;. Expanding the
determinant det(yy, ..., ¥,) down the n-th column shows d = Fdet(yy, ..., ¥, ;)
where yjf is obtained by deleting the i-th row of y;. By Lemma 4.12, each y/ for
i =0,...,n—1is the coordinate vector with respect to the (ordered) simple roots of
a root of the root system @’ of type A,,_; with parameter v. Hence d has the desired
form by induction.

It remains to give an example to show m > 1 can occur in case n > 4. Let
W =g+ =a+ @+v Do +o e+ +an), vioi= o for
i=1,....n=2, Yy 1:=C2apn+0a), =00+ var+ - +vay_ +©+v Day
and y, := a,. A trivial calculation shows that d = v — v™! in this case. O

Theorem 4.14 If (W, S) is a finite Coxeter system or W is an irreducible affine Weyl
group which is not of type Ap, n > 3, then all of its realizable root systems give the
same oriented matroid structure. If W is of type An,n > 3, there are three oriented
matroid structures from its realizable root systems.

Proof For finite types and affine types except A, where n > 1, this follows from
Corollary 3.5. It has already been remarked that the result is well known for W of rank
at most two, in particular for A;. For A, where n > 2, the simple roots of T x {£1}

are a;. = (sj, 1) for j = 0,...,n. We consider the chirotope x(;,,) on T' x {£1}
obtained by transfer from @, ), with sign normalized by x,,v) (oc(/), ...,a) =+.The
values of the chirotope x(,,) in general are given by x(,,v) (wo (otlfo), S, Wy (ozlf")) =

sgn(det(wo(ctiy), - .., wy(e,))) forw; € Wandi; € {0,...,n}for j =0,...,n.
Theorem 4.13 ensures that x(2,,) is independent of v, and that for n > 3 and v, v’ €
R-0, one has x(;,v) = X(n,v7) if and only if sgn(v — 1) = sgn(v’ — 1). O

5 Rank 3 Coxeter systems

In this section we show that for a given rank 3 Coxeter system all oriented matroid
structures from realized root systems are the same using an argument involving homo-
topies of root systems. This has already been briefly sketched in a remark in [14]. We
here elaborate the proof.

Lemma 5.1 Consider a NGCM as a vector in R"*". Then the space of all NGCMs in
R"™ ™ gssociated to a fixed Coxeter system of rank n is path connected.

Proof Let A = (co[,,g)g’ﬂ:l and B = (C(/x,ﬂ)g,ﬂ:l be two NGCMs in R"*" correspond-
ing to the same Coxeter system (W, S) of rank n. Define amap ¢ : [0, 1] — R"*" as
follows: for ¢t € [0, 1], ¢ (t) = (cg,)ﬂ)g’ﬁzl where cg)ﬂ = 2 if o = B and otherwise

1) 1—
ey = —Ic, gl'lcapl"™
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and we interpret 0 = O for all # € [0, 1]. It is easy to see from above that ¢ is
continuous, ¢ (7) isa NGCM forall ¢ € [0, 1], and ¢ (0) = A, ¢ (1) = B. m]

Theorem 5.2 Let (W, S) be a rank 3 Coxeter system. Then all oriented matroid struc-
tures from realized root systems of (W, S) are equal.

Proof If a realized root system of a Coxeter system (W', S’) spans a subspace
of dimension d < 2, then |S’| = d. Hence the simple roots (and coroots) of
any realized root system of (W, S) are linearly independent, and the realized root
system is completely determined by its NGCM. Let A, B be two NGCMs deter-
mining two realized root systems of (W, S). Then by Lemma 5.1 we have a
continuous map 0 : [0, 1] — R3*3 such that each 6(¢) is a NGCM of (W, S)
and 6(0) = A and 6(1) = B. Let y1,y2,y3 € I, wi,wy, w3 € W. Let
(wi(yi)e, 1 < i < 3 be the root w;(e;) in the realized root system having
NGCM ¢ (t). Now we show that if det((w1(y1))o, (w2(¥2))0, (w3(y3))9) = O then
det((w1(y1))s, (w2(2))s, (w3(y3));) = 0 for any O < ¢ < 1. Note that the assump-
tion implies that (w;(y;))o, 1 < i < 3 are linearly dependent. This is equivalent
to the condition that either we have some w;(a;)o = kw;(aj)o,i,j € {1,2,3}
or (wj(y))o,l < i < 3 span a plane. But the former is equivalent to that
7 (w; (a)0) (= m(w; (o)) is w(wj(aj)o)(= m(w;(ej))) or its negative, which is
independent of the realized root system. The latter is equivalent to the reflection
in w(w;(;)o)(= m(w;(e;);)), 1 < i < 3 being contained in a maximal dihedral
reflection subgroup. This property is again independent of the realized root sys-
tem. Hence we established the claim. Consequently as a continuous function in ¢,
det((w1(¥1))s, (w2 (y2)):, (w3(y3));) is either always positive, always zero or always
negative. O

6 Further examples and remarks

6.1 Oriented matroid Structures from symmetric NGCMs

In this subsection, we give an example showing that for a fixed Coxeter system, even
for its realized root systems with symmetric NGCMs and linearly independent simple

roots, the corresponding oriented matroid structures on the abstract root system may
differ. Fix a Coxeter system (W, §) with S = {s1, 52, 53, s4} and Coxeter graph

m

S 52

n (e.¢]

853 S4

o
where m, n € N>3 U {o0}.

We define realized root system datum D as follows: D = (V, VY, (—, —), I1, 1Y, 1)
where IT = {«;|i = 1,...,4} and the associated NGCM C = (Ci,j)?j:p where
ci,j = (o, ozjV), is given by
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2 —a —b 0
—a 2 0 —c
—b 0 2 —d

0 —c —d 2

where a = 2cos 7, b =2cos - and ¢, d > 2.

The oriented matroid structure of the realized root system is determined by yx :
% — {4, =, 0}, (1. v2. ¥3. va) > sgn(det(y1, v2, v3, va)) where (y1, 2. ¥3. v4)
is a 4 x 4 matrix with y; is regarded as the column vector with respect to the basis
{o, a2, a3, aq}.

One trivially has x (a1, @2, o3, ¥4) = +, so these chirotopes (for varying c, d)
cannot differ by a sign. One has sy, Sq,(02) = ao] + a2 + cog and s, Sq, (03) =
bay + a3 + day. Hence

a 0 0 b
1 1 0 O

X (o Sy (@2), 02, @3, S Sy @3) =sgn ||| = sen(ad = bo).
c 0 0 d

Since a, b > 0 are fixed and ¢, d > 2 are arbitrary, any value of the sign in {4, —, 0}
is possible as ¢, d vary, so there are at least three possible chirotopes x arising this
way which are distinct even up to sign.

6.2 A 2-closure biclosed set which is not cone-biclosed

Let @ be a realized root system of Coxeter system (W, S) with simple roots IT. We
introduce the 2-closure operator ¢z ¢ on ®. A subset I' of ® is said to be ¢ ¢-closed
if for any o, 8 € T, one has cone({c, B}) N @ C I'. The ¢, ¢-closure of a set is the
intersection of all ¢ ¢-closed sets containing it.

We can transfer ¢ ¢-closure to a closure operator ¢; on the abstract root system
T x {1, —1} in the same way as we transferred matroid closure operators, by setting
c(A) = n(cz@(n_lA)) for A C T x {£1}. It can be shown (using for instance [14,
Lemma 4.3(a)] and [13, 1.35-1.36 and Proposition 3.1(c)]) that this closure operator
caonT x {1, —1}is independent of the realized root system ®. It is studied for its role
in the description of the meet and join of weak order of a Coxeter group, completion
of weak order and its relation to reflection orders and their initial sections. See for
example [1,14].

Generally, for any closure operator ¢ on a set X and any subset Y of X, we say that
Z C Yisc-biclosed (in Y) if Z and Y\ Z are both c-closed. Let B, (Y') denote the set of
all c-biclosed subsets of Y. In particular, this defines B, (T x {1}) and B, (T x {1})
where cg is the reduced closure operator on 7 x {1} obtained by transfer of the
oriented matroid closure operator coneq of some realized root system ® of (W, S).
Let U := T x {1} be the abstract positive system in W. We shall call elements of
Be, (W) (resp., B.(W) for a fixed realized root system ®) biclosed (resp., biconvex)
sets (of WT). From the definitions, one easily sees that B, (¥ 1) € B, (¥T).

Most of the rest of this section is devoted to a proof of the following fact.
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Theorem 6.3 There is a finite rank Coxeter system (W,S) such that one has
Ue Beo (W) C Be, (W) where the union is over all realized root systems ® of
(W, S).

6.4. For the proof of the theorem, we shall require a description of the canonical simple
roots of the root subsystem consisting of roots which are orthogonal to a fixed simple
root ¢, in case the NGCM associated to a realized root system ® is symmetric. This
description may be obtained for general (even infinite rank) (W, S) by comparison of
results from [4,5] as follows.

Define a groupoid (i.e., a small category in which all morphisms are invertible) G
as follows. The set of objects of G is I1. For o, B € I1, a morphism ¢« — B isa
triple (B, w, o) where w € W satisfies w(«) = . Composition of morphisms in G
is determined by the formula (y, v, )(8, w, @) = (y, vw, ®).

For any distinct o, B € I1 with my g 1= m(sesg) < 00, let v(B, o) 1= Wy gy
where wy, g is the longest element of the finite standard parabolic subgroup ( sy, 5g ).
Then one has a morphism v/'(8, o) = (y, v(B, a), o) € G where y := v(B, a)a €
{o, B}. The following observations, especially (1), are used frequently below:

(1) If m :=mg giseven, v(B, a) = (s,gso,)’"/z_lsﬂ is areflection in a root orthogonal
toa,and y = o

(2) If mis odd, then v(B, o) = (so,slg)(m’l)/2 is of even length and y = .

(3) In either case, v'(8, @) "' = v/(y', y) where {y, ¥’} = {«, B}.

It is easily seen (and a special case of well-known results of Howlett and Deodhar)
that the groupoid G is generated by the morphisms v'(8, «) for distinct o, 8 € TT with
mg, g finite. In [5], where relations for G in terms of these generators are given, the
generators V' (B, «): @ — B withmg o odd are called movers and the other generators,
of the formv'(B, &) : @ — « withmy, g even, are called shakers, though “fixers” would
be more apt in this rank one case. Let M be the subgroupoid of G generated by all the
movers.

For o € 11, let G, := Homg (o, o). The map (¢, w, &) — w induces an isomor-
phism of G, with the stabilizer {w € W]jwa = «a} of & in W. We regard this as
an identification below. Let M, := Hom(«, ), which is a subgroup of G. Also,
let S = {V'(B,@)|B € II, mqpiseven} denote the set of all shakers with « as
domain (and codomain). Set 7, := {g~'sg|p € T, g € Homg(a, B),s € S} },
W, :=(T.) C Gyand S, :={g 'sg|lp € T1, g € Homy (e, B), s € Sg} cTy.

Fory € ®*definey’ = {p € ®|(p, y") = (y, p¥) = 0}. Alsolet T, := {splB €
dNat}y ST, W, =(T,) S WandS, := x(Wy). The point of the following result
is to show that two natural sets of Coxeter group generators for the reflection subgroup
W, generated by all roots orthogonal to a fixed simple root « coincide.

Proposition 6.5

(@) Gy = My x W/, (a semidirect product of groups with W/, normal in G).

(b) M, is a free group (isomorphic to the fundamental group based at o of the “odd
Coxeter graph”, on vertex set I, of (W, S)).

(c) (W, S.) is a Coxeter system with reflections T, and the natural (conjugation)
action of My on W/, from (a) fixes the set S, and hence T,
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(d) One has W), = Wy, T, = Ty and S, = S,.

Proof With the above identification of G, with the centralizer of « in W, it follows
easily from (a) above that S, < S, € T, < T, and hence W, C W,. From [4], one
has G4, = My x W, and (b), while from [5], (as the rank one case of results in any
rank) one has G, = M, x W, and (c). This implies W, = W,.

In the proof of (c) in [5], a realized root system Y for W, in the real vector space
ot is constructed, whose roots are certain positive scalar multiples of projections of
certain roots from ® on - and whose set of reflections is T;,. Tracing through the
construction of the simple roots A for Y (we omit details), it follows using (1) above
that the simple root corresponding to the simple reflection g~ lsg € S,,, where g € II,
g € Homy (e, B) and s € Sy is g 1 (8) € ®t where § € ® with s5 = s.

It follows that Y is (in this special rank one situation, though not in general) a root
subsystem of W. Further, A, as a basis of simple roots for this subsystem contained
in the positive roots ®, corresponds to x (W’) by [11]. It follows that S, = Sy and
hence 7, = T, since they are both the sets of reflections of (Wy, Sy) = (W, S,,).
This completes the proof. O

6.6. We remark that in general, the listed elements g ~'sg in the set defining S}, are not
necessarily distinct. However, in our application below, (W, S) has no finite standard
parabolic subgroups of rank three. This implies that, in the terminology of [5], the
above-mentioned presentation of the groupoid G has no (R2) relations, i.e., only
involves (R1) relations (as in (c)). This assures further that the elements g’lsg in
the set defining S, are pairwise distinct and that (W, Si) has no non-trivial braid
relations, i.e., is a universal Coxeter system.
Theorem 6.3 is equivalent to the statement below.

Proposition 6.7 There is a finite rank Coxeter system (W, S) with a cp-biclosed subset
B of W suchthat, for every realized root system ® of (W, S), with canonical surjection
7.0 > W, 7! (B) is not a coneg-biclosed subset of .

Proof To prove the theorem, we take for (W, S) a finite rank Coxeter system, men-
tioned to the first author by Bob Howlett, in which the reflection subgroup generated
by reflections in roots orthogonal to some (in fact, any) fixed root « is an infinite rank
universal Coxeter group. We then prove the assertion of the theorem in the case of the
standard root system &. Finally, we deduce the assertion of the theorem for arbitrary
® by a homotopy argument similar to that in the proof of Theorem 5.2.

Consider the rank four Coxeter system (W, S) with § = {s;|i = 1,2,3,4} and
Coxeter graph

S1 $2
5 5
N s
4 3

and its standard root system @ with simple roots { ;|1 = 1,2, 3,4}.
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To take advantage of the symmetry, take the indices modulo 4 i.e., set s;44;, = s;
and 44, := «; for any integers 1 <i < 4 and n.

All the roots are W-conjugate, so we consider for definiteness the simple root
a = o« and the corresponding reflection group W, as defined above. Let x; :=
SiSi+18i8i+1 fori € Z and w := x4x3x2x1 in W. From Proposition 6.5, one sees that
My = (w) = Z and that the canonical simple system A € & for W,, is

' —1
A=) w'A, AN:={f =3, B i= a2, B3 = X, a4, By = x4x301}.
nez

In fact, My, acts freely on A with A’ as a set of (four) orbit representatives which we
now describe explicitly for subsequent use.

Let T := 2cos % = H'T*fs be the golden ratio, so 72 = 7 + 1. We have S O] =
Qi1 + T, So; (i +2) = aj42 and of course sy, (@;) = —«;. From this, one computes
Br=a3, fo=10+20)a; +ar+ (1 +20)ag, B3 = (1 +20)a; + (1 +27)a2 + a4,
Ba = (6T + Doy + 21 + Doz + (87 + 4.

Maintain the notation above. We give an example of a ¢, ¢-biclosed subset &’ of
&* which is not coneg-biclosed. Note that 83 + B4 = (21 + 1)(B1 + B2). Also,
sp(B2) = B2+ (4t + 2)B1 s0 (2t + Dsg, (B2) = B3 + fa + 21 + D@t + DB
This shows that sg, (82) € cone({B1, B3, Bsa}).

Nowlet B ;=T UTI'whereI' = {y € ®T|(y,a¥) < 0} and I' is any 2,0y, -
biclosed subset of dﬁv{,a. We claim that &' € B, , (®1). To see this, let " := {y €
®T|(y,aY) > 0} and consider §, 8,y € ®T such that y = bB + d§ for some
b,d > 0. We have to show that if § and B are in E' (resp., T \ E’) then y is in &’
(resp., ®T \ E’). But this holds since if either § or 8 is in T" (resp., I'”’), then so is y
since Py, = {€ € ®T|(e, ") = 0}, while if both § and B are in '’ (resp., CD;Q \T)
then so is y since I is 2,0y, -biclosed in @J‘;,a.

Take for I'/, using [12, Proposition 2.3], the positive root system of the standard
parabolic subgroup (sg,, sg;, 5p, ) of Wo. Then E € B, o (®1). However, &’ is not
coneg-biclosed since from above, sg, (B2) € cone(Z') N (®T\E’). Note for later use
that this argument implies that &' N @y, is not conegy, -biclosed in <I>Jr

Let W be the abstract root system of (W, S). We transfer the coneg- blclosed subset

" of ® to a subset & of W via the canonical bijection 7: ® — W, setting &
n(E/) ={(s¢, D] € '} C W. Also, let U := W,,.

Now we change notation to allow, more generally, ® to be any realized root system
of (W, S)and 7 : & — W todenote the canonical W-equivariant surjection. (Similarly
to the case of A,, n > 2, such realized root systems are parameterized up to rescaling
and isomorphism by elements of R.q). Let §; = (s;,1) fori = 1,...,4 be the
simple roots of W. The oriented matroid structure on @ induces by transfer via &
a structure of reduced oriented matroid on W, with closure operator cy = ¢ given
by ¢(I') = m(coneq (' (I"))) for any I' € W. As the notation suggests, cq could
possibly depend on the choice of @, though we do not know if it actually does (and it
does not matter for our purposes). We shall show however that

(%) Wy is ce-closed and the restriction cy of ce to a closure operator on Wy is
independent of the choice of ®.
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This will imply that " := 7~ (&) is not coneg-biclosed in ®*. For suppose to the
contrary that E” is coneg-biclosed in . Then E” N & would be coneq,, biclosed
in CI>J[;. The corresponding subset 7 (2" N ®y) = E N Yy would then be c-biclosed
(i.e., cy-biclosed) in Wy . But then it would be c¢-biclosed in the case & is the standard
root system of (W, S) (by (*)) and we have seen already that it is not.

We now turn to the proof of the key point (). Denote the simple root of & corre-

sponding to s; as «; as before, fori =1, ..., 4. We have

Oy =7 (Wy) ={B € Dlsglar) € Rugar } = (B € Plspla)) = a1 }
={Be®la,BY)=0}={B e B a))=0}

So &y is clearly a flat of (P, *, coneg), which implies ¥y = 7 (Py) is a flat of
the corresponding reduced oriented matroid (W, *, ¢). In particular, @ is c-closed.

Next we observe that, since U is an infinite rank reflection subgroup, it is not of
rank two or less and its root system ®y must therefore span a subspace of dimension
three or greater. Since that subspace does not contain «, it follows that its dimension
is exactly three and that the simple roots of ® must be linearly independent.

Hence @ is completely determined, as a subset of the real vector space with
IT = {wjli =1,2,3,4} as basis, by its NGCM. Suppose A and B are two NGCMs
for (W, S). Choose by Lemma 5.1 a continuous map 6: [0, 1] — R*>4 with NGCMs
for values, with 6(0) = A and 6(1) = B. We consider four roots y; = w;(§};) for
i=1,2,3,4suchthatw; =1, j; = 1 (soy; = 81)and y», y3, ya € Wy. We have cor-
responding roots (w; (e j;)), in the root system @ (¢) with NGCM 6 (¢) and simple roots
a;fori =1,...4. Weclaim that the sign of a; := det((w1(j,))s, ..., wala))) € R
is independent of ¢ € [0, 1].

Observe that (w;(a;)); € ®(t)y if and only if i = 2, 3,4. Since ®(t)y = {B €
D)8, alv) = 0} is the intersection of ®(¢) with a subspace of dimension three, one
has a, = 0 if and only if two of the roots (w;(c;)); for i = 2, 3,4 span the same
ray (i.e., two abstract roots (w; (8;,)) fori =1, ..., 4 coincide or differ only by sign)
or these three roots span a plane (i.e., the corresponding abstract roots (w;(8;,)) for
i = 2,3,4 lie in a maximal dihedral root subsystem of W). Since the formulations
in terms of W are independent of ¢, it follows that if a; = O for one ¢ € [0, 1], then
a; = 0 for all + € [0, 1]. Since the map ¢ — a; is continuous, the sign sgn(a;)
is independent of z. Since y», y3, Y4 € Wy are arbitrary, it follows that the map
(w2(8j,), ..., wa(8j,)) + sgn(det((wy(aj))s, ..., ws(aj,)),) defines a chirotope
for Wy corresponding to the restriction of c4(s) to a closure operator on Wy and that
it is independent of ¢ as claimed. In particular, any two NGCMs A, B for (W, S) give
the same oriented matroid (Wy, *, cyy) as asserted. O

6.8 Oriented matroid root systems
One may regard Theorem 6.3 showing that natural combinatorially defined notions of

cz-biclosed sets and initial sections of reflection orders do not correspond well to the
geometry of realized root systems.
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Define a (reduced) oriented matroid root system for a (possibly infinite rank Coxeter
system (W, S) to be a reduced oriented matroid (W, —, d) on the abstract root system
W of (W, S) such that

(i) dis W-equivariant (i.e., W acts on ¥ by automorphisms of this oriented matroid),
(ii) W is d-closed,
(iii) for each maximal dihedral reflection subgroup W’ of W, the corresponding root
subsystem Wy := (W' N T) x {£1} of W is d-closed,
(iv) for W' as in (iii), the restriction of the oriented matroid structure on ¥ to an
oriented matroid structure on Wy is equal to the reduced oriented matroid
structure on Wy from any realized root system @y of (W', x (W')).

We recall that in (iv), Wy is independent of the choice of @y (in fact, it may be
described combinatorially in terms of (W', x (W"))).

It is easily seen that any (W, —, cg) is an oriented matroid root system in this sense;
the first author will give basic properties of oriented matroid root systems in general
elsewhere. It is natural to ask whether one may have, say, B, (W+) = By(¥™) for
some such d or B, (v = U i B4 (Y1) where the union is over all oriented matroid
root systems (¥, —, d). An even more basic open question is whether there exist any
non-realizable d (i.e., d as above which are not of the form c¢ for any realizable root
system ®). One may conjecture on the basis of Theorem 5.2 that there is a unique
oriented matroid root system for (W, S) of rank three. However, we conjecture that
there are finite rank Coxeter systems for which such non-realizable d exist (possibly
even in great abundance). The question of whether they exist for irreducible affine
Weyl groups is an interesting and accessible one.
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