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Abstract Innovation diffusion theory proposed that
adopters—whether individuals or organizations—sometimes
reinvent an innovation as they gain experience using it.
Reinvention can enhance (or impede) the likelihood of an IS
innovation’s acceptance and further diffusion. This paper
reports on a case study of BioSense, an interorganizational
system that was designed as an early detection tool for
bio-terror attacks and subsequently modified to better
serve this need as well as to operate as a public health
system for pinpointing geographic clusters of dangerous/
acute disease outbreaks. By examining the interplay among
the political and organizational dynamics and technical
properties of the BioSense system, we shed light on pro-
cesses affecting reinvention in an interorganizational
context. We discuss our findings in light of theories of the
diffusion and reinvention of innovations. We use Rogers’
(1995) list of factors supporting reinvention to structure the
discussion of the fidelity and uniformity of the innovation
within the processes it supports in adopting health services
organizations.
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1 Introduction

Institutionalization of an innovation is dependent not
only on its fit with a variety of user requirements or
circumstances, but also on user receptivity toward its
implementation processes (Goodman et al. 1993; Yetton
et al. 1999). “Reinvention” refers to the changes or mod-
ifications made to an innovation following its adoption
and the processes by which the innovation is changed
by its adopters (Rogers 1995). Complex, process-based
innovations that are flexible enough to be reinvented to fit
the needs of an adopting organization are more likely to
be successfully assimilated into organizational routines.

Innovative information systems (IS) may simplify infor-
mation processing or analysis tasks, as when an organization
adopts a new enterprise system, or the innovative informa-
tion system may provide access to new data, combinations
of data, or new analytical tools, as would be the case when
supply chain partners introduce an interorganizational
system to share data between buyers and suppliers. The
new information system may not necessarily utilize new
technologies, but is considered an innovation because it
enables changes to extant processes and workflows. Since
both expected and unexpected changes can take place, care
must be taken to align the IS innovation with critical
organizational tasks, as well as to nurture its adoption and
implementation processes (Yetton et al. 1999).

The more flexibility inherent in an IS-based innovation,
the more likely its reinvention will lead to (planned or
unplanned) sustainable improvements in organizational
work. However, innovation change agents must also ensure
that unmonitored or uncontained flexibility does not result
in unnecessary organizational churn or user confusion.
When the success of the innovation requires buy-in from
many organizations as is true with an interorganizational
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system, the innovation must be malleable enough to fit the
requirements, preferences and processes of each partnering
organization while preserving the purpose of the collective
entity. Striking a balance between the ability to customize
systems to individuals’ or departments’ needs (a key benefit
of IS flexibility) and information-sharing transparency (a
key benefit of uniformity) is an ongoing challenge for many
organizations.

This paper reports on a case study of a public health
interorganizational system which was initially designed
and promoted as an early detection tool for bio-terror
attacks and subsequently was modified to serve a broader
and more routine public health purpose: identifying geo-
graphic clusters of communicable disease outbreaks. By
examining the interplay among emergent political and
organizational dynamics and technical properties of the
BioSense system, we shed some light on the decisions and
processes that led to the reinvention of this interorgani-
zational innovation.

The paper is organized as follows. First we review prior
studies of innovation, with a focus on key findings about
reinvention and related processes affecting or resulting from
interorganizational system innovations. We explain the
methodology employed for the case study, and then describe
the BioSense initiative, including the context for, design
and development of, adoption and early experience with
this interorganizational system and reinvention events that
took place in the mid-to-late 2000s. We discuss our findings
in light of the reviewed literature and offer suggestions
for further research on reinvention of interorganizational
systems.

2 Literature review

2.1 Diffusion and reinvention of innovations

Innovation diffusion theory proposed that adopters—
whether individuals or organizations—sometimes adapt or
“reinvent” an innovation as they gain experience using it
(Rogers 1995; see also Rice and Rogers 1980). Herein, we
prefer Rogers’ term “reinvention” to refer to these innova-
tion changes, to distinguish our work from prior IS research
where the term “adaptation” describes how organizational
processes and procedures are changed to accommodate the
innovation, without actual changes to the IT artifact itself
(see for example Cooper and Zmud 1990). Reinvention
usually enhances the likelihood of an innovation’s accep-
tance and further diffusion. Reinvention may affect an
individual user (as when an individual customizes software
developed by someone else to suit his/her specific require-
ments) or an organization (as when a new scheduling
system is introduced to reduce patient waiting time in a

medical facility, then modified to better suit the needs of the
adopting organization and/or its users).

Rogers (1995) proposed that reinvention can be spurred
by a variety of factors, including:

& Changes in adopters’ knowledge about what the
technology can do.

& Adopters’ attempts to simplify innovations that are
perceived as overly complex.

& Adopters’ need to customize a general-purpose tool.
& Adaptation to multiple problems.
& Local “pride of ownership.”
& Encouragement (or pressure) by a change agent.

Although Rogers called for further research on reinven-
tion especially from an organizational perspective (versus
user-adopted technologies, which have been extensively
studied), few researchers have focused on reinvention. Hays
(1996) studied how state policies enacted as laws were
reinvented as they were diffused into subsequent states,
finding that policies were reinvented based on a combina-
tion of social learning, political characteristics, and contex-
tual factors. Lewis and Seibold (1993) consider two
components of innovation reinvention, distinguishing be-
tween fidelity (how well the reinvention matches the
original intent of the design or intended use) and uniformity
(referring to the degree of similarity of use across users).
They illustrate their framework in a single organization by
studying characteristics of adopting individuals. When
considering an innovation that is intended to be adopted
by a large number of potentially dissimilar organizations,
studying both aspects of fidelity and uniformity at the
organizational level is likely to increase understanding of
the importance and complexity of reinvention in a large-
scale diffusion (informal) or dissemination (formal) effort.

2.2 Interorganizational systems and reinvention

Many studies have examined individuals’ and businesses’
decisions to adopt or not to adopt various IS innovations
(e.g., Chen et al. 2004; Plouffe et al. 2001; Tan and Teo
2000) as well as potential adopters’ propensity to innovate
(e.g., Agarwal and Prasad 1998) and their post-adoption
attitudes and behavior (e.g., Karahanna et al. 1999;
Parthasarathy and Bhattacherjee 1998). Yetton et al. (1999)
are careful to distinguish between innovation character-
istics that are more likely to impact individual task
performance, and implementation processes that are apt
to affect group task performance. However, few studies
(e.g., Tyre and Orlikowski 1994) focus on information
systems reinvention.

One paper, which examined several case studies of the
adoption and use of Efficient Consumer Response (ECR)
technologies, hinted at reinvention in its conclusion that
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“Each organization will enter into a complex series of
interactions with other parties in its industry group …
[during which] organizations’ knowledge and perceptions
of ECR will change, their capabilities will change, and their
interactions with industry partners will change.” (Kurnia
and Johnston 2000, p. 315). This study also emphasized the
importance of understanding the processes related to
interorganizational innovations, and the emergent nature
of the system evolution.

Other studies also suggest that IS innovations, as compared
with other innovations, are especially susceptible to reinven-
tion. Drawing on earlier work on “intellectual technologies”
(Curley and Pyburn 1982; see also Wildemuth 1999), Lee
(1999) notes that, unlike traditional industrial technologies –
which, due to physical limitations, only support a narrow
range of functions – information technologies are inherently
flexible and their uses are constrained primarily by the skills
and imagination of designers and users. This flexibility is a
central property of IS, and Lee calls for further research on
the implications of this flexibility.

If flexibility/adaptability is a central property of IS, then
reinvention should be a central concern of research in the
diffusion-of-innovations stream. However, as noted earlier,
most studies in this stream of IS research focus on
individual users’ decisions to adopt new technologies.
Fewer studies closely examine reinvention processes or
outcomes, either in intra-organizational or interorganiza-
tional contexts. One review of the extensive diffusion-of-
innovations literature (Chin and Marcolin 2001) concludes
that while much attention has been given to factors
affecting potential adopters’ attitudes and intentions, further
study is needed on “the technological context and inter-
actions such as interface design, data structures, training,
and actual usage behavior...” (p. 9, emphasis added).
Studying the adoption and use of interorganizational
systems by collaborating organizations will give researchers
insights into the complex world in which both the
characteristics of the technology-based innovation and its
implementation process combine to determine the role of
reinvention in its long term sustainability.

2.3 The special case of health care

Although in many ways health care works under a
“business” model, its social mission and public nature lead
to many different organizational characteristics that are
more complex than would be found in a corporate
environment. For example, health care professionals must
contend with extensive external vigilance (e.g., laws,
regulations and government oversight) and unique funding
structures (a mix of internal and external sources, the latter
usually limited to specific capital projects and loaded with
financial and operational restrictions). In addition, unlike

the corporate or government sectors, multiple hierarchies
exist in the social networks of the medical professions
(West et al. 1999; Dopson et al. 2002). Doctors have flatter,
more informal networks than nurses’ hierarchical ones.
As a result, doctors are more likely to be effective at
influencing peers to adopt or reinvent innovations. These
social networks are a dominant means for diffusion of
innovation in health care. With their complex organization-
al structures, tangled regulatory oversight and irregular
opportunistic funding for innovations, the health services
arena provides a rich and complex background in which
to study innovation reinvention and diffusion.

An extensive literature exists on the diffusion of innova-
tion in health services delivery (e.g., Berwick 2003). Two
recent reviews (Greenhalgh et al. 2004; Fleuren et al. 2004)
examined hundreds of published articles; each review
proposed a model for enhancing the success of health
related innovations and improving the quality of publica-
tions in this area. The Greenhalgh et al. article concludes
with an extensive list of research questions, two of which
are particularly relevant to the study related in this paper.
They are:

“How do innovations in Health Service organizations
arise, and in what circumstances? What mix of factors
tends to produce ‘adoptable’ innovations (e.g. ones
that have clear advantages beyond their source
organization and low implementation complexity
and are readily adaptable to new contexts)?”

“How are innovations arising as ‘good ideas’ in local
healthcare systems reinvented as they are transmitted
through individual and organizational networks, and
how can this process be supported or enhanced?”
(p. 617)

This paper addresses these questions by reporting on a
case study of an innovative interorganizational system
(BioSense) and its subsequent reinvention by its users. We
use Rogers’ list of factors supporting reinvention to
structure the discussion of the fidelity and uniformity of
the innovation within the processes it supports in adopting
organizations.

3 Methodology

The BioSense case study was part of a larger study of inter-
agency information sharing in eGovernment (Fedorowicz et
al. 2006). Data were gathered by several means:

& review of documents available on the U.S. Centers for
Disease Control and Prevention (CDC) web site.

& review of Congressional testimony by members of the
U.S. public health community, including the CDC.
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& review of other documents available from public
sources (journal articles, news accounts, conference
presentations).

& interviews with three key informants in 2005–2006: a
statistician at the CDC who played a significant role in
designing the BioSense system, and two physicians
with public health and statistics training who worked in
clinical informatics at two participating hospitals who
were key players in the diffusion of BioSense.

A semi-structured interview protocol was utilized, based
on a framework that guided all case studies in the larger
project. (See Appendix.) In interviews lasting one to two
hours each, informants were asked to describe their role in
BioSense and other public health informatics and/or
surveillance initiatives and to discuss political, administra-
tive and technical challenges, as well as their thoughts on
directions for future interorganizational systems in this
domain. The interviews were recorded and professionally
transcribed. The authors compared the interview data with
the publicly-available sources (from the CDC website,
Congressional testimony, and other sources) to triangulate
on a timeline of events and key facts about BioSense and
related initiatives.

Beyond establishing the facts of the BioSense case, our
analysis of the data utilized an inductive, grounded theory
approach. Using the constant-comparative method of
analysis (see Strauss and Corbin 1998) the authors
reviewed the data for themes and sub-themes. Analysis
started with identification of informants’ views regarding
political, administrative, and technical aspects, as set forth
in our interview guide (Appendix). Then, consistent with
grounded theory, the authors utilized open coding to
identify portions of the interview and other data that did
not readily fall into the pre-defined categories, along with
puzzles and apparent contradictions in the accounts of
events and perspectives. Two of the initial informants were
re-contacted—one via email and the other via several
telephone conversations – for clarification of some of these
open issues; they were encouraged to add further comments.
A case history was then prepared, which was reviewed by
two of our informants. Minor changes were then made based
on their clarification of events and perspectives.

4 The disease surveillance context

In public health, “surveillance” is the systematic gathering
of data about disease outbreaks, so that priorities can be set
for dispensing vaccines and medicines, instituting quaran-
tines or taking other measures to contain an outbreak and
conduct follow-up work. Surveillance is not new; the

United States began monitoring cholera, smallpox, plague
and yellow fever in 1878. In 1928 all states were required
to report on 29 “notifiable” diseases, and in 1961 CDC was
given responsibility for aggregating and publishing the
states’ surveillance data. Unfortunately, many diseases are
tracked via separate data collection processes and systems,
leading to a proliferation of incompatible applications and
databases (Potts and Fraser 2000, p. 5). Realizing that these
incompatibilities place constraints on the ability of states to
collaborate during widespread outbreaks, many public
health experts have called recently for greater coordination
in traditional public health surveillance activities.

In 1996 the CDC formed a Health Information and
Surveillance Systems Board to coordinate public health
surveillance efforts, with broad representation from state
and regional public health agencies. In 1999 development
of the specifications for a national Internet-based Health
Alert Network began, and planning soon followed for
development of a National Electronic Disease Surveillance
System (NEDSS). CDC announced in 2000:

“NEDSS will electronically integrate and link together a
wide variety of surveillance activities and facilitate
more accurate and timely reporting of disease informa-
tion to CDC and state and local health departments. …
NEDSS will include data standards, an Internet based
communications infrastructure built on industry stand-
ards, and policy-level agreements on data access,
sharing, burden reduction, and protection of confiden-
tiality.” (Potts and Fraser 2000, p. 7)

Traditional public health disease surveillance, while
vital, operates at a slow pace based on verified outbreaks
of notifiable diseases. It is not very effective in responding
quickly and effectively to outbreaks of rapid-onset, highly
contagious diseases. For example, in 1993 a waterborne
parasitic infection in Milwaukee sickened 400,000 and
killed 100 people (Foldy 2004). This traumatic event sparked
several local early detection initiatives in that region, but
over the next decade little progress was made on a
nationwide basis. According to Centers for Disease Control
and Prevention Director Dr. Julie Gerberding, traditional
surveillance procedures, which aim to confirm that a
particular disease is involved, emphasize data accuracy and
completeness at the expense of timeliness. Dr. Gerberding
stated that during the post-9/11 anthrax attacks in fall of
2001 “the style of not wanting to make a decision until you
have all the data gathered and you have the nice tied-up
package was a deterrent to effective decision making on a
day-to-day basis” (as quoted in Altman 2002; see also
Henning 2004; Stolberg and Miller 2001).

Criticism of CDC’s problematic response to the 2001
anthrax attacks helped to direct lawmakers’ attention to the
need for a new kind of surveillance system that would focus
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on potential bio-terror attacks. In contrast to traditional
surveillance which uses data about confirmed diagnoses,
near real-time syndromic surveillance aims to “identify
illness clusters early, before diagnoses are confirmed and
reported to public health agencies, and to mobilize a rapid
response…” (Henning 2004, p. 7). As compared with
disease surveillance, syndromic surveillance analyzes the
symptoms that patients are experiencing (versus confirmed
diagnoses, which of necessity come later). With this context

in place, we now introduce Biosense, followed by a
discussion of its reinvention led by its early adopters and
proponents.

5 Background on bioSense and other surveillance projects

In 1999, a Real-time Outbreak and Disease Surveillance
System (RODS) was under development at the University
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Case reporting: NEDSS (Nat’l Electronic Disease Surveillance System )  Public 

Secure communications:  Epidemic Information Exchange    Health 
Analysis and interpretation:  BioIntelligence    Information 
Information dissemination/knowledge management    Network 
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Fig. 1 BioSense in Relation
to Other U.S. Public Health
Activities. Source: http://www.
cdc.gov/phin/component-
initiatives/BioSense/

Table 1 Timeline for BioSense and Related Public-Health Systems

1878 Congress authorizes US Marine Hospital Service to monitor cholera, smallpox, plague and yellow fever.

1912 First summary of Notifiable Diseases from 19 states.

1928 All states provide monthly summaries of 29 Notifiable Diseases.

1961 CDC assumes responsibility for notifiable disease data collection and publication.

1993 Steering Committee on public health information and surveillance system development.

1997 First Electronic Laboratory Reporting meeting.

1999 Public Health Data Standards Consortium forms to explore “implications of HIPAA … for … public health and health services research.”

National Electronic Disease Surveillance System (NEDSS) project launched.

Real-Time Outbreak & Disease Surveillance (RODS) system under development at U. of Pittsburgh Medical Center.

Real-time syndromic surveillance system proposed by Children’s Hospital Medical Center/Harvard Medical School.

2000 NEDSS Architecture V1.0 and Public Health Conceptual Data Model V1.0 published.

2001 NEDSS assessment and planning phase started in 43 locations. NEDSS Architecture V2.0, Logical Data Model Overview V1.0, and
Logical Data Model Data Dictionary published.

September 11 attacks on World Trade Center and Pentagon.

2002 CDC recommends that the American College of Emergency Physicians adopt NEDSS standards.

Public Health and Social Services Emergency Fund provides $1 billion for state and local public health preparedness.

BioSense syndromic surveillance project proposed.

2003 NEDSS Base System V1.01 released and made available to all states.

New $1 billion preparedness award to states and public health agencies, with stipulation regarding PHIN standards.

BioSense project receives initial funding.

2004 In Congressional testimony on July 14 CDC’s Claire Broome states that BioSense Part I is operational (Phase I pilot testing) and includes
data from an initial set of data providers such as DoD and the Veterans Administration.

2005 PHIN Preparedness Early Event Detection Functional Requirements V 1.0 published: “Describes the PHIN functional requirements for
systems implemented to collect, integrate, and analyze data from heterogeneous information sources for the early discovery of a potential
public health emergency.”

2006 BioSense application V1.x is released.

349 hospitals send near real-time chief complaints data; Indiana becomes first state to connect to BioSense.

2007 In July, BioSense V2.10 released.

2008 BioSense reported collecting data from 432 hospitals, 327 DoD facilities, 813 VA facilities, in 10 states.
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of Pittsburgh Medical Center (Wagner, et al. 2004). In the
same year, Harvard Medical School physicians in the health
care informatics program at Children’s Hospital Medical
Center in Boston began developing a pre-diagnostic
syndromic surveillance system. Both initiatives involved
capturing patient chief complaints data. Dr. Kenneth Mandl
recalled that interest in bio-terror surveillance was already
rising before September 11, 2001 and accelerated rapidly
after the attacks:

“I started the bio-surveillance program here in 1999
after discussions with DARPA and the Hopkins
Applied Physics Lab. It was a very early concept at
the time. The Clinton Administration was interested
in … protecting the public against bio-terrorist threats
[by] … the use of medical and “nontraditional” data
sources for purposes of surveillance. [Based on a
proposal prepared in 1999] we received funding from
the Agency for Health Care Research and Quality in
2000 for a bio-preparedness contract. The work we
were doing became very, very popular in 2001. [Even
before the 9/11 attacks], early in 2001 the federal
commitment to bio-surveillance went from $50
million a year to more like $300 million a year. After
the attacks in 2001, things really heated up. Since we
were already on the ground and running, we expand-
ed quite rapidly and I developed a contract with the
Massachusetts Dept of Public Health to run the
Massachusetts Surveillance System (MSS).”

Thus, before September 11, 2001, work was already
underway (in Boston and Pittsburgh) to develop regional
syndromic surveillance systems for rapid detection. At the
national level, efforts were initially focused on developing
standards and common systems for traditional disease
surveillance, but after the 9/11 anthrax attacks the CDC
sponsored work on real-time pre-diagnostic syndromic
surveillance at the national level, with the BioSense
system.

The BioSense project was proposed in 2002 and for-
mally funded in spring 2003, shortly after the beginning of
the war in Iraq. Two other national bio-terrorism initiatives
were also funded: BioWatch, a network of sensors which
capture air samples in key cities to detect known bio-terror
agents; and BioShield, which aims to rapidly develop,
move and store vaccines and therapeutics such as anti-
biotics as soon as an outbreak is identified. Figure 1
illustrates the relationship of BioSense with other U.S.
public health activities and systems. NEDSS is responsible
for routine disease surveillance (primarily the traditional
but consolidated notifiable disease program, which empha-
sizes reporting of confirmed disease outbreaks), while Bio-
Sense is for syndromic surveillance, i.e., less precise early
detection, based on chief complaints, laboratory orders and

other data that help identify symptom clusters (Henderson
2003).

Table 1 (above) summarizes the evolution of disease
surveillance and related work that led to the launching of
BioSense. With this background on the mission and motiva-
tion for developing Biosense, we turn now to an examination
of how the system and its users adapted to meet a wider
spectrum of individual and societal needs.

As initially envisioned the focus of the CDC BioSense
initiative was on developing an early detection tool for
bio-terror attacks. The idea was to quickly identify clusters
of patients with symptoms related to known biological
agents in eleven syndrome groups (fever, respiratory, gas-
trointestinal, lymphadenitis, specific infection, localized
cutaneous lesion, rash, neurologic, botulism-like illness,
hemorrhagic illness and severe illness or death; see Ma et al.
2004).

BioSense was designed to identify a medium to large
scale bio-terrorism outbreak rather than a small-scale/
narrow scope attack (such as the anthrax-by-mail attacks
that occurred in the aftermath of 9/11) which would likely
be picked up by alert clinicians. According to one source,
“The principal underlying premise … is that the first signs
of a covert biological warfare attack will be clusters of
victims who change their behavior because they begin to
become symptomatic.” (Mandl, et al. 2004). From participat-
ing hospitals and clinics, BioSense would capture pre-
diagnostic data such as chief complaints (a “chief complaint”
is the primary symptom that a patient describes upon arrival
at an emergency room or clinic) and laboratory orders
(which reveal what evidence the doctor is looking for, as
compared with lab test results, which help to confirm the
doctor’s hunch). Chief complaint and lab order data were
already being captured and stored in electronic form at many
hospitals and clinics. The BioSense interorganizational
system included tools to aggregate data from multiple
locations and to perform statistical analyses that would help
to identify abnormal clusters of chief-complaints symptoms,
lab orders, and other indicators of bio-terror attacks (Loonsk
2004; Loonsk et al. 2004; Ma et al. 2004; Mandl, et al.
2004). Data would be captured in near-real time, aggregated
daily, and analyzed once a week unless an unfolding
situation warranted a quicker analysis.

BioSense participants included Department of Defense
(DoD) hospital emergency rooms and clinics, Veterans
Affairs (VA) emergency departments, VA clinics, and Lab
Corp testing locations and patient service centers. When
Phase I pilot testing began in 2004 (Gerberding 2005) the
following data were captured: diagnostic codes for chief
complaints in DoD and VA clinics and emergency rooms
(up to four codes per patient), several medical procedure
codes, laboratory test orders (about 340,000 specimens
from Lab Corp daily), and BioWatch sensor data. As of
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2008, the BioSense system collects data from 432 hospitals,
327 Department of Defense facilities, and 813 Veteran’s
Administration facilities in 10 states.

6 The reinvention of BioSense

BioSense was an IS innovation that was reinvented in
several ways following its adoption. As discussed in the
literature review, Rogers (1995) found that reinvention can
be spurred by one or more of six factors: Changes in
adopters’ knowledge about what the technology can do,
adopters’ attempts to simplify innovations that are per-
ceived as overly complex (“simplification”), adopters’ need
to customize a general-purpose tool (“customization”),
adaptation to multiple problems, local “pride of owner-
ship”, and encouragement (or pressure) by a change agent.
Consistent with Rogers, we found evidence of reinvention
corresponding to many of these factors. Recognizing that
not all of these factors pertain to the reinvention of a
particular innovation, in the following sections we emphasize
where and how these factors come into play as we present how
Biosense was adapted by its users and designers. To begin, we
note adaptation-related issues related to the fidelity and
uniformity of the BioSense innovation, in its dissemina-
tion among adopting organizations.

6.1 Fidelity to mission and uniformity of use

When proposed in 2002, BioSense was planned as an early
detection tool for bio-terror attacks, using “real-time
syndromic surveillance.” As users learned about how the
system worked (signaling changes in adopters’ knowledge),
some began to doubt the system’s ability to achieve its
intended goal of real-time detection. Several argued that an
alert physician was more likely to note an early instance of
symptoms indicating a possible bio-terror attack or unusual
disease outbreak, as had happened in the 2001 anthrax
attacks. So, very early in the BioSense rollout, the first shift
came in re-articulating the goal of BioSense away from
noting the first instance of an occurrence of symptoms that
might point to an outbreak, to what the designers referred to
as “situational awareness”: using data to confirm (or
disconfirm) an outbreak, to pinpoint where resources are
most needed and to direct resources away from localities
that do not show clusters of chief complaint symptoms.
BioSense rapidly delineates geographic clusters of diseases
or symptoms, and (even more important, in the view of one
informant) helps to verify that a possible cluster is not cause
for concern. Our informants emphasized also that BioSense
was designed to spot geographic and time trends in
sanitized (or de-identified) data, not to reveal nuances of
individual patient data.

Thus, as adopters gained more knowledge about the
system, they were able to adapt its use to be more
effectively employed, reflecting in this instance a small
shift away from the system’s initial mission of “first
detection” to “situational awareness.” Later, its mission
and design were broadened further to support more routine
disease surveillance activities (such as quickly identifying
clusters of patients with symptoms of flu), representing a
significant departure from its original intent (illustrating its
adaptation to multiple problems). Below, we discuss the
factors that led to this and other further changes of mission
(infidelity) and its use in both bio-terror and natural
epidemic detection (reduction in uniformity).

Public accounts reveal changes in participants’ views
about BioSense. In 2003, Joseph Henderson, the CDC’s
Director of the Office of Terrorism Preparedness and
Emergency Response, in testimony before a Congressional
committee stated: “BioSense is being developed to support
early event detection activities associated with a possible
bio-terrorism threat” (Henderson 2003). As time passed and
criticism intensified, participants came to realize that the
BioSense tools that allowed chief complaints data to be
shared and analyzed among hospitals could, with some
modification also be used to confirm suspicions of naturally-
occurring outbreaks, such as SARS or West Nile virus, as
well as food- or water-borne contamination and other
communicable diseases. By 2004, the CDC’s CIO, Jim
Seligman, was quoted as follows (Wolfson 2004):

“We want to make sure the investments we make for
terrorism will benefit daily public health, whether we
have an event or not. We are trying to avoid building
another stovepipe system that would only apply to
terrorism and would sit idle 99.9 per cent of the time.
The surveillance we are doing for a bio-terrorism
event will certainly pick up a naturally occurring event
at the same time.”

Seligman’s encouragement of reinvention shows how
BioSense’s designers were accepting of changes to its
initial mission, in that they promoted flexibility of design
(reducing fidelity to the original mission) and use (reducing
uniformity of user domains). By doing so, he increased the
likelihood of institutionalizing the system by promoting its
use in routine situations, and it was no longer reserved for
detection of very unlikely events.

An article published in 2004 reflected the change in
mission for BioSense. The article noted that when consid-
ering new data sources for the system, the following criteria
were employed (per Loonsk et al. 2004, emphasis added):

& Demonstrated utility in revealing outbreaks
& Already available and coded, using the HL7 standard

(free text is not currently included)
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& No manual reporting required (early experience
revealed that busy ER physicians and nurses will not
comply with additional data-entry steps)

& National coverage
& Available in near real-time (in digital form)
& Care-related (priority: procedures that rely on “judg-

ment of trained clinical personnel”)
& Dual-use (helpful both for identification of a bio-terror

attack and a natural outbreak)
& Reasonable cost

Earlier presentations about BioSense had not listed the
“dual-use” criterion. Asked about this, an informant explained
that in the absence of bio-terror attacks, a consensus had
developed among participating hospitals, statisticians and
public health officials that they should expand (or customize,
in Rogers’ terms) the system to include symptoms and
complaints associated with naturally-occurring outbreaks.
With this move to officially condone the dual uses of the
system, its designers became supportive change agents for
BioSense’s institutionalization into users’ routine processes.
The timing was right: no doubt the implications of the SARS
epidemic abroad was not lost on the BioSense participants,
and over the next few years the threat of Avian Flu was also

of great concern worldwide. In fall 2006 one interviewee
described the change in focus as follows:

“For a few years people were saying ‘The only thing
BioSense is any good for spotting is influenza.’ Now
it’s like, ‘Holy cow, this is good for influenza!’
There’s a lot of federal pressure on BioSense to beef
up in preparation for monitoring Avian Flu. Last year
you could say, ‘oh it’s just influenza.’ This year we’re
very concerned about influenza.”

Here, the “federal pressure” reflects the encouragement
of the funding source acting as a change agent for adapting
BioSense’s mission to cover more routine situations. Yet
a third potential focus shift was hinted at when one
interviewee noted that the statistical tools used in BioSense
to analyze human syndromes could be applied to outbreaks
among animals. If enacted, this would be an even more
significant example of adaptation to multiple problems,
and would be a more severe example of a uniformity
departure than the shift from bio-terrorism to naturally
occurring epidemics.

Thus, while the initial intent was narrowly focused on
the design and use of BioSense for detecting bio-terror

Fig. 2 2008 View of BioSense Showing its Broader Mission and Expanded Scope (Biosense Fact Sheet 2008)
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attacks, today BioSense has a broader, more routine public
health mission, and some participants are exploring a
further broadening to include animal outbreaks.

BioSense has continued to evolve as it becomes more
widely adopted and as complementary technologies (Chircu
and Kaufman 2000) become available to support an even
more ambitious mission. As can be seen in Fig. 2, the
mission of BioSense has recently been reinvented yet again
in response to changes in the environment. Going forward,
BioSense will aim to “comprehensively monitor the health-
care system of the United States for evidence of acute
health threats to the public” by focusing on “early event
awareness, health situational awareness, and public health
response” (Lenert 2008). As can be seen in Fig. 2, the CDC
is proposing to set up regional collaboratives to work with
health information exchanges (HIEs) and regional health
information organizations (RHIOs), to collect and analyze
clinical data identifiable at the facility level. These new
organizations represent pressure by the CDC acting as a
change agent to adapt BioSense to an even broader set of
problems, again demonstrating the flexibility of the system
to fit the processes designers and users want it to support.
This flexibility permits changes to operational processes in
addition to technological enablement, as seen in the next
section.

6.2 Changes to systems and processes

Yetton et al. (1999) noted that successful adoption at the
individual level more frequently involved adjusting inno-
vation characteristics to individual task needs, and at the
group level, innovations are significantly impacted by
their implementation processes. Individuals’ reactions to
BioSense clearly demonstrated the need for simplifying
data entry. Minimization of manual input was considered
especially important. Early syndromic surveillance efforts
relied on doctors, nurses and administrators to manually
fill out checklists of symptoms and other data. This was
found to be infeasible; clinicians feel they are simply too
busy providing care to take extra time to record informa-
tion that is not immediately valuable to them. One doctor
noted: “If for your bio-surveillance system you require a
nurse, administrator or physician to click off new data
elements on a daily basis or a per patient basis—even
worse!—you’re no longer in business.”

Fortunately, in the early years of this century electronic
medical records became more pervasive, and in turn more
data thus became available in encoded digital form for the
BioSense effort, enabling adopters to simplify the BioSense
data capture processes and to increase the likelihood of its
success. Still, slow progress in health-care standards-setting
efforts for free-text clinical descriptions posed an impedi-
ment. While much clinical transaction data is now recorded

in the national HL7 standard, free-text descriptions of chief
complaints are not yet standardized (there is not yet a fully
standardized nomenclature for physicians to describe what
they hear from their patients). The codes for various
procedures and tests are also not yet uniform; while these
tend to be homogeneous within a care setting, they are not
standardized across settings. Thus, the BioSense system
and its related processes are constrained by the need for
changes in health-care processes and systems to yield better
and timelier information for rapid analysis.

Another challenge pertained to incompatibilities between
syndromic surveillance based on pre-diagnostic data such
as chief complaints, versus traditional public-health processes.
This represented an impediment to adopting BioSense, as
users were concerned about how its use might require
changes to existing processes. One interviewee explained:

“Public health procedures are geared to receiving a
single notification of a possible outbreak, during
working hours. And, their processes are not designed
for rapid reaction to outbreak news. The emphasis is
on telephoning individual clinicians, with a focus on
individual-case follow-up.”

Designers were called upon to reiterate that “most of our
efforts are really not just in counting cases, but in seeing
trends and corroborating.” Users needed this encouragement
to be able to distinguish between BioSense’s syndromic
surveillance methods and processes and prior public health
efforts in disease surveillance.

More recently, BioSense designers have begun to take
steps toward integrating BioSense with the National
Electronic Disease Surveillance System (NEDSS), bringing
together syndromic pre-diagnostic (e.g., chief complaints,
lab orders) and diagnostic (e.g., lab results, physician
diagnoses) data (Lenert 2008). This illustrates the continued
pressure by adopters to advance the use and usefulness of
BioSense by further customizing the tool and expanding its
reach beyond its initial mission (infidelity). Because it is a
public good commodity, Biosense designers must consider
both these users’ needs and the needs of society as a whole
in establishing its mission and design, as discussed in the
next section.

6.3 Change agents in the implementation process

Rogers proposed that reinvention sometimes occurs thanks
to encouragement by a change agent and this turns out to
be critical within health care. Early proponents included
physicians and others who were recognized nationally for
their leadership in health information. These champions
took advantage of their considerable professional social
networks to advocate for system adoption. However, we
note that multiple change agents (CDC, state and local
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public health officials, the media) exerted both positive and
negative political pressures which affected the reinvention
of BioSense. For example, the addition of the “dual use”
criterion in 2004 could well have been motivated by a
desire to find common ground with critics.

There were also other political issues. As noted earlier,
following the 9/11 attacks (and post-9/11 anthrax attacks as
well as the Iraq War) the total amount of funding for
syndromic surveillance increased greatly. In turn, however,
this engendered competition as various parties sought to
protect their turf. Some funds that were previously ear-
marked for states were transferred to the CDC, which
generated some controversy, illustrating the pull of local
pride of ownership of a patchwork of systems vs. the added
benefits of a national integrated effort. Seth Foldy, M.D., a
spokesperson for the National Association of County and
City Health Officials, testifying in 2004 before the U.S.
House of Representatives articulated the need for improved
information sharing between health care providers and
public health and safety officials:

“In the setting of a communicable disease, a covert
bio-terrorism attack, or an environmental emergency,
poorly informed decisions by either party result in
missed opportunities to prevent injury or illness,
sometimes on a massive scale…. Improving the
timeliness, completeness, and accuracy of information
exchange in both directions is a critical goal …”
(Foldy 2004).

Another controversial aspect centered on participants’
expectations about the likelihood of future bio-terror
attacks. The fall 2001 anthrax attack was only the second
deliberate large-scale bio-attack in U.S. history (the first
was the contamination of Oregon salad bars by a cult in
1984; see Mishra, 2001). As of this writing, the U.S. has
seen no large-scale bio-terror attacks since 2001. As time
passed, public health officials and informatics coordinators
at participating hospitals became concerned that criticism of
the initiative might intensify along with the public’s
perception that bio-terror was unlikely to affect them. By
increasing the call for BioSense to expand beyond its initial,
limited mission, this array of change agents encouraged
expansion of the system to cover additional problems,
further demonstrating the adaptability of the underlying
initiative.

Foldy also criticized BioSense as competing with the
broader consolidated Public Health Information Network
that was far from completed:

“BioSense … is a worthy, if highly experimental,
project for the nation. However, it is essential to
remember that it will be local health departments that,
when alerted to abnormal disease trends, will do the

legwork to validate such suspicions and actually
manage the outbreaks. Reduced funding for state
and local agencies defeats the overall vision. We urge
Congress and the Administration to support instead
the larger CDC vision of a Public Health Information
Network (PHIN), an enterprise model of information
management across local, state, and federal systems,
not just a single component. Both nationwide projects
and local capacity need support, not one at the
expense of the other.” (Foldy, July 2004)

As of 2008, the CDC has plans to incorporate regional
versions and act as a national “broker” for surveillance data
(Lenert 2008; also see Fig. 2). This reflects a move to
integrate with the myriad of linked public health monitor-
ing systems envisioned by the CDC, Congress and the
Department of Homeland Security. With these longer range
objectives, the collection of surveillance systems with which
individuals and organizations interact will employ common,
combined and automated data feeds, in effect simplifying
input requirements and user effort. The continued reinven-
tion of BioSense into a regionally-based and thus customized
component of the country’s larger public health surveillance
system demonstrates the flexibility of the program and its
success as a sustainable means to addressing this complex
problem.

7 Limitations

This case study relied on information in publicly available
sources, triangulated against information obtained in inter-
views with three key informants. While these informants
were well positioned to provide useful insights, we are
certain that much more could have been learned had we
been able to interview a greater number of BioSense
participants. To fully analyze the BioSense case, it would
be necessary to closely observe participants’ behaviors and
concerns during its implementation. In contrast, we relied
on a limited number of interviews coupled with information
found in public accounts.

Since innovation diffusion is a dynamic process, an ideal
research design would be longitudinal. For example, a
study reported by Tyre and Orlikowski (1994) revealed that
the process of reinvention (which they termed “technolog-
ical adaptation”) was heavily influenced by timing, with the
greatest amount of reinvention taking place shortly after
adoption. Routinization subsequently led “the technology
and its context of use to congeal, often embedding
unresolved problems into organizational practice.” Rather
than observing a process of continuous adaptation (as was
predicted by many in the literature) Tyre and Orlikowski
observed long periods during which the innovation was not
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changed, punctuated by occasional short-lived episodes of
reinvention. Thus, longitudinal studies remain the gold
standard for learning about post-adoption behaviors includ-
ing reinvention.

Also, organizational and interorganizational IS innova-
tions are more likely to be complex than other innovations
and thus require a steep post-adoption learning curve
(Fichman and Kemerer 1997; Purvis et al. 2001), which
could affect reinvention. Furthermore, to derive full value
from the adoption of an innovation, an organization may
need to invest in complementary technologies and process-
es (Chircu and Kauffman 2000; McAfee and Brynjolfsson
2008). So, while the properties of the focal innovation
can constrain or enable reinvention, it may well be that
the properties of the complementary technologies and
aspects of the complementary processes may also affect
reinvention.

8 Conclusions and call for research

BioSense is a good example of a flexible IS innovation that
users adopted and subsequently reinvented. It illustrates the
importance of attending to both users’ needs and require-
ments, and the implementation processes controlled by its
designers and other change agents. In health care, initiatives
need to balance user viewpoints against benefits to the
public good, a role undertaken by government change
agents. Thus, government support of public health initia-
tives is necessary to garner the funding for wide-ranging
interorganizational initiatives. Government involvement
also opens access to the vast pools of extant data as well
as attracting analysts and other users who would gain from
its public good benefits.

The BioSense system, as initially designed, provided a
flexible foundation that supported its subsequent adaptation
to other applications. The database, analytical tools and
coordination structures were aimed at bio-terror prepared-
ness, yet this foundation proved to be well suited (with
modifications) to a much wider range of applications which
were adapted over time to support the broader, syndromic
surveillance activities for influenza and other common
outbreaks. There is no indication in either the interview
data or the public record that these subsequent broader
applications were anticipated when BioSense was first
proposed. Yet as adopters began to work with the system,
and technology emerged that enabled broader and easier
application to other societal needs, many individuals
worked to expand the mission of the system and proposed
its use as a flexible tool for many types of analyses.

The BioSense case reveals evidence that is consistent
with Rogers’ observations about drivers of innovation
reinvention. His six factors contributing to innovation

reinvention (adopters’ knowledge, simplification, custom-
ization, adaptability, pride of ownership, and change agent
pressure) were clearly evident in the design and implemen-
tation of BioSense. There was no single stakeholder that
initiated the expanded mission of Biosense. Rather, knowl-
edgeable adopters reacted to the initial system with
suggestions for simpler design and less intrusive processes.
They recommended expanding the system to include
syndromic surveillance for rapid onset diseases such as
influenza and later for an even broader set of medical
conditions. Meanwhile, some stakeholders balked at replac-
ing locally developed efforts with one imposed on them by
a national body. Physician opinion leaders promoted and
eased implementation efforts among their professional
peers. The CDC and other change agents worked to meet
both user demands and societal needs for early detection,
regardless of the medical origin. The CDC, as initiator of
Biosense, worked with other change agents to obtain
mission-oriented funding.

Taken together, it is clear that many factors combined to
shepherd the system from its origin as a “good idea” to one
likely to achieve significant societal benefits. No single
concern or reaction determined the reinvention path taken
by Biosense. Instead, many stakeholders contributed to the
reinvention through the perspective of all six of Rogers’
factors, even while recognizing that the system’s adaptabil-
ity was a key contributor to its reinvention. These factors
served to reinvent the mission over time, leading to
increased flexibility by adapting Biosense to a broader
scope of problems. BioSense continues to be an important
tool for use in the (hopefully rare) event of a bio-terror
attack, but in addition it is already serving as a useful tool
for use by public health officials and clinicians in more
common outbreaks of naturally occurring acute diseases.
The increase in flexibility reduced fidelity to the initial
mission and reduced the uniformity of use by customizing
it for other purposes and groups of users.

What is the role of reinvention in the diffusion of
interorganizational systems? We return to the two questions
posed by Greenhalgh et al. (2004, p. 617) to highlight
BioSense findings that would answer this question:

“How do innovations in Health Service organizations
arise, and in what circumstances? What mix of factors
tends to produce ‘adoptable’ innovations (e.g. ones
that have clear advantages beyond their source
organization and low implementation complexity
and are readily adaptable to new contexts)?”

In this case, we saw a health service innovation arise as a
result of the convergence of a political opportunity and a
technological solution. On the medical side, we reported on
the work of a dedicated set of physician change agents who
recognized a gap in an important public health area and saw
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how information technology could assist in addressing it.
They used their extensive professional networks to obtain
funding to demonstrate how patient data could be repur-
posed to detect patterns among symptoms and treatments.
At the same time, the government was intent on finding a
way to address the homeland security fear of a bio-terror
attack, which loosed the purse strings to fund syndromic
surveillance projects. The critical events of 9/11 and the
anthrax scare plus the availability of data collected in health
care IS further helped to grown nascent programs. In the
case of Biosense, we see how political feedback, monitor-
ing of social and technology indicators, or the occurrence of
critical events can serve as the impetus for a public sector
initiative (Kingdon 1995).

Designers and supporters of the system were flexible and
encouraging in reaction to user requirements and needs.
The system itself was adaptable to expanding requirements
and user reticence to change processes. Every effort was
made to not impose additional costs (in time or money) on
adopting organizations, and both local and collective
benefits accrued from the system’s adoption.

One very significant “lesson learned” bears note here.
The system as originally envisioned was intended to detect
infrequent or even highly unlikely events (a bioterror
attack). Given the low likelihood of such an occurrence,
the added value of the system to any one locale could easily
be overshadowed by the added “cost” of complying with its
extensive data entry requirements. By extending its cover-
age to more detection of conditions that occur more
frequently (such as influenza), the value of the system
increased to adopting organizations. The incorporation of a
new BioSense Influenza Module for the 2008 flu season is
evidence of this transition (Lipowicz 2008). Indeed, prior
research has found that routine use of a system that also
supports emergency situations can greatly increase the
acceptance of such a system. For example, the public safety
network CapWIN was initially envisioned to support large-
scale emergency collaboration. It was only when its value
was demonstrated for day-to-day public safety support that
it gained a critical mass of adopters (Fedorowicz et al.
2006, 2007). Adopters and designers of BioSense reached a
similar conclusion when they added the “dual use” criteria
of supporting both bioterror attacks and natural outbreaks.

“How are innovations arising as ‘good ideas’ in local
healthcare systems reinvented as they are transmitted
through individual and organizational networks, and
how can this process be supported or enhanced?”

The case also clearly demonstrates the growth of a
‘good idea’ from its local roots (in Massachusetts and
Pennsylvania) to a national effort (BioSense) to the broader
network of linked surveillance systems planned for imple-
mentation in the next few years. In addition, the case

illustrates how users’ reactions to features of an innovation
can motivate changes, such as the need to repurpose
existing data to deal with users’ objections to collecting
any new data items.

The expansion of BioSense to cover both bio-terror
attacks and natural outbreaks, and from first awareness to
situational awareness, and finally from syndrome to disease
detection illustrate several stages of reinvention to address
multiple problem areas and the addition of other groups of
users. Because it is a large and complex interorganizational
system, the role of both internal and external change agents
became clearly evident. The case also shows the important
role of physicians’ professional social networks in the
diffusion process in health care. The involvement of physician
change agents, supportive politicians, and thoughtful users
was key, as they collectively implemented a system that
was minimally intrusive yet provided assistance for a
growing set of problem areas.

There are still many signs of adaptation, expansion, and
integration in the public health surveillance landscape.
BioSense continues to adapt and expand its operations. For
example, in 2008, plans included adding the new Influenza
Module, connecting to Health Information Exchanges and
the National Health Information Network, federating with
state and local surveillance data bases to create a national
system, and integrating lab reporting with NEDSS. NEDSS
itself is seeking funding to move into twelve remaining
states (Weiss 2008). Other efforts to detect disease out-
breaks continue to develop in parallel with Biosense.
Children’s Hospital in Boston is now promoting its new
system HealthMap, which scours Web sources using RSS
feeds to detect outbreaks around the world (Havenstein
2008). Thus, researchers will continue to be able to study
the development of biosurveillance systems over time, to
identify patterns of adaptation and better understand the
motivations for observed instances of reinvention.

Furthermore, the domain of emergency response adds a
special urgency to this stream of research. In the case of
BioSense, we are happy to report that our nation has not, at
this writing, experienced the sort of bio-terror attack for
which it was originally designed and for which it continues
to stand at the ready. However, should such an attack
occur, there would be great value gained in closely
studying how BioSense is used in the immediate aftermath
and whether such an event would lead the BioSense
designers and/or users to call for further changes in the
system or related processes (such as integration with the
BioWatch system, which utilizes sensors to capture air
samples suggestive of biological or chemical warfare). Our
results are highly suggestive that the phenomenon of in-
terorganizational systems reinvention is worthy of further,
and closer, attention, especially in the domain of emer-
gency response.
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Finally, we concur with Lee (1999), that the flexible
adaptability of information systems is an under-studied but
important phenomenon. The BioSense case leads us to
propose that reinvention of information systems is more
likely to occur, and the degree of reinvention is likely to be
more extensive, than would be true for other innovations.
This case illustrates the complexity of reinvention and
adaptation within interorganizational systems, particularly
the interplay of stakeholder inputs and reactions that can be
mapped within the reinvention framework. Given the
constellation of actors and events affecting systems
designed for interorganizational information sharing and
collaboration, we believe that in-depth longitudinal case
studies offer the most promising methodological avenue for

documenting and interpreting the diffusion of interorgani-
zational systems innovation.
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