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Abstract
With the fast growth of e-commerce, more people choose to purchase products online and 
browse reviews before making decisions. It is essential to identify helpful reviews, given 
the typical large number of reviews and the various range of quality. In this paper, we aim 
to build a model to predict review helpfulness automatically. Our work is inspired by the 
observation that a customer’s expectation of a review can be greatly affected by review 
sentiment and the degree to which the customer is aware of pertinent product informa-
tion. Consequently, a customer may pay more attention to that specific content of a review 
which contributes more to its helpfulness from their perspective. To model such customer 
expectations and capture important information from a review text, we propose a novel 
neural network which leverages review sentiment and product information. Specifically, 
we encode the sentiment of a review through an attention module, to get sentiment-driven 
information from review text. We also introduce a product attention layer that fuses infor-
mation from both the target product and related products, in order to capture the product 
related information from review text. Our experimental results for the task of identifying 
whether a review is helpful or not show an AUC improvement of 5.4% and 1.5% over the 
previous state of the art model on Amazon and Yelp data sets, respectively. We further 
validate the effectiveness of each attention layer of our model in two application scenarios. 
The results demonstrate that both attention layers contribute to the model performance, and 
the combination of them has a synergistic effect. We also evaluate our model performance 
as a recommender system using three commonly used metrics: NDCG@10, Precision@10 
and Recall@10. Our model outperforms PRH-Net, a state-of-the-art model, on all three of 
these metrics.
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1 Introduction

E-commerce has become an important part of our daily life. More and more, people 
choose to purchase products online. According to recent studies (Fullerton 2017; Kats 
2018), most online shoppers browse reviews before making decisions. It is essential for 
users to be able to find reliable reviews of high quality. To this end, several websites 
have implemented a voting mechanism that allows users to give feedback for online 
reviews. However, it is likely that users have yet to provide feedback on initial product 
reviews, and in the case of older products, recently posted reviews may not receive votes 
due to their low exposure. Therefore, an automatic helpfulness evaluation mechanism is 
in high demand to help users evaluates these reviews.

Previous works typically derived useful information from different sources, such as 
review content (Hong et  al. 2012; Martin and Pu 2014; Yang et  al. 2015), metadata 
(Fan et  al. 2019; Martin and Pu 2014; Mudambi and Schuff 2010), and context (Lu 
et al. 2010; O’Mahony and Smyth 2009; Tang et al. 2013). However, such features were 
extracted from each source independently, without considering possible interactions. In 
particular, previous approaches do not take into account the customer review evaluating 
process. A customer’s perception of helpful information of a review is affected by the 
sentiment of the review and what the customer already knows about the product. Before 
reading a review text for a product, the customer is very likely to be aware of back-
ground information such as star rating, product attributes, etc.

When a customer reads a review, the customer’s expectations may be affected by the 
sentiment of the review. If the review gives a low star rating, he may hold a negative 
opinion towards the item at first and mainly look into those aspects of the review sup-
porting the low star rating. Consider the following example:

I loved the simplicity of the mouse, ...and it was very comfortable ...About 
4 months of owning the mouse the scroll wheel seemed to be in always clicked in 
position, and would only stop after clicking it down hard for a couple seconds. I’m 
very disappointed with the quality of the mouse. ...

The above review has a star rating of 2 out of 5. For a review with an overall negative 
sentiment like this, we may pay more attention to its descriptions of bad aspects (text 
in italics) of the product than we do to the good aspects. Therefore, each word/sentence 
may contribute unequally to the helpfulness of a review, with regard to its sentiment. 
Although review sentiment has been previously explored (Huang et al. 2015; Martin and 
Pu 2014; Mudambi and Schuff 2010), previous works have not used review sentiment to 
identify useful information from review text.

In addition, the customer likely has some preconceptions of the product features they 
are most interested in. With these expectations in mind, the customer pays special atten-
tion to those aspects of the review text that they find most salient. For example, for a 
review of a computer mouse, we may expect to see the comments related to attributes 
such as hand feel, ease of use, scroll wheel and so on. Such attributes are considered 
helpful and garner more attention. Moreover, although the attributes that customers are 
interested in may be quite similar, the degree of importance of these attributes may vary 
from product to product. Consider the above review for example, here scroll wheel may 
be the most salient feature for the mouse. There have been earlier efforts (Fan et  al. 
2019; Hong et al. 2012; Liu et al. 2007) at capturing useful information from a review 
by considering product information. However, the unique aspects of each product 
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(different levels of importance of attributes, evaluation standard, etc.) were not fully 
identified in those efforts.

Our research focus is on evaluating the helpfulness of online reviews. We have explored 
two tasks: first, given a review, we evaluate if it is helpful or not. Second, for each product, 
we recommend the top n helpful reviews for users. As described above, we have insights to 
improve the performance of review helpfulness evaluation from two perspectives. There-
fore, we have to address the following two research questions: (a) Can the sentiment of 
a review be used to identify the helpful information from a review and improve review 
helpfulness evaluation? (b) Can product related attributes, especially the unique attributes 
of each product, be used to identify helpful information from a review and improve review 
helpfulness evaluation?

In this paper, we explore these research questions and address design and performance 
issues in previous approaches to evaluating the helpfulness of online reviews. We propose 
a novel neural network architecture to introduce sentiment and product information when 
identifying helpful content from a review text. First, we use a hierarchical bi-directional 
LSTM to generate sentence-level and review-level representations. Then we augment the 
model with two attention layers to encode the sentiment and product information, respec-
tively, into the review representation. The sentiment attention layer captures the sentiment-
influenced importance of each word/sentence in the review. The product attention layer is 
designed to capture important attributes of a review from both related products and the 
particular product under consideration. We combine the review representations learned 
from the two attention layers with the expectation that these representations will behave 
synergistically. This study extends the work in Qu et al. (2020), the main contributions are 
summarized as follows:

• To our knowledge, we are the first to propose that customers may have different expec-
tations for reviews that express different sentiments. We design a sentiment attention 
layer to model sentiment-driven changes in user focus on a review.

• We propose a novel product attention layer. The purpose of this layer is to automati-
cally identify the important product-related attributes from reviews. This layer fuses 
information not only from related products, but also from the specific product.

• We evaluate the performance of our model on two real-world data sets: the Amazon 
data set and the Yelp data set. We consider two application scenarios: cold start and 
warm start. In the cold start scenario, our model demonstrates an AUC improvement of 
5.4% and 1.5% on Amazon and Yelp data sets, respectively, when compared to the state 
of the art model. We also validate the effectiveness of each of the attention layers of our 
proposed model in both two scenarios.

• In addition, we evaluate the performance of our model from the perspective of recom-
mendations based on three metrics: NDCG@10, Precision@10 and Recall@10. Our 
model outperforms the state-of-the-art model PRH-Net designed by Fan et al. (2019) 
on all three of these metrics.

2  Related work

Previous studies have concentrated on mining useful features from the content (i.  e., the 
review itself) and/or the context (other sources such as reviewer or user information) 
of the reviews (Hong et al. 2012; Kim et al. 2006; Liu et al. 2007; Martin and Pu 2014; 
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Mukherjee et  al. 2017; Ocampo Diaz and Ng 2018; O’Mahony and Smyth 2009; Tang 
et al. 2013; Xiong and Litman 2011; Yang et al. 2015).

Content features have been extracted and widely utilized. They can be roughly broken 
down into the following categories: structural features, lexical features, syntactic features, 
emotional features, semantic features, and argument features (Hong et al. 2012; Kim et al. 
2006; Liu et al. 2017, 2007; Martin and Pu 2014; Mukherjee et al. 2017; Xiong and Litman 
2011; Yang et al. 2015). Structural features include the number of tokens and sentences, 
the percentage of question sentences, the star rating, and so on. They are related to struc-
tural properties and are used to reveal a user’s attitude towards a product. Lexical features 
including unigrams and bigrams are weighted by tf-idf to represent a text. Syntactic fea-
tures, such as the number/percentage of the verbs and nouns in a review, are used to cap-
ture the linguistic properties. Emotional features usually adopt 20 emotion categories from 
the Geneva Affect Label Coder dictionary. The frequency of each emotion category and the 
number of non-emotional words are counted as emotional features. For semantic features, 
researchers leveraged the existing linguistic dictionary INQUIRER to represent a review in 
semantic dimensions (Yang et al. 2015). For argument features, researchers focused on the 
argumentative sentences in a review and examined them from different perspectives like 
component, token, letter, and position (Liu et al. 2017).

Prior works have generally investigated one or more content features. For instance, Kim 
et al. (2006) investigated a variety of content features from Amazon product reviews, and 
found that features such as review length, unigrams and product ratings are most useful in 
measuring review helpfulness. Yang et al. (2015) mainly exploited two semantic features 
(i.  e., Linguistic Inquiry and Word Count, and General Inquirer) to analyze and predict 
helpful reviews. Martin and Pu (2014) proposed that emotional words play an important 
role in predicting helpfulness of review text. They extracted emotion from reviews by mak-
ing use of GALC, a general lexicon of emotional words associated with a model represent-
ing 20 different categories, and results show that emotion based methods outperform previ-
ous structure based approach.

Context features have also been studied to improve helpfulness prediction (Lu et  al. 
2010; O’Mahony and Smyth 2009; Tang et al. 2013). For example, O’Mahony and Smyth 
(2009) combined features mined from the reviewer and the wider community reviewing 
activity, and features derived from the review text. Lu et al. (2010) examined social con-
text that may reveal the quality of reviewers to enhance the prediction of the quality of 
reviews. Tang et al. (2013) identified the context information from the aspects of reviewers, 
raters and their relationship, and designed a context-aware model to predict review help-
fulness. While context information shows promise for improving helpfulness prediction, 
it may not be available across different platforms and is not appropriate for designing a 
universal model.

Deep neural networks have recently been proposed for helpfulness prediction of online 
reviews (Chen et al. 2018, 2019; Fan et al. 2018, 2019; Qu et al. 2018). To tackle the prob-
lem of insufficient labeled data to build the review helpfulness model, Chen et al. (2018) 
proposed a model with a transfer learning module to adapt domain knowledge. The shared 
and domain-specific features are maintained separately by introducing adversarial and 
domain discrimination losses. Chen et al. (2019) designed a word-level gating mechanism 
to represent the relative importance of each word. Fan et al. (2018) proposed a multi-task 
paradigm to predict the star ratings of reviews and to identify the helpful reviews more 
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accurately. They also utilized the metadata of the target product in addition to the textual 
content of a review to better represent a review (Fan et al. 2019).

Available data sets Most prior research has utilized data sets constructed from Amazon 
product reviews (Chen et al. 2018, 2019; Hong et al. 2012; Kim et al. 2006; Liu et al. 2007; 
Mukherjee et al. 2017; Yang et al. 2015). The data set size varies from ∼23K reviews of 
one product category (Liu et al. 2007) to ∼2.9M reviews of five product categories (Chen 
et al. 2018). Some researchers also considered multiple data sources. Martin and Pu (2014) 
adopted three data sets collected from Amazon, Yelp, and TripAdvisor, respectively. But 
the data set from TripAdvisor is relatively small, containing only ∼68K reviews. Tang et al. 
(2013) and Lu et al. (2010) constructed data sets from Ciao, a popular product review site. 
In contrast to Amazon, which allows users to give a binary vote for review helpfulness, 
Ciao supports scores ranging from 0 to 5 to indicate the helpfulness of a review. However, 
the Ciao data sets that they used are not publicly available. Fan et al. (2019) used two large-
scale data sets: ∼23.8M reviews from 9 Amazon product categories and ∼2.6M reviews 
from 5 Yelp product categories. We employ the same data sets in our work as Fan et al. 
(2019).

The methods summarized above are representative of the research progress in review 
helpfulness prediction. Sentiment and product information have been explored previ-
ously (Fan et  al. 2019; Huang et  al. 2015; Kim et  al. 2006; Martin and Pu 2014). With 
respect to sentiment, Martin and Pu (2014) extracted emotional words from review text to 
serve as important parameters for helpfulness prediction. Huang et  al. (2015) found that 
the sentiment of a review is positively correlated with review helpfulness. However, pre-
vious research has not taken into account differences in customer expectations that can 
result from review sentiment perception. With respect to product information, Fan et  al. 
(2019) tried to better represent the salient information in reviews by considering the meta-
data information (title, categories) of the target product. However, this information can be 
quite similar for products of the same type, so the unique aspects of each product (different 
degrees of importance of attributes, evaluation standard, etc.) can not be fully captured 
from reviews. Wu et al. (2018) proposed an architecture that is superficially similar to ours 
in the sense that both architectures are based on LSTM networks and attention layers. They 
utilized a user attention layer and a product attention layer to capture sentiment-related 
information. In contrast, we design a sentiment attention layer and a product attention layer 
to identify the helpful information from a review text. Consequently, the internal design of 
our attention layers are different from theirs as they serve completely different purposes.

3  Our proposed model

Our model is shown in Fig. 1. It is built upon a hierarchical bi-directional LSTM, which is 
a standard model for document understanding and classification (Liu and Guo 2019; Yang 
et al. 2016). We proposed two novel attention layers that incorporate sentiment and prod-
uct information in order to improve review representations. The product attention layer is 
designed by fusing the information from both the target product and related products. The 
sentiment information is also encoded to capture helpful information from a review through 
the attention mechanism. After applying two attention layers separately, we get a combi-
nation of two review representations to predict the review helpfulness, which has a joint 
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effect. As the main components of our model are the Hierarchical bi-directional LSTM, the 
Sentiment Attention layer, and the Product Attention layer, we refer to our model as hsapa.

3.1  Hierarchical bi‑directional LSTM

Our proposed model is based on a hierarchical bi-directional LSTM. A bi-directional 
LSTM model is able to learn past and future dependencies. This provides a better under-
standing of context (Melamud et al. 2016). The hierarchical architecture includes two lev-
els: the word level and the sentence level. These levels learn dependencies between words 
and sentences, respectively.

Word encoder A bi-directional LSTM consists of two LSTM networks that process data in 
opposite directions. At the word level, we feed the embedding of each word into a unit of 
both LSTMs, and get two hidden states. We then concatenate these two hidden states as a 
representation of a word. The process is defined as:

(1)�⃖hij = �⃖���������LSTM(xij)

(2)�⃗hij = ����������⃗LSTM(xij)

(3)hij = [ �⃖hij, �⃗hij]

Fig. 1  The architecture of HSAPA 
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where xij is the embedding vector of the ith word of the jth sentence. �⃗hij and �⃖hij are hidden 
states learned from bi-directional LSTM. The state hij is the concatenation of these hidden 
states for the word xij.

Sentence encoder At the sentence level, a sentence representation is learned through an 
architecture similar to that used for the word level:

where sj refers to a weighted representation of the jth sentence after applying the attention 
layer. The state hj is the the final representation for the sentence sj by concatenating the hid-
den states �⃗hj and �⃖hj.

3.2  Sentiment attention layer

For reviews that express different types of sentiment (positive, negative, etc.), customers 
may have different expectations, and attend to different words or sentences of a review. In 
order to learn the sentiment-influenced importance of each word/sentence, we propose a 
custom attention layer.

In this attention layer, we use an embedded vector to represent each type of sentiment. 
We use the star rating of each review to indicate its sentiment, and map each discrete star 
rating into a real-valued and continuous vector Sent. For example, for Amazon reviews, a 
reader can give a star rating ranging from 1 to 5. In this case, we’ll have 5 vectors that rep-
resent the five different types of sentiment. This vector is initialized randomly, and updated 
gradually through the training process by reviews with the corresponding star rating. Sent 
can be interpreted as a high level representation of the sentiment-specific information. We 
measure the similarity between the sentiment and each word/sentence using a score func-
tion. The score function is defined as:

where vs
w
 is a weight vector, and (vs

w
)T indicates its transpose, Ws

wh
 and Ws

ws
 are weight 

matrices, and bs
w
 is the bias vector. At the word level, the input to the score function is 

the abstract sentiment representation Sent and the hidden state of the ith word in the jth 
sentence hs

ij
 . Next, we use the softmax function to normalize the scores to get the attention 

weights:

�s
ij
 is the attention weight for the word representation hs

ij
.

The sentence representation is a weighted aggregation of word representations, the jth 
sentence is represented as Eq. 9. The number of words in the jth sentence is denoted by 

(4)�⃖hj = �⃖���������LSTM(sj)

(5)�⃗hj = ����������⃗LSTM(sj)

(6)hj = [ �⃖hj, �⃗hj]

(7)f (Sent, hs
ij
) = (vs

w
)T tanh(Ws

wh
hs
ij
+Ws

ws
Sent + bs

w
),

(8)�s
ij
=

exp(f (Sent, hs
ij
))

∑l

k=1
exp(f (Sent, hs

kj
))
,
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l. The representation of a review is also a weighted combination of sentence representa-
tions defined as Eq. 10, where hs

j
 is the hidden state of the jth sentence ss

j
 , which is learned 

through the bi-directional LSTM. The value m refers the number of sentences in a review.

The value �s
j
 indicates the corresponding attention score for hs

j
 . The weight score �s

j
 is cal-

culated based on the score function f(.) defined as:

3.3  Product attention layer

As shown in the top right corner of Fig.  1, the Product Attention Layer consists of two 
components: related product information and unique product information. Metadata infor-
mation is embedded and fed into a CNN model (Kim 2014) to capture the related prod-
uct information, and the product identifier is encoded to represent the unique product 
information.

3.3.1  Related product information

When reading a review, customers may focus on different attributes depending on the 
product the review references. We take advantage of the metadata information (such as 
title, product description, product category, etc.) of each product to learn common attrib-
utes shared by related products. Consider the following product description of a computer 
mouse:

Ergonomic shape - Ergonomically shaped design and soft rubber grips conform to 
your hand ...Interface - USB receiver...
Convenient controls - Easy-to-reach ...
Micro-precise scroll wheel - With more grooves per millimeter...
Long battery life - 3 year battery life ...

From this description, we want to learn common product related attributes such as 
“shape”, “interface”, “battery life”, “scroll wheel” etc. If these attributes appear in a review 
text, they may attract more customer attention.

In order to capture key information from the metadata, we make use of a CNN model (Kim 
2014). This CNN model generalizes well for multiple NLP tasks such as text understanding 
(Zhang and LeCun 2015), document classification (Johnson and Zhang 2015; Severyn and 
Moschitti 2015; Zhang et al. 2015), etc. The CNN model can acquire important information 

(9)ss
j
=

l
∑

i=1

�s
ij
hs
ij
.

(10)rs =

m
∑

j=1

�s
j
hs
j
.

(11)f (Sent, hs
j
) = (vs

s
)T tanh(Ws

sh
hs
j
+Ws

ss
Sent + bs

s
),

(12)�s
j
=

exp(f (Sent, hs
j
))

∑m

k=1
exp(f (Sent, hs

k
))
.
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from a text. Moreover, it has a relatively simple architecture and fewer parameters compared 
to other models such as LSTM, Bi-LSTM, etc., and requires less training time.

The CNN model consists of a convolution layer, a max-pooling layer, and a fully connected 
layer. In the convolution layer, each filter is applied to a window of words to generate the 
feature map. For example, we apply a filter w ∈ ℝ

hk to a window of words xi∶i+h−1 . Here k 
indicates the dimension of the word vector, and xi∶i+h−1 refers to the concatenation of h words 
from xi to xi+h−1 . The context feature cih is generated as:

where b is the bias item.
We evaluated different approaches to initializing the word vector such as the pretrained 

Word2Vec embedding (Mikolov et al. 2013), the pretrained GloVe embedding (Pennington 
et al. 2014) and random initialized embedding, as well as different vector dimensions. The 
pretrained GloVe with 100 dimensions was able to achieve the best performance and required 
relatively less training time.

A feature map of the text is then generated through ch = [c1h, c2h,… , cnh] , where 
c1h, c2h,… cnh refer to context features extracted from different sliding windows of the text, 
and ch indicates the concatenation of these features. The feature map ch is then fed into a max-
pooling layer, and the maximum value is extracted as c = max{ch} as the important informa-
tion extracted by a particular filter. A number of filters are used, and the extracted features are 
concatenated and fed into a fully connected layer to generate a vector Prod1 . Prod1 is a repre-
sentation of the important related product attributes in the metadata.

3.3.2  Unique product information

Although reviews for the same type of product may share the same important attributes, the 
degree of importance of these attributes may vary from product to product. In order to repre-
sent the unique characteristics of each product, the unique product identifier for each product 
is mapped into a vector Prod2 . At the outset, Prod2 is randomly initialized. During the training 
process, this vector is only updated when reviews specific to the product are used for training. 
Thus Prod2 can be interpreted as a high level representation of product-specific information. 
The final product representation Prod is generated by combining the two vectors: Prod1 and 
Prod2 as:

where W1 and W2 are weight matrices for Prod1 and Prod2 respectively, and bp is the bias 
vector. We calculate the product attention weights based on the score function f(.), and the 
input to the score function is the product representation Prod and hidden state of a word hp

ij
:

where (vpw)T denotes the transpose of weight vector vpw , Wp

wh
 and Wp

wp are weight matrices, 
and bpw is the bias vector. Then we apply softmax function to get a normalized attention 
score �p

ij
 . At the word level, the sentence representation is defined in Eq. 16, where �p

ij
 indi-

cates the product attention score of the word representation hp
ij
 . The representation of a 

review can be obtained formally through Eq. 17, where �p
j
 indicates the attention weight for 

hidden state of the jth sentence hp
j
.

(13)cih = ReLU(wxi∶i+h−1 + b),

(14)Prod = tanh(W1Prod1 +W2Prod2 + bp),

(15)f (Prod, h
p

ij
) = (vp

w
)T tanh(W

p

wh
h
p

ij
+Wp

wp
Prod + bp

w
),
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After applying the sentiment attention layer and the product attention layer separately, 
we obtain two different review representations rs and rp . These two representations are con-
catenated as the final representation of a review r = [rs, rp] . Then, we apply a fully con-
nected layer on top of r, to classify the helpfulness of a review.

3.4  Loss function

To minimize the difference between the predicted helpfulness value and the actual helpful-
ness label, we utilize cross entropy loss as the objective function. It is a commonly used 
loss function for binary classification, and is defined as:

where yi indicates the actual helpfulness label, p(yi) indicates the probability of helpful-
ness. N is the number of training observations. We present details on how these yi are 
assigned in the following section.

4  Experiment and results

This section focuses on evaluating our architecture with respect to review helpfulness. 
Given a review, we want to determine whether or not it is helpful. We first compared our 
model with competing models in prior works on two data sets. Then, we evaluated the 
performance of different components of our architecture in two application scenarios: cold 
start scenario and warm start scenario. Correspondingly, we split the data into training and 
test data differently for the two scenarios. Last, we compared the performance of our pro-
posed model in both warm-start and cold-start scenarios.

Evaluation metric In this study we use the Receiver Operating Characteristic Area Under 
the Curve (ROC AUC) statistic to evaluate the performance of our proposed model. This 
is a standard statistic used in the machine learning community to compare models. It is a 
robust statistic where imbalanced data sets are involved.

4.1  Data sets

We evaluate our model on two publicly available data sets. One data set originates from 
Amazon reviews and was released by Julian McAuley (He and McAuley 2016). The other 
data set is from the Yelp Dataset Challenge 2018 (Yelp 2018). We pre-process the data in 
the same way as Fan et al. (2019): First, we join the product review with corresponding 
metadata information. Second, we filter out the reviews that have no votes. Last, we label 

(16)s
p

j
=

l
∑

i=1

�
p

ij
h
p

ij
,

(17)rp =

m
∑

j=1

�
p

j
h
p

j
,

(18)Losstask = −

N
∑

i=1

(yilog(p(yi)) + (1 − yi)log(1 − p(yi))),



65Information Retrieval Journal (2021) 24:55–83 

1 3

reviews that receive more than 75% helpful votes out of total votes as helpful, and label the 
remaining reviews as unhelpful.

We chose the same threshold of 75% as presented by Fan et al. (2019), in order to pro-
vide a fair comparison with their reported model performance. Moreover, the threshold of 
75% makes more sense than a lower threshold such as 50%. Analysis of the data set shows 
that more than 80% of the reviews achieve a helpfulness vote ratio greater than 50%. In 
contrast, only around 60% of the reviews achieve a helpfulness vote ratio of more than 
75%. If we chose a threshold of 50%, the problem would become much easier, as only the 
clearly unhelpful reviews would be labelled negative. More importantly, the majority of 
the reviews labelled as positive are not what we want. We want to identify only the most 
helpful reviews, in order to avoid having to read all of the reviews that would be labelled 
positive with a lower threshold.

4.1.1  Data set partition for cold start scenario

In practice, a new product may have not yet received any helpful votes. Therefore assess-
ment standards can’t be captured from past voting information and can lead to the cold start 
problem. To evaluate model performance in this scenario, we randomly select 80% of the 
products and their corresponding reviews as the training data set for each product category 
in both data sets. The remaining products and their reviews are employed as the test data 
set. The statistics of the two data sets are summarized in Tables 1 and 2. All of the reviews 
for a given product appear only in the training data set or test data set. Consequently, all 
products in this test data set face the cold start problem. Even though the partitioning 
approach is the same as that reported by Fan et al. (2019), a consequence of the random 
selection of products into test and training data sets is that the actual number of reviews 
differs from that of Fan et al. (2019). However, the difference is less than 1%, which is not 
statistically significant.

Table 1  Statistics of Amazon data set in cold start scenario

Category Training Set Test Set

# products # samples # positive 
samples

# products # samples # positive samples

Books 1,153,732 8,821,657 5,537,695 288,434 2,202,121 1,376,997
Clothing 382,366 1,478,488 1,076,066 95,592 372,662 271,737
Electronics 222,844 2,575,592 1,658,149 55,712 642,424 419,284
Grocery and 

Gourmet food
77,056 437,253 292,946 19,264 109,019 73,600

Health and Per-
sonal Care

118,088 1,082,862 679,331 29,522 277,408 173,211

Home and 
Kitchen

176,549 1,480,520 1,091,194 44,138 360,402 266,020

Movies and TV 126,135 2,031,602 990,912 31,534 525,598 265,413
Pet Supplies 44,925 360,381 268,509 11,232 88,094 66,207
Tools and Home 

Improv.
107,556 637,594 450,303 26,890 162,161 114,439

Total 2,409,251 18,905,949 12,045,105 602,318 4,769,889 3,026,908
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4.1.2  Data set partition for warm start scenario

The warm start scenario is another scenario in which some reviews for products have user 
votes, while other reviews haven’t yet received user votes. In this scenario, we evaluated 
the different components in the proposed HSAPA model. Moreover, we compared the per-
formance of HSAPA in the warm start scenario with that in the cold start scenario. We 
verified that our proposed model can achieve better performance in warm-start scenario 
where the unique product information can be captured.

For this scenario, we randomly select 80% of the reviews as the training data, and use 
the remaining reviews as the test data. The data statistics are shown in Tables 3 and 4. As 
80% of the reviews for products are in training data set, this partitioning produces a warm 
start scenario. As in the cold-start scenario, we randomly selected 10% of the reviews from 
the training set as a validation data set. We then performed a grid search of hyper-parame-
ter space on the validation data set to determine the best choice of hyper-parameters. The 

Table 2  Statistics of Yelp data set in cold start scenario

Category Training Set Test Set

# products # samples # positive sam-
ples

# products # samples # positive samples

Beauty and Spas 13,838 162,111 90,005 3,460 41,458 23,021
Health and Medi-

cal
12,366 102,592 66,753 3,092 25,687 16,899

Home Services 13,476 116,310 76,506 3,412 27,222 18,624
Restaurants 44,818 1,479,587 590,388 10,514 346,440 142,098
Shopping 23,591 220,431 101,967 5,898 55,743 27,262
Total 108,089 2,081,031 925,619 26,376 496,550 227,904

Table 3  Statistics of Amazon data set in warm start scenario

Category Training Set Test Set

# products # samples # positive 
samples

# products # samples # positive samples

Books 1,326,937 8,819,022 5,531,753 695,623 2,204,756 1,382,939
Clothing 424,064 1,480,920 1,078,242 183,650 370,230 269,561
Electronics 257,439 2,574,412 1,661,946 143,507 643,604 415,487
Grocery and 

Gourmet food
87,851 437,017 293,236 43,055 109,255 73,310

Health and Per-
sonal Care

135,648 1,088,216 682,033 73,610 272,054 170,509

Home and 
Kitchen

201,516 1,472,737 1,085,771 103,922 368,185 271,443

Movies and TV 147,765 2,045,760 1,005,060 88,935 511,440 251,265
Pet Supplies 51,455 358,780 267,772 27,100 89,695 66,944
Tools and Home 

Improv.
122,065 639,804 451,793 60,408 159,951 112,949

Total 2,754,740 18,916,668 12,057,606 1,419,810 4,729,170 3,014,407
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model with fixed hyper-parameters for each category are then trained on the entire training 
data set.

4.2  Model comparison

4.2.1  Competing models

We compare our proposed model with several baseline models in the cold start scenario. 
Two of the models, Fusion (GALC) and Fusion (R.F.), rely on hand-crafted features. The 
list of hand crafted features are Structural features (STR), Emotional features (GALC), 
Lexical features (LEX) and Semantic features (INQUIRER). These features were described 
earlier in Sect. 2. The baseline models that we use to compare our model are:

• Fusion (SVM) uses a Support Vector Machine to fuse features from the preceding fea-
ture list.

• Fusion (R.F.) uses a Random Forest to fuse features from the preceding feature list.
• Embedding-Gated CNN (EG-CNN) (Chen et al. 2019) introduces a word-level gating 

mechanism that weights word embeddings to represent the relative importance of each 
word.

• Multi-task Neural Learning (MTNL) (Fan et  al. 2018) is based on a multi-task neu-
ral learning architecture with a secondary task that tries to predict the star ratings of 
reviews.

• Product-aware Review Helpfulness Net (PRH-Net) (Fan et  al. 2019) is a neural net-
work-based model that introduces target product information to enhance the represen-
tation of a review. Fan et al. evaluate this model on the two data sets we are using and 
claim that PRH-Net is the state of the art.

The source code of the models listed above is not available. In their paper, Fan et al. (2019) 
implemented these models (Fusion SVM, Fusion R.F., EG-CNN, and MTNL) and reported 
a comparison of the results on two data sets with their own model (PRH-Net). These two 
data sets are publicly available (He and McAuley 2016; Yelp 2018). Therefore, we con-
ducted experiments on the same data sets, and compare the performance of our model with 
the results reported in Fan et al. (2019)

Table 4  Statistics of Yelp data set in warm start scenario

Category Training Set Test Set

# products # samples # positive sam-
ples

# products # samples # positive samples

Beauty and Spas 16,721 162,855 90,420 11,154 40,714 22,606
Health and Medi-

cal
14,873 102,623 66,921 9,315 25,656 16,731

Home Services 16,140 114,825 76,104 9,931 28,707 19,026
Restaurants 54,370 1,460,821 585,988 43,229 365,206 146,498
Shopping 28,493 220,939 103,383 17,887 55,235 25,846
Total 130,597 2,062,063 922,816 91,516 515,518 230,707
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4.2.2  Training settings

The training is based on the data sets in Tables 1 and 2. We use the same data sets and 
same partition approach as Fan et al. (2019). This allows us to directly compare the perfor-
mance of our model with the results reported by Fan et al. (2019). We randomly select 10% 
of the products and their corresponding reviews from the training set as a validation data 
set. We then performed a grid search of hyper-parameter space on the validation data set 
to determine the best choice of hyper-parameters. These hyper-parameters include number 
of hidden units for each LSTM cell, embedding dimension for each word, learning rate, 
number of epochs and so on. These hyper-parameters were optimized on a per category 
basis. The models were then trained based on the entire training data set with these fixed 
hyper-parameters.

4.2.3  Results and findings

Tables 5 and 6 show the results on the Amazon data set and Yelp data set, respectively. 
In Table  5 we see that our model outperforms previous models on all categories of the 
Amazon data set. The average improvement in AUC is 5.4% over the next best model. 
We observe that the degree of improvement varies from category to category. In the cat-
egories AC3 (Electronics), our model achieves improvement of 7.9%. In contrast, for the 
category AC4 (Grocery and Gourmet Food), the improvement is only 0.3%. We note that 
the category AC4, has less data than most of other categories (Table 1). Only the category 
AC8 (Pet Supplies) contains fewer products and reviews. However, there are proportionally 
more reviews per product for the category AC8 than for the category AC4. We suspect that 
sentiment embedding and product embedding may not be learned well with such limited 
and divergent data. Therefore the improvement is not as high as that for the other catego-
ries. The results for the yelp data set are presented in Table 6. We find that our model also 
outperforms the previous models in all categories. The average improvement in AUC is 
1.5% over the next best model. We note that the overall improvement is not as high as that 
demonstrated in the Amazon data set. This may be due to the relatively small number of 
products and reviews in the yelp data set. With the exception of the category YC4 (Res-
taurants), the other categories have fewer products and reviews than all of categories of 
Amazon data set. The comparison results presented in Tables 5 and  6 show that our model 
outperforms the baseline models in the cold start scenario.

4.2.4  Significance test

We further evaluate the significance of the improvement of our proposed model by con-
ducting a one-tailed t test. We ran each model 20 times, and the number of degrees of 
freedom is 19.

We compared the result of our model (HSAPA) with the state of the art model (PRH-
Net) in the code start scenario. The t test results for the Amazon and Yelp data sets are 
shown in Tables 7 and  8, respectively. In the second column of these tables, we show the 
average accuracy value and standard deviation for each category for our model. The last 
two columns show the calculated t value and the corresponding p value respectively. In the 
case of the Amazon data set (Table 7), the statistical results demonstrate that our method is 
significantly better than the state of the art model with a p value of 0.0005 for all categories 
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except for category AC4. In contrast to the other categories, category AC4 is a relatively 
small data set (437,253) representing a relatively large number of products (96,320). These 
results suggest that the model we propose performs better on larger data sets. Even in the 
case of category AC4, our model still achieves result comparable to the state of the art 
model. In the case of the Yelp data set (Table 8) the improvement in performance is not as 
uniformly statistically significant. This may be a consequence of the relatively small size 
of the training data set. Nonetheless, the results are still statistically significant with p <= 
0.01 for categories YC1, YC2, and YC5.

4.3  Evaluating different components of HSAPA

In order to tease out the performance contribution of each of the components of our 
model, we evaluated the different components of HSAPA model. We report the average 

Table 7  t test results for HSAPA and PRH-Net on Amazon data set

Category (AC) PRH-Net HSAPA t-value p value (<)

AC1: Books 0.652 ± 0.023 0.712 ± 0.044 6.098 0.0005
AC2: Clothing, Shoes and Jewelry 0.614 ± 0.006 0.679 ± 0.032 9.084 0.0005
AC3: Electronics 0.644 ± 0.017 0.723 ± 0.026 13.588 0.0005
AC4: Grocery and Gourmet Food 0.715 ± 0.077 0.718 ± 0.019 0.706 0.25
AC5: Health and Personal Care 0.672 ± 0.048 0.723 ± 0.047 4.853 0.0005
AC6: Home and Kitchen 0.630 ± 0.019 0.697 ± 0.029 10.332 0.0005
AC7: Movies and TV 0.675 ± 0.023 0.753 ± 0.051 6.840 0.0005
AC8: Pet Supplies 0.679 ± 0.060 0.701 ± 0.013 7.568 0.0005
AC9: Tools and Home Improv. 0.644 ± 0.023 0.699 ± 0.035 7.028 0.0005

Table 8  t test results for HSAPA and PRH-Net on Yelp data set

Category (YC) PRH-Net HSAPA t-value p value (<)

YC1: Beauty and Spas 0.642  ±  0.061 0.669 ± 0.018 6.708 0.0005
YC2: Health and Medical 0.665 ± 0.069 0.683 ± 0.022 3.659 0.001
YC3: Home Services 0.732 ± 0.129 0.736 ± 0.029 0.617 0.5
YC4: Restaurants 0.658 ± 0.053 0.664 ± 0.025 1.073 0.15
YC5: Shopping 0.674 ± 0.055 0.695 ± 0.036 2.609 0.01

Table 9  Performance of our models with different components

The best performance for each scenario is indicated in bold

Data Set Cold Start Scenario Warm Start Scenario

HBiLSTM HSA HPA HSAPA HBiLSTM HSA HPA HSAPA

Amazon 0.678 0.698 0.685 0.712 0.681 0.708 0.736 0.760
Yelp 0.641 0.667 0.654 0.689 0.642 0.660 0.680 0.712
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results across all categories on the Amazon and Yelp data sets for the models with dif-
ferent components in Table 9. Here HBiLSTM refers to the hierarchical bi-directional 
LSTM model without either of the attention layers. We use it as the baseline model for 
comparison. HSA refers to the combination of the HBiLSTM with the sentiment atten-
tion layer. HPA refers to the combination of the HBiLSTM with the product attention 
layer. Finally, HSAPA refers to the complete model which implements both attention 
layers. For this evaluation, we test the above models in both the cold start and warm 
start scenarios. The models are trained respectively on the data sets for both two sce-
narios, and the hyper-parameters are tuned to achieve the best AUC for each model.

In the cold start scenario, from Table  9, we see that adding a sentiment attention 
layer (HSA) to the base model (HBiLSTM) results in an average improvement in the 
AUC score of 2.0% and 2.6%, respectively on the Amazon and Yelp data sets. By add-
ing a product attention layer (HPA) to the base model (HBiLSTM), the improvement 
is 0.7% and 1.3% on the Amazon and Yelp data sets respectively. Combining all three 
components results in an even larger increase in AUC score, 3.4% and 4.8%, respec-
tively on the Amazon and Yelp data sets. We note that in both data sets, the improve-
ment from the product attention layer is lower than that from the sentiment attention 
layer. This may be due to the fact that in the cold start scenario we have no information 
about the target product. Possibly the helpful attributes shared by related products may 
not be sufficiently accurate.

In the warm start scenario, we also evaluated the contribution of each attention 
layer and the combination of the two attention layers of the proposed HSAPA model. 
From Table 9, we see that the addition of the sentiment layer (HSA) to the base model 
increases the AUC by 1.8% and 2.7% on Yelp and Amazon data sets, respectively. And 
the addition of the product attention layer (HPA) to the base model increases the AUC 
by 3.8% and 5.5% on Yelp and Amazon data sets, respectively.

In summary, we observe a synergistic effect resulting from the addition of the two 
attention layers, for both two scenarios. Comparing the two scenarios in Table  9, we 
have two additional observations. First, the average performance of the base model 
(HBiLSTM) is very similar in both scenarios. Second, adding the product attention 
layer (HPA) leads to higher improvements than adding the sentiment attention layer 
(HSA) on both data sets in the warm start scenario. But it’s different for the case of cold 

Table 10  Performance of 
HSAPA on Amazon data set 
in the cold start and warm start 
scenarios

The best average performance over the entire Amazon dataset is indi-
cated in bold

Category HSAPA (cold) HSAPA (warm)

AC1: Books 0.712 0.775
AC2: Clothing, Shoes and Jewelry 0.679 0.723
AC3: Electronics 0.723 0.725
AC4: Grocery and Gourmet Food 0.718 0.779
AC5: Health and Personal Care 0.723 0.782
AC6: Home and Kitchen 0.697 0.744
AC7: Movies and TV 0.753 0.826
AC8: Pet Supplies 0.701 0.746
AC9: Tools and Home Improv. 0.699 0.745
Average 0.712 0.760
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start scenario. Here, separately adding the product attention layer  (HPA) results in less 
of an improvement than does adding the sentiment attention layer (HSA).

4.4  Performance comparison of HSAPA in two scenarios

We further compared the performance of our proposed model HSAPA in two scenarios: 
warm start and cold start. Tables 10 and 11 show the results of HSAPA on each category 
of Amazon and Yelp data sets for the two scenarios. We see that HSAPA in the warm start 
scenario outperforms HSAPA in the cold start scenario on most categories of the two data 
sets. In the cold start scenario, the product embedding can only be learned from reviews of 
related products. In contrast, product information can be learned from both the target prod-
uct and related products in the warm start scenario. This explains why HSAPA model can 

Table 11  Performance of 
HSAPA on Yelp data set in 
the cold start and warm start 
scenarios

The best average performance over the entire Yelp dataset is indicated 
in bold

Category HSAPA (cold) HSAPA (warm)

YC1: Beauty and Spas 0.669 0.694
YC2: Health and Medical 0.683 0.728
YC3: Home Services 0.736 0.742
YC4: Restaurants 0.664 0.666
YC5: Shopping 0.695 0.728
Average 0.689 0.712

Table 12  The t test results of HSAPA on Amazon data set for two scenarios

Category HSAPA (cold) HSAPA (warm) t-value p value (<)

AC1: Books 0.712 ± 0.044 0.775 ± 0.036 4.956 0.0005
AC2: Clothing, Shoes and Jewelry 0.679 ± 0.032 0.723 ± 0.029 4.556 0.0005
AC3: Electronics 0.723 ± 0.026 0.725 ± 0.033 0.213 0.5
AC4: Grocery and Gourmet Food 0.718 ± 0.019 0.779 ± 0.030 7.682 0.0005
AC5: Health and Personal Care 0.723 ± 0.047 0.782 ± 0.035 4.503 0.0005
AC6: Home and Kitchen 0.697 ± 0.029 0.744 ± 0.042 4.118 0.0005
AC7: Movies and TV 0.753 ± 0.051 0.826 ± 0.047 4.707 0.0005
AC8: Pet Supplies 0.701 ± 0.013 0.746 ± 0.019 8.742 0.0005
AC9: Tools and Home Improv. 0.699 ± 0.035 0.745 ± 0.028 4.590 0.0005

Table 13  t test results of HSAPA on Yelp data set for two scenarios

Category HSAPA (cold) HSAPA (warm) t-value p value (<)

YC1: Beauty and Spas 0.669 ± 0.018 0.694 ± 0.020 4.155 0.0005
YC2: Health and Medical 0.683 ± 0.022 0.728 ± 0.028 5.652 0.0005
YC3: Home Services 0.736 ± 0.029 0.742 ± 0.031 0.632 0.50
YC4: Restaurants 0.664 ± 0.025 0.666 ± 0.017 0.296 0.50
YC5: Shopping 0.695 ± 0.036 0.728 ± 0.025 3.367 0.005
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achieve better performance in the warm start scenario. In practice, one can expect a mix of 
cold and warm start scenarios where HSAPA is expected to demonstrate superior perfor-
mance than in cold start scenario.

We evaluated the significance of the performance difference of our proposed model 
in warm start and cold start scenarios by conducting a one-tailed t test. The t test results 
for the Amazon and Yelp data sets are shown in Tables 12 and 13, respectively. We find 
that the model in the warm start scenario can achieve significant improvement (p < 0.005) 
compared to that in the cold start scenario for most categories in both data sets. We also 
observe that, for Electronics in the Amazon data set, the performance is not significantly 
different. We suspect it is because the information captured from related products are 
enough to identify helpful information from a review text. For Home Services and Res-
taurants in the Yelp data set, we do not see a significant difference between the two sce-
narios. For these two categories, the significance result is consistent with the result shown 
in Table 8. It may be a consequence of the relatively small size of the training data set. In 
sum, the results for most categories demonstrate that the introduction of the product atten-
tion layer is able to capture unique product information in the warm start scenario and 
improve the accuracy of our model.

4.5  AUC gain

We observed that for both the cold-start and warm-start (see Table 9) scenarios, adding 
a sentiment attention layer (HSA) and a product attention layer (HPA) to the base model 
(HBiLSTM) results in improvement in the AUC score for both the Amazon and Yelp data 
sets. We want to verify that the gain in AUC is a consequence of the additional attention 
layers and not simply a result of adding more parameters for both scenarios. Therefore, we 
conducted an experiment to test the hypothesis that the observed improvement is due to the 
additional attention layers and not simply a result of adding more parameters.

We adjusted the hyper-parameters of the HBiLSTM, HSA and HPA models to ensure 
they have approximately the same number of parameters as the complete model HSAPA. 
For example, for the category Grocery in the Amazon data set, the number of param-
eters of the complete model HSAPA in cold-start scenario is 30,194,490. We increased 
the number of hidden units in the other three models to create new models with approxi-
mately the same number of parameters HBiLSTM: 30,420,604, HSA: 30,424,204, HPA: 
30,412,858. Recall that the selection of hyper-parameters was determined by using a grid-
search of the hyper-parameter space. Not surprisingly, the new models with more param-
eters do not demonstrate an improvement in performance in comparison to the models with 
hyper-parameters determined by grid-search. Our proposed model demonstrates improved 
performance, not simply because of greater modelling power due to more parameters, but 
because of the leveraging of sentiment and product related information by the sentiment 
and product attention layers.

5  Analysis

5.1  Visualization of attention layers

We demonstrate the visual examination of attention scores applied at the word level by 
randomly sampling three identical review examples (shown in Table 14). We use two 
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colors: red and green to represent the sentiment attention scores and product attention 
scores respectively. The lightness/darkness of the color is proportional to the magnitude 
of the attention score. There are a few interesting patterns to note. First, for the senti-
ment attention layer, the words that are assigned large weights have sentiment that is 
close to the overall sentiment of the review. For instance, in the example 2 the overall 
sentiment of the review is positive (5 out of 5). Although there are several negative 
words such as “no” and “don’t”, the positive words/phrases like “great”, “remain sharp” 
are still assigned higher attention weights. In the third example, the word “Unfor-
tunately” is assigned more weight compared to the word “well”. This observation is 
consistent with our previous hypothesis that the word importance in a review can be 
affected by review sentiment. Second, the attributes or descriptive words of an attribute 
of the product in a review text gain higher weights from the product attention layer. For 
instance, in the first example the descriptive words “fit”, “enough” and the noun “tub” 
are assigned relatively high attention scores. Third, the combination of the important 
words captured by two attention layers can give us a brief and thorough summary of a 

Table 14  Highlighted words by sentiment and product attention scores in three review examples
did not fit on any of the tub spouts and was unable to stretch itenough to work. Had to return

Ex 1 Sentiment attention (star rating: 1):
did not fit on any of the tub spouts and was unable to stretch it enough to work. Had toreturn

Ex 2 Product attention:
This is a great blade. Almost no sanding needed after use and theyremain sharp after several

uses . Don’t use them onrough construction material if you want them to keepdoing the job

they were meant to do.
Ex 2 Sentiment attention (star rating: 5):
This is a great blade. Almost no sanding needed after use and theyremain sharp after several

uses . Don’t use them on rough construction material if you want them to keep doing the job
they were meant to do.

Ex 3 Product attention:
The knife itself seems well made andsturdy . Unfortunately I ignored all thefeedback saying that

the flashlight function would be DOA .

Ex 3 Sentiment attention (star rating: 2):
The knife itself seems well made and sturdy. Unfortunately I ignored all the feedback saying

that the flashlight function would be DOA.

Fig. 2  The average error rate 
for each star rating on Amazon 
data set
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review. It may also visually explain why the combination of these two can achieve a bet-
ter result compared to a single attention layer.

5.2  Error analysis

In this section we present our analysis of misclassified reviews. First, from the perspective 
of sentiment, we calculated the average error rate for each star rating based on all catego-
ries of the amazon data sets. The average error rate for each star rating is listed in Fig. 2. 
We found that for the star ratings of 3 and 4, we get relatively high error rates. We inter-
pret that to mean that these star ratings reveal a neutral sentiment. The attention weights 
for words/sentences in these star ratings may not be that different. Consider the following 
example with a star rating of 3:

The product its self is great, it works wonderful, but getting to its original state is the 
tricky part not hard but time consuming!! It does its job and I got for a great price!

We analyzed the sentiment attention scores, and found that sentiment weights are almost 
equally distributed for each word in this review text such as the words ’great’ and ’tricky’. 
Therefore, the effect of sentiment attention may not help a lot in this case.

We then calculated the average error rate for each product. We observed that products 
with more reviews seem to have smaller error rates. However, this finding is not consistent 
for all categories. It holds for some categories such as Home, Health and Tools, but fails 
for the Pet category. In the case of the Pet category, the error rate does not significantly 
decrease for products with large numbers of reviews.

5.3  Impact of sentiment on model performance

In this study, we make use of the star rating of each review to represent sentiment. In this 
section, we investigate the effect of different star rating combinations on model perfor-
mance. We hypothesize that if the combinations of the star ratings represent very distinct 
categories, using sentiment derived from star ratings will help the model achieve better 
performance. The distributions of the different combinations of pairs of star ratings for the 
nine Amazon product categories are shown in Figs. 3, 4 and 5. These histograms depict the 

Fig. 3  Histogram of different 
pairs of star rating combinations 
for categories: Home, Cloth-
ing, Grocery from the Amazon 
data set
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number of reviews for each of the possible pair combination (5 choose 2) of rating stars for 
each product category. From these figures, we find that there appear to be more reviews 
with the star rating of 5. Thus, there are more reviews for pair combinations of 5, i.e., 1–5, 
2–5, 3–5, and 4–5. For other combinations, the number of reviews are similar, but notice-
ably fewer than combinations with 5.

We used HSAPA model trained in the warm start scenario to analyze the effect of senti-
ment on model performance. In the warm start scenario, we can avoid the possible effect of 
product attributes on model performance. The model is the same as the one we introduced 
in Sect. 4.4. (results shown in Table 10). The hyper-parameters (such as number of units 
for the Bi-LSTM module) are tuned to achieve the best AUC. This model was trained on 
reviews representing all star rating categories, i.e., one to five stars. We then analyzed the 
results by focusing on subsets of reviews corresponding to pairs of star ratings. For exam-
ple, we considered the results for one star versus two stars, one star versus three stars, etc. 
We calculated the corresponding AUC value to examine the performance of different rating 
star combinations. If the reviews have two rating stars which are close, such as three and 
four, we consider this combination to have small variance in sentiment. In contrast, if the 
combination is a pair of rating stars of one and five, we consider this combination to have 
large variance in sentiment, i.e., very distinct sentiment categories.

Fig. 4  Histogram of different 
pairs of star rating combinations 
for categories: Books, Electron-
ics, Movies from the Amazon 
data set

Fig. 5  Histogram of different 
pairs of star rating combinations 
for categories: Health, Tools, Pet 
from the Amazon data set
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Table  15 shows the results of this experiment. The last column shows the AUC of 
reviews that have rating stars ranging from one to five, i.e., all rating stars are represented. 
The preceding columns present the AUC values produced on the predicted probabilities of 
reviews that contain only two rating star categories. For example, column “1–2” refers to 
the AUC for reviews with one or two rating stars. The result of this experiment shows that, 
on average, the combinations “1–4” and “1–5” exhibit the best performance. These two 
combinations represent distributions with large variance in sentiment. In contrast, the col-
umns labeled “4–5”, “2–3”, and “1–2” show the AUC values resulting from combinations 
of pairs of rating stars that represent small variance in sentiment. The results validate our 
hypothesis that the rating stars of reviews affect model performance, and more divergent 
distributions of the rating stars can achieve better AUC values. Our model shows higher 
performance for reviews with very different rating stars. Intuitively, each product has an 
average rating, if a review has a sentiment that is inconsistent with the average rating, it 
may be considered as unhelpful. This finding is consistent with previous research (Hong 
et al. 2012) where the difference between current rating star and average rating was used as 
a feature. Those researchers found this feature improved performance.

6  Recommender system

The model we propose can also be utilized for recommendation purposes. For each prod-
uct, in addition to evaluating the helpfulness of each review, we can also recommend the 
most helpful reviews for customers. We evaluate the performance of our model as a rec-
ommender system by comparing our results with those reported by Fan et al. (2019) for 
PRH-net.

6.1  Evaluation metrics

To evaluate the performance of our model for the recommendation problem, we use three 
commonly used metrics: NDCG@n, Precision@n and Recall@n. Normalized Discounted 
Cumulative Gain (NDCG) is widely used to measure the quality and relevance of search 
algorithms in information retrieval. Here we apply it to evaluate the effectiveness of review 
ranking systems. It is computed as follows.

where n is the number of reviews in the ranking list, i indicates the rank position of review 
ui , r(ui) ∈ {0, 1} denotes the helpfulness of ui (1: helpful, 0: unhelpful), and iDCG is the 
DCG value computed based on the ideal ranking order of the same set of reviews. In our 
analysis, we chose n to be 10 for all three metrics.

6.2  Competing model

In Sect. 5, we show that our proposed HSAPA model outperforms all previous models at 
the task of identifying whether a review is helpful or not. Among all these models, PRH-
Net achieves the best performance. Therefore, we compared the results of our model with 
that of the PRH-Net model on the task of recommending the top n reviews of each product. 

(19)NDCG@n =
DCG

iDCG
=

∑n

i=1

2r(ui )−1

log(1+i)

iDCG
,
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We implemented the PRH-Net model based on the description in the paper  Fan et  al. 
(2019), and tuned the hyper-parameters to achieve the best AUC performance. Based on 
the predicted helpfulness for each review, we calculated the values of the three metrics.

6.3  Results

Table 16 lists the results of three metrics for each of the categories of the Amazon Data set 
for the HSAPA model and the PRH-Net model. From the table, we observe that on average, 
our model outperforms PRH-Net on each of the three metrics: NDCG@10, precision@10 
and recall@10. Our proposed model achieves a precision of 89.8%. This means that in iden-
tifying the top 10 product reviews, our model is correct 89.8% of the time for this data set. 
The metric NDCG@10 gives us a more precise measure based on the position of the reviews 
we recommended. In terms of correctness of review position, our model also outperforms 
PRH-Net. When we look more closely at each category, we find that across all categories, 
our model achieves better NDCG@10 and precision@10 results. In contrast, the recall@10 
results are mixed. The HSAPA model and the PRH-Net model achieve better performance 
on different categories. While it is usually desirable to strike a balance between precision 
and recall, it is often the case that it is not possible to attain equally high values for both. We 
find that our model achieves better precision@10 results than recall@10 results. The Preci-
sion@10 and NDCG@10 results indicate that most of the top 10 reviews for each product 
that our model recommends are of high quality and deemed to be helpful.

7  Conclusion

In this paper, we describe our analysis of review helpfulness prediction and propose a 
novel neural network model with attention modules to incorporate sentiment and product 
information. We also describe the results of our experiments in two application scenarios: 

Table 16  Comparison of HSAPA and PRH-Net models based on NDCG@10, Precision@10 and 
Recall@10 on each Amazon data category

The best performances are in bold

Category (AC) NDCG@10 Precision@10 Recall@10

PRH-Net HSAPA PRH-Net HSAPA PRH-Net HSAPA

AC1: Books 0.531 0.608 0.741 0.932 0.548 0.694
AC2: Clothing, Shoes and Jewelry 0.637 0.652 0.775 0.874 0.603 0.559
AC3: Electronics 0.519 0.622 0.725 0.929 0.498 0.688
AC4: Grocery and Gourmet Food 0.580 0.693 0.760 0.882 0.590 0.552
AC5: Health and Personal Care 0.566 0.649 0.716 0.863 0.519 0.450
AC6: Home and Kitchen 0.702 0.763 0.785 0.899 0.530 0.560
AC7: Movies and TV 0.480 0.708 0.650 0.874 0.467 0.550
AC8: Pet Supplies 0.628 0.721 0.786 0.921 0.548 0.507
AC9: Tools and Home Improv. 0.592 0.752 0.772 0.919 0.571 0.661
Average 0.582 0.685 0.746 0.898 0.541 0.580
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cold start and warm start. In the cold start scenario, our results show that the proposed 
model outperforms PRH-Net, the previous state of the art model. The increase in perfor-
mance, measured by AUC, as compared with PRH-Net is 5.4% and 1.5% on Amazon and 
Yelp data sets, respectively. Furthermore, we evaluate the effect of each attention layer of 
proposed model in both scenarios. Both attention layers contribute to the improvement in 
performance. In the warm start scenario, the product attention layer is able to attain better 
performance than in cold scenario since it has access to reviews for targeted products. We 
also evaluate our model from the perspective of recommender systems with three com-
monly used metrics: NDCG@10, Precision@10 and Recall@10. Based on these results, 
our model outperforms the state-of-the-art model developed by Fan et al. (2019)

Our proposed HSAPA model is able to identify helpful information from a review text 
based on review rating star values and product metadata such as product descriptions. The 
HSAPA model not only identifies helpful reviews, but also recommends the top n helpful 
reviews for each product. This is quite useful when there are large numbers of reviews for 
a product. In this paper, we evaluate review helpfulness from the perspective of review 
quality. In the future, we may rank the helpfulness of reviews by incorporating a user’s own 
preferences (Qu et al. 2019) in order to make personalized recommendations(Devlin et al. 
2018).
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