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Abstract
In health intervention research, epidemiologists and economists are more and more inter-
ested in estimating causal effects based on observational data. However, collaboration and 
interaction between both disciplines are regularly clouded by differences in the terminol-
ogy used. Amongst others, this is reflected in differences in labeling, handling, and inter-
preting the sources of bias in parameter estimates. For example, both epidemiologists and 
economists use the term selection bias. However, what economists label as selection bias 
is labeled as confounding by epidemiologists. This paper aims to shed light on this and 
other subtle differences between both fields and illustrate them with hypothetical exam-
ples. We expect that clarification of these differences will improve the multidisciplinary 
collaboration between epidemiologists and economists. Furthermore, we hope to empower 
researchers to select the most suitable analytical technique from either field for the research 
problem at hand.

Keywords Selection bias · Confounding · Omitted variable bias · Endogeneity · 
Epidemiology · Health economics

1 Introduction

Causal inference has always been an important topic in health research (Bach 2019; Thaul 
et al. 1994). In essence, causal inference aims to explain the effect of the occurrence(s) of 
an event (often a health intervention) on an outcome of interest (Grobbee and Hoes 2014; 
Rothman and Greenland 2005). Experimental designs have traditionally been considered 
the “gold standard” for establishing causality (Heckman 2008). Consequently, health inter-
vention research traditionally relied on randomized controlled trials (RCTs) as the most 
optimal design for studying the causal effects of an intervention (van Leeuwen et al. 2016; 
Bouter et al. 2017). Although RCTs can be considered the gold standard for establishing 
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causality, they also have some limitations. Therefore, RCTs may not always be the most 
optimal study design for answering research questions in the fields of epidemiology or 
economics. First, the possibility of conducting a high-quality, well-powered RCT is bound 
by financial constraints, because of their relatively high costs. If an RCT is conducted, its 
sample size is relatively small compared to observational studies1. Second, the generaliz-
ability of RCT results may be limited due to strict inclusion and exclusion criteria resulting 
in a group of individuals that is not (fully) representative of the population of interest (van 
Leeuwen et al. 2016). Amongst others, some groups (e.g., elderly, lower educated, female, 
or individuals with many comorbidities or co-medications) are less likely to participate in 
scientific research than others and are therefore often underrepresented in RCTs (Franklin 
et al. 2017; van Leeuwen et al. 2016). Third, RCTs may not follow up participants for suf-
ficiently long periods of time (e.g., longer than 12 months). Because many outcomes do 
not occur directly after receiving an intervention but later in time, longer follow-up peri-
ods are essential for being able to observe these outcomes (Sanson-Fisher et  al. 2007). 
In some situations, randomizing individuals to an intervention or control condition may 
even be impossible or unethical. For instance, randomization may not be possible when 
one is interested in the effect of adverse conditions very early in life on later-life health 
and mortality, because it is unethical to intentionally expose individuals to adverse condi-
tions (Lindeboom et al. 2010). Also, randomization may not be possible when the effect 
of a widely implemented cancer treatment is evaluated, because withholding treatment 
is considered unethical. In these situations, epidemiologists and economists have to rely 
on observational data. Observational data suffers from these limitations to a lesser extent, 
although the risk of bias is increased as compared to an RCT.

There are also situations in which both epidemiologists and economists prefer the use 
of routinely collected data over RCTs. For example, when evaluating the effectiveness and/
or cost-effectiveness of a policy measure (e.g., a region-wide or nationwide public health 
measure) to improve health outcomes, the use of routinely collected data may be preferred. 
The increasing availability of routinely collected electronic data (e.g., electronic health 
records) has raised the interest of both epidemiologists and economists in using this type 
of data for causal inference. Although routinely collected data are often not of good quality 
or complete, and can also be selective as the result of a choice for a specific data collect-
ing source, they also have important advantages. Amongst others, routinely collected data 
are typically readily available, often have larger sample sizes, have long follow-up periods, 
and can be obtained at relatively low-cost (Ho et al. 2020; Cave et al. 2019; Tugwell et al. 
2013).

One of the biggest challenges in assessing causal effects when using routinely collected 
data is confounding or selection (Grimes and Schulz 2002). An example of the latter is 
that a patient’s choice to participate in a health intervention under study may not be inde-
pendent of their health status. If, for instance, healthier (or sicker) individuals are more 
inclined to participate in the intervention than in the control group, the true effect of the 
intervention will be over- or underestimated. In these situations, researchers try to mimic 
an experimental design as closely as possible and use statistical techniques to assess the 
causal relationship.

Epidemiologists and economists also share a strong interest in methods to reduce bias 
when making causal inferences in routinely collected data. Still, both fields have different 

1 In epidemiology referred to as non-experimental studies.
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habits and sometimes encounter different circumstances in which causal inference research 
is conducted. This has led to the development and use of (seemingly) different approaches 
within the two fields. Although some practices overlap, many of the practices employed by 
the two fields are complementary to each other. Hence, both fields can benefit by learning 
from each other. However, to facilitate an exchange of methods between both fields, it is 
essential that epidemiologists and economists understand each other’s language, particu-
larly their language concerning bias.

Epidemiologists define bias as an error in the study design (e.g., in the process of data 
collection, analysis, interpretation, reporting, publication) that leads to systematically dif-
ferent results or conclusions, and remains even in an infinitely large sample (Rothman 
2012; Porta 2014). Similarly, economists refer to bias when the value of the parameter 
being estimated (a property of the population) and the expectation of the estimator2 differ 
( E[𝛽] ≠ 𝛽 ) (Wooldridge 2009). Although epidemiologists and economists often talk about 
the same types of biases with the same underlying mechanisms, the terms they use differ. 
As a result, the discussion of bias between the two fields is clouded, which might in turn 
lead to confusion.

Hernán (2017) and Haneuse (2016) previously reported that there are differences 
between epidemiology and economics in the way bias is defined. For example, Haneuse 
(2016) noted that bias occurring due to failure to adjust for the impact of an explanatory 
variable (i.e., independent variable) associated with both the treatment and the outcome 
(i.e., dependent variable) is labeled as confounding by epidemiologists, but in specific situ-
ations as selection bias by economists. The use of such field-specific terminology without 
providing explicit definitions may lead to confusion in interdisciplinary research groups 
(e.g., including both epidemiologists and economists). This, may also result in sub-optimal 
use of statistical methods from the two disciplines for causal inference in studies using 
observational data. Finally, this language barrier may limit comprehension and adequate 
use of research papers from each other’s discipline.

So far, papers addressing the confusion in terminology between epidemiologists and 
economists either alert researchers to the differences between the fields, such as Hernán 
(2017), Haneuse (2016) and Vigneri et al. (2018), or provide a glossary of terms, such as 
Gunasekara et al. (2008) and the Catalogue of bias collaboration, Aronson JK, Bankhead 
C, Nunan D. (2018). However, papers that aim to bridge the terminology gap between epi-
demiology and economics are missing.

With this paper, we aim to address this gap by providing an overview of differences and 
similarities in how epidemiologists and economists describe and define different sources 
of bias. Our paper is structured as follows. Section 2 describes the concepts of bias from 
the perspective of epidemiologists and economists and identifies a common ground for the 
concepts of bias between both fields. Although an in-depth discussion of the methodology 
for resolving different biases is beyond the scope of the paper, commonly used methods are 
briefly mentioned in this section for illustrative purposes. Section 3 illustrates the similari-
ties and differences in terminology between the two fields using a hypothetical example. 
Finally, Sect. 4 discusses implications for researchers and proposes a classification scheme 
of bias that can benefit multidisciplinary research groups as well as epidemiologists and 
economists. 

2 An estimator is a rule for calculating a quantity of interest. For example, a natural estimator of a popula-
tion with mean � would be the average of a random sample drawn from the population distribution (Wool-
dridge 2009).
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2  The terminology conundrum

In this section, we will define the different terms that are used in the fields of epidemiol-
ogy3 and economics4 to describe the different types of bias. The definitions of different 
field-specific types of bias distinguished in epidemiology and economics are summarized 
in Tables 1 and 2, respectively.

2.1  Internal and external validity

Generally, assessing causal relations by studying all individuals in a population is not 
possible. Hence, researchers select subsets of the total population. Such subsets are often 
referred to as the study population by epidemiologists, whereas economists use the term 
sample. The sample/study population is defined by a set of in- and exclusion criteria that 
are applied to a source population (Grobbee and Hoes 2014; Bouter et  al. 2017) (see 
Fig.  1), which is referred to as population of interest by economists. It is assumed that 
the sample/study population consists of a representative (i.e., random) selection of eligi-
ble individuals from the population of interest/source population, and therefore that the 

Table 1  Summary table of the field-specific definitions in epidemiology

Epidemiology

Bias (systematic error) Bias is an error in the study design (e.g., in the process of data collection, 
analysis, interpretation, reporting, publication) that leads to systematically 
different results or conclusions, and remains even in an infinitely large 
sample (Rothman 2012; Porta 2014).

Confounding Confounding occurs when the effect of an intervention on the outcome is 
mixed with the effect of another variable (Grimes and Schulz 2002; Roth-
man 2012; Catalogue of bias collaboration, Aronson JK, Bankhead C, 
Nunan D. 2018). The association between an intervention and outcome is 
distorted, because the third variable is independently associated with both 
the intervention and the outcome (Catalogue of bias collaboration, Aronson 
JK, Bankhead C, Nunan D. 2018). This is often referred to as measured 
confounding.

Residual confounding Confounding caused by unobserved explanatory variable(s) that consequently 
cannot be successfully removed by restriction or adjusted for in the data-
analysis, thereby leading to residual (uncontrolled) confounding (Rothman 
2012; Porta 2014). This is often referred to as unmeasured confounding.

Confounding by indication Special form of confounding that occurs when the outcome is caused by the 
indication for an intervention (i.e., exposure to a risk factor of a treatment) 
(Catalogue of bias collaboration, Aronson JK, Bankhead C, Mahtani KR, 
Nunan D. 2018; Miettinen and Cook 1981). Thus, individuals who are 
(self-) selected to get the intervention are typically different from those who 
do not (Rothman 2012; Ahlbom 2021).

Selection bias Selection bias occurs when the association between intervention and outcome 
differs between participants and non-participants of the study as a conse-
quence of using non-randomly selected samples (Rothman 2012; Ertefaie 
et al. 2015).

3 Epidemiology terms are written in bold.
4 Economics terms are written in italics.
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associations derived from the sample/study population can be generalized to the popula-
tion of interest/source population (Grobbee and Hoes 2014; Bouter et al. 2017).

Before estimates based on observational data can be causally interpreted, there are 
general identifying assumptions that need to be met to ensure internal validity of causal 
effect estimates. Often, assumptions for causal inference are defined according to the Ney-
man-Rubin counterfactual framework (Sekhon 2008). In this framework, a causal effect is 
defined as the difference between the two potential outcomes that an individual can have 
in the two conditional states of receiving and not receiving the treatment, while keeping 
everything else equal (Sekhon 2008). However, in reality only one of the two potential 
outcomes is observed (Sekhon 2008). A recapitulation of the assumptions in this frame-
work is listed in Appendix 1. When these assumptions hold, internally valid effects can be 
estimated and thus it is possible to obtain an asymptotically unbiased estimator of the treat-
ment effect in the sample/study population.

On the other hand, external validity cannot be guaranteed unless a sample is randomly 
drawn from the population of interest/source population (Lesko et  al. 2017). When 

Table 2  Summary table of the field-specific definitions in economics

Economics

Bias Bias occurs when the value of the parameter being estimated (a property 
of the population) and the expectation of the estimator differ ( E[𝛽] ≠ 𝛽 ) 
(Wooldridge 2009).

Endogeneity Endogeneity arises when the explanatory variables are correlated with the 
error term (Cameron and Trivedi 2005; Zohoori and Savitz 1997). Sources 
of endogeneity can be omitted confounding variables, simultaneity between 
a predictor and the outcome, and errors in regression covariates (Terza et al. 
2008).

Measurement error Measurement error occurs when an imprecise measure of a variable is 
included in the regression model (Wooldridge 2009).

Omitted variable bias Omission of a variable whose coefficient is non-zero leads to a biased estima-
tor. The asymptotic bias from omitting covariates is shown to be zero if the 
regression of the response variable on treatment and covariates is linear or 
exponential unless that relevant variable is correlated with both the treat-
ment and outcome of interest (Hill et al. 2011; Gail et al. 1984).

Selection bias Selection bias arises when a process other than random sampling is used to 
sample the underlying population. This non-random sampling can occur 
due to distorted sampling rules of the researcher or altered behavior of the 
patients, such as self-selection to the treatment, non-response to surveys, or 
attrition from treatment (Heckman 2010; Wooldridge 2001).

i. Sample selection bias The sample selection bias arises due to selection on the outcome either 
directly or through the error term (Crown et al. 2011; Heckman 1979; Wool-
dridge 2009). This can also be referred to as endogenous sample selection.

ii. Treatment selection bias Treatment selection bias is a result of systematic differences between treated 
and non-treated populations, which occurs because treatment selection is 
influenced by patient and provider characteristics (Hill et al. 2011; Austin 
2011b, 2009; Austin and Stuart 2015).

iii. Self-selection bias The treatment uptake is not random, individuals who opt for the treatment are 
different from the non-treated populations (Hill et al. 2011).
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external validity is compromised, this generally5 implies that the findings are not generaliz-
able to the population of interest/source population. A recapitulation of the assumptions 
formulated by Lesko et al. required for external validity of the estimates is listed in Appen-
dix 1. Knowledge of these assumptions is required for understanding the source of biases.

2.2  The general concept of bias: biased versus unbiased estimator

In order to define the terms used to describe the different types of bias, we will assume that 
the following linear regression model describes the underlying mechanism of the associa-
tion of interest within the entire population of interest/source population. In economics, 
this equation is known as the population equation, whereas in epidemiology there is no 
equivalent term. For expositional purposes we use a linear model that describes the under-
lying mechanism of the population of interest/source population,

where yi represents the outcome for the individual i, x1..xn represent the explanatory vari-
ables, and � stands for the unobservable random error term. �1..�k are the coefficients for 
the explanatory variables x1..xn.

When the sample/study population is representative of the population of 
interest/source population, estimation of the linear regression model described in Eq. (1) 
in the sample/study population results in parameter estimates that on average coincide 
with the population equation.

In epidemiology, bias can result from the way in which individuals are selected (selec-
tion bias), the way in which the variables are measured (information bias/measurement 
error), or a failure to control for the impact of explanatory variables (confounding) 
(Bouter et al. 2017; Grimes and Schulz 2002; Rothman 2012). Similarly, economists refer 
to bias when the value of the parameter being estimated (a property of the population) and 
the expectation of the estimator differ ( E[𝛽] ≠ 𝛽 ) (Wooldridge 2009). For an estimator 𝛽  to 
be unbiased, it is required that E[𝛽] = 𝛽 , meaning that the expected value of estimator is 
equal to the parameter value � . In economic terms, the latter holds if the following condi-
tional expectation of �i given x1i...xni:

Economists also refer to this as the zero conditional mean assumption (Wooldridge 2010). 
Simply put, this means that if the sample/study population is randomly selected from the 
population of interest/source population, the error term has a mean of zero and is uncor-
related with each of the explanatory variables in the model. If this assumption holds, then 
each explanatory variable is necessarily exogenous (Wooldridge 2010). That is, the vari-
able is not influenced by other variables in the association.

The zero conditional mean assumption is violated when an included regressor is endog-
enous, meaning that it is dependent on the error term ( �i ). This phenomenon is referred 
to as endogeneity by economists (see also Table 2). Endogeneity often occurs as a result 
of self-selection of individuals (Wooldridge 2010). To complicate matters even further, in 
economics the term endogeneity is often also used as an umbrella term for various different 

(1)yi = �0 + �1x1i + ... + �nxni + �i

(2)E(�i ∣ x1i...xni) = E(�i ∣ Xi) = 0.

5 External validity can englobe both generalizability and transportability problems (Lesko et al 2017).
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problems that cause a violation of the zero conditional mean assumption: omitted variable 
bias, simultaneity or measurement error (Wooldridge 2009).

2.3  Confounding versus selection bias

In epidemiology, confounding (Table 1) implies that the effect of xi on yi is mixed with 
the effect of a third factor, also known as the confounder (Ahlbom 2021). When this con-
founder is not included in the regression model, this leads to bias (Grimes and Schulz 
2002; Rothman 2012). Thus in the terminology used in economics—the zero conditional 
mean assumption is violated due to an omitted variable. It is important to keep in mind, 
that there can be more than one confounder that can be either observed or unobserved. 
In order for a confounder to distort the effect of xi on yi , it should be associated with 
both yi (as a cause or proxy of the cause) and xi . However, the confounder should be cor-
related with xi , but should not be an effect of xi (Rothman 2012). When confounding is 
present, the validity6 of a study is compromised, because the estimated association does not 
reflect the true relationship between xi and yi (Bouter et al. 2017; Grimes and Schulz 2002; 
Rothman 2012; Miettinen and Cook 1981). Within the concept of confounding, a distinc-
tion is often made between measured confounding or unmeasured confounding (Ahl-
bom 2021). Measured confounding is defined as confounding resulting from variables 
that are observed and measured. However, when confounding is not successfully removed 
or corrected for, or results from a variable that is not observed, this leads to uncontrolled 
or residual confounding. When residual confounding is caused by a failure to observe 
the confounder, we will refer to the resulting bias as unmeasured confounding. Econom-
ics does not have a term to describe the overall concept of confounding, but it does have 
equivalent terms for measured confounding and unmeasured confounding, which will 
be explained in further detail in the next sections.

The epidemiological concept of measured confounding is present when an unbiased 
estimator of the treatment effect cannot be obtained by directly comparing outcomes 
between treatment groups, due to the presence of an observed confounder, and a correct 
specification of the outcome model can resolve this problem (Austin 2011a). Economists 
would then say that the model coincides with the population equation, and hence the 
estimator is unbiased. However, researchers can never be sure that the specified model is 
equal to the data generating process of the population, because the population equation is 
unknown. Let us assume that the data generating process of the population is described by 
the following population equation:

If one wrongly models the association with an ordinary least squares (OLS) according to 
Eq.  (1) instead of the true population equation (3), the interaction term ( �1x1i ∗ �2x2i)7 
and the quadratic term  (�2x22i ) become part of the error term and thus induce endogene-
ity. On the other hand, if the omitted variable is independent from a specific x of interest, 
the estimator of the effect of that specific x on y remains unbiased and only the standard 
errors will be compromised. In other words, not taking the interaction and the quadratic 

(3)yi = �0 + �1x1i + �2x2i + �1x1i ∗ �2x2i + �2x
2

2i
+ �3x3i + �i.

6 Referring specifically to internal validity.
7 Epidemiologists may also refer to this as effect modification, which implies that x1i has not one effect on 
y
i
 but two: one when x2i is present and one when it is absent.
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terms into account leads to bias. This is true because omitting a relevant term from the 
regression model results in a correlation between the error term ( �i ) and the explanatory 
variables �1x1i and �2x2i . As a result, the assumption of conditional independence of the 
error term no longer holds and the estimator is biased. This refers to the assumption that 
distinguishes measured from unmeasured confounding. The assumption of no unmeas-
ured confounding is sometimes also referred to as selection on observables, exogeneity, 
conditional independence assumption or ignorability in economics. When the assumption 
of selection on observables holds, correct inferences for causal parameters can be obtained 
by using methods such as regression-adjustment, matching, re-weighting, and the doubly-
robust estimator (Cerulli 2015).

As indicated above, the epidemiological term unmeasured confounding refers to con-
founding that is the result of a confounder that was not or poorly measured, and therefore, 
not taken into account in the data analysis. In some situations, this type of confounding 
can be considered to be equivalent to the economics term selection bias, which arises due 
to incomplete observation of the population. Economists often use instrumental variable 
analysis (Angrist and Pischke 2009) and epidemiologists use its analogue, Mendelian rand-
omization in genetic research, to adjust for this type of bias (Streeter et al. 2017).

In economics, selection bias can take up various forms. For instance, self-selection bias 
might occur because participation is not randomly determined, thus the selection occurs 
based on an explanatory variable (x). The term self-selection bias is generally used when 
an indicator of participation might be systematically related to unobserved factors (Wool-
dridge 2009). In the following example, we represent the situation where the treatment 
indicator is related to the wage variable (i.e., a person’s monthly salary). Let us assume that 
we observe only individuals with a wage below 2500 ( x1i < 2500 ). Wage x1i is an explana-
tory variable of the outcome yi . This implies that the error term becomes the following:

which consists of a random error as well as the unobserved part of the population (i.e., 
individuals with a wage above 2500 do not occur in our sample). The conditional expecta-
tion of interest is the following:

If

we are facing selection bias. If the non-observed characteristics are correlated with any 
other observed term, then

Ergo, if selection is not random, that is, either influenced by the individual or by the sam-
pling researcher, conditional independence does not hold. If the entire variable is unob-
served, selection bias is said to be equal to omitted variable bias. Hence, in economics the 
distinction between self-selection bias and omitted variable bias is based on the degree 
of observation of the confounder variable. However, in epidemiology this type of bias is 
referred to as confounding (Ahlbom 2021). Instrumental variable analysis can be used to 

(4)�i = �i + �1(x1i ≥ 2500),

(5)

E(yi ∣ x1i < 2500, ..., xki, ..., xni)

= 𝛽0 + 𝛽1(x1i < 2500) + ...𝛽nxki + ... + 𝛽kxni

+ E(𝜂i ∣ x1i < 2500, ..., xki, ..., xni).

(6)E(𝜂i ∣ x1i < 2500, ..., xki, ..., xni) ≠ 0,

corr(x1i ≥ 2500, x1i < 2500, ..., xki, ..., xni) ≠ 0.
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adjust for both self-selection bias and omitted variable bias, when a valid instrument is 
available (Angrist and Pischke 2009). Since unmeasured confounding cannot be easily 
resolved with any available data, economists frequently use quasi-experimental designs, 
such as difference-in-difference (Wing et  al. 2018) or regression discontinuity analyses 
(Robin et al. 2012), to deal with this.

To increase confusion even more, epidemiologists also use the term selection bias, but 
their definition is not necessarily equivalent to the aforementioned economic definition of 
selection bias. In epidemiology, selection bias occurs due to the procedures or processes 
used to select the sample/study population in observational studies (Table  1) (Bouter 
et al. 2017; Rothman 2012; Hernan and Robins 2019). Selection bias is present when the 
association between x1 and yi differs between the sample/study population and population 
of interest/source population (Grimes and Schulz 2002; Rothman 2012). In these cases, 
the magnitude and direction of the bias are difficult to determine (Ertefaie et  al. 2015). 
As a result, the study’s external validity is compromised because the identified associa-
tion cannot be generalized to the population of interest/source population. This is in line 
with another form of selection bias in economics, which can arise due to endogenous sam-
ple selection, and is referred to by some researchers as sample selection bias. The latter 
implies that the non-random sample selection from the population occurs based on the out-
come variable y. For instance, if we intend to estimate the relationship between frailty (y) 
and several other factors in the population of adults:

Sample selection bias occurs in this case if there is selective attrition from the panels 
survey/cohort study, meaning that those who remain in the sample/study population have 
on average better (or worse) outcomes. In our case, those who are frail may not continue 
to participate in the study, and therefore, the resulting sample/study population is not ran-
dom anymore but rather a selective subset of the population. This will as well result in 
biased and inconsistent estimator, due to the fact that the population equation is not in line 
with the expected value conditional on the outcome being less than a cutoff value (e.g., 
given frailty scale 0-5 E(yi > 3 ∣ x1i, x2i) ≠ E(yi ∣ x1i, x2i)).

Thus, in economics the term selection bias incorporates different forms of selection bias 
(e.g., sample selection bias, treatment selection bias, and self-selection bias), but these 
specific terms are not used as often as their overarching term selection bias. This implies 
that the definition of selection bias in economics is broader than in epidemiology. The epi-
demiological concept selection bias is equivalent to the economic concept sample-selec-
tion bias, which occurs due to endogenous sample selection. Treatment selection bias and 
self-selection bias on the other hand occur due to endogenous treatment allocation. The 
economic terms treatment selection bias and self-selection bias, which refer to non-ran-
dom treatment uptake and individual self-selection to treatment, respectively, encompass 
the epidemiological term confounding by indication. Confounding by indication does 
not have one equivalent term in economics. While selection bias defined by an epidemi-
ologist will be understood by an economist, the reverse might not be true and can lead to 
confusion.

The epidemiological concept confounding by indication (Table  1) is a special form 
of confounding that occurs when yi is causally related to the indication for x1 (Catalogue 
of bias collaboration, Aronson JK, Bankhead C, Mahtani KR, Nunan D. 2018; Miettinen 
and Cook 1981). In other words, individuals in the intervention group are different from 
those in the control group, based on an underlying factor(s) that influenced their choice 

(7)yi = �0 + �1x1i + �2x2i + �i.
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for the intervention (Rothman 2012). Randomization is the best way to ensure the preven-
tion of confounding by indication (Bhide et al. 2018). However, when using non-exper-
imental data, the decision to allocate or start an intervention (i.e., x1 ), may be influenced 
by a wide variety of underlying factors (e.g., therapist or patient preferences, the severity 
of the disease, prognosis, availability) (Grobbee and Hoes 2014). If these underlying fac-
tors are positively or negatively associated with the outcome, confounding by indication 
is present. As a consequence, the validity of the study is compromised. It is important to 
note that confounding by indication is in fact a form of selection bias that cannot be fully 
adjusted for, because factors that drive the choice for an intervention are often not com-
pletely known or difficult to measure. This implies that there will be a substantial amount 
of residual confounding.

In epidemiology, time-varying confounding is said to occur when confounders have 
values that change over time. Examples of time-varying confounders can be labor mar-
ket status, body mass index, and depression severity. Time-varying confounding can also 
occur with changes in a time-varying intervention (i.e., an intervention that is not fixed in 
time), like, for example, a treatment dose (Platt et al. 2009). This type of confounding can 
be resolved by using marginal structural models, g-computation, targeted maximum likeli-
hood estimation, or G-estimation of structural nested models (Clare et al. 2019). In eco-
nomics, this phenomenon is another example of the violation of the zero conditional mean 
assumption in a longitudinal context and it is categorized as an endogeneity problem. Most 
frequently, it is dealt with by applying instrumental variable techniques or fixed effects.

Finally, the term collider bias can create confusion, especially when compared to 
the term confounding. In collider bias, similar to confounding, the effect of xi on yi is 
distorted. The difference lies in the fact that in the case of collider bias both xi and yi 
independently cause a third factor, also known as the collider (i.e., a collider is a variable 
that is caused by two other variables: one that is (or is associated with) the treatment, and 
another one that is (or is associated with) the outcome) (Catalogue of bias collaboration, 
Lee H, Aronson JK, Nunan D. 2019; Griffith et al. 2020; Elwert and Winship 2014). When 
confounding is present, the confounder variable is associated with both xi and yi , but xi 
and yi do not independently cause the confounder (like in the case of a collider). When 
the collider is not adjusted for (either in the study design or in the statistical analysis), 
it may influence the likelihood of being selected into a study, leading to bias (Catalogue 
of bias collaboration, Lee H, Aronson JK, Nunan D. 2019; Griffith et al. 2020). Thus, in 
some cases selection bias, can be considered a type of collider bias (Catalogue of bias 
collaboration, Lee H, Aronson JK, Nunan D. 2019). This is because just like selection bias, 
collider bias stems from conditioning (e.g., controlling, stratifying, or selecting) on the 
collider variable. In economics, endogenous selection bias is equivalent to collider bias 
(Elwert and Winship 2014).

2.4  Terms in a nutshell

In order to have a clear panorama, we will summarize the equivalent concepts of bias 
between epidemiology and economics. In Table 3, we summarize the field-specific terms 
with their proposed equivalents. Furthermore, Fig.  2, maps the economic terms for bias on 
epidemiological terms.

The economic term endogeneity implies a correlation between the error term and 
the explanatory variables, and essentially indicates the violation of the zero conditional 
mean assumption. The term has no exact equivalent in epidemiology. According to 
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epidemiologists, confounding occurs at the intervention uptake level, and can occur when 
intervention allocation is not random. Economists use the term selection on observa-
bles when referring to the assumption of no unmeasured confounding, which is the 
key assumption for inference in presence of measured confounding in epidemiology. 
Unmeasured confounding and omitted variable bias represent the same phenomenon8 
which occurs when intervention uptake is associated with unobserved characteristics. 
Omitted variable bias (if the variable is fully unobserved) and self-selection bias (if the 
variable is partially unobserved) / unmeasured confounding can be considered as a sub-
category of endogeneity. Unmeasured confounding and omitted variable bias both arise 
in the phase when the sample/ study population is selected by the researcher or when the 
data collection is carried out (Fig. 2). Sampling from the population using a pre-defined 
set of inclusion and exclusion criteria will result in bias if the sample selection is related 
to characteristics that are associated with the outcome and the intervention allocation, i.e., 
sample selection bias or endogenous sample selection according to economists or selec-
tion bias according to epidemiologists (Fig. 1). Thus, in this case the terms are equivalent 
between fields. Economists, however, in general do not distinguish whether the bias occurs 
at sample selection or intervention uptake level, and use the overarching term of selection 
bias for all scenarios where an explanatory variable is related to both intervention or out-
come (Fig.  2). The economics definition of selection bias can, thus, be equated with the 
term confounding used in epidemiology, when it refers to treatment-selection bias or self-
selection bias. However, the terms treatment selection bias and self-selection bias are less 
often used than the overarching term selection bias.

3  Examples

In this section, we will illustrate how the different terms that were discussed in Sect. 2 
are used in the fields of epidemiology and economics. This will be done using a simpli-
fied, hypothetical example. We refer to Tables 1 and 2 for an overview of the definitions 

Table 3  Field-specific terms with proposed equivalents. The equivalent terms that have exact equivalents 
are displayed in parallel lines. Terms that have no exact equivalents are not part of the table

Epidemiology Economics

Bias Bias
– Endogeneity
Unmeasured confounding Self- or treatment- selection bias (if the variable par-

tially unobserved)/ Omitted variable bias (if variable 
fully unobserved)

Measured confounding Selection on observables
Information bias Measurement error
Selection bias Sample selection bias or Endogenous sample selection
Confounding by indication Treatment selection bias

Self-selection bias

8 If the regression of the response variable on treatment and covariates is linear or exponential.
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of different forms of bias as used by epidemiologists and economists respectively. Fig-
ure 1 gives a visual representation of the different forms of bias.

In this hypothetical example, the Bias National Health Institute was employed to 
evaluate the effect of a smoking cessation program ( xi ) offered by general practices 
(GPs) on tobacco smoking cessation ( yi ). To assess the effect of xi on yi , the research 
team retrospectively constructed a sample/study population from electronic health 
records by arbitrarily selecting a number of GPs that offered the smoking cessation 
program (intervention practices) and a number of GPs that did not offer the smoking 
cessation program (control practices). The sample/study population included individu-
als who smoked tobacco, were eligible for the smoking cessation program, and were 
registered at a participating general practice. An individual was assumed to be treated 
if they participated for at least one month in the smoking cessation program. Smok-
ing cessation was a self-reported binary outcome, which was operationalized as non-
smoking for at least three consequent months. Information on demographics (e.g., date 
of birth, gender, socioeconomic status), self-reported tobacco smoking cessation (yes/
no), and additional treatments related to tobacco smoking cessation was extracted from 
electronic health records.

In a perfect scenario, the estimator would be unbiased if the following requirements 
hold (also see Appendix 1):

Fig. 1  Graphical representation of confounding and selection bias. Source population/Population of inter-
est: group that we would like to make inference about. Study population/Sample: group we selected with 
inclusion/exclusion criteria from the source population/population of interest. A: participants with inter-
vention A. B: participants with intervention B. y

A
 : outcome of participants with A. y

B
 : outcome of par-

ticipants with B. C1: pre-intervention factors that lead to selection bias/ endogenous sample selection bias. 
C2: confounding factor. Bold terms refer to epidemiology terms and italic terms refer to economics terms
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• The sample/ study population is representative of the population of interest/ source 
population;

• The actual intervention and control groups are representative for the population of 
interest/ source population and the distributions of the explanatory variables are 
comparable in the two groups;

• Data is available on the outcome of interest as well as for every relevant explanatory 
variable;

• The data is modelled in accordance with the data-generating process, which implies 
that the analysis model is specified correctly;

• Intervention assignment is conditionally independent of the individual characteris-
tics.

Below, we will discuss different scenarios in which at least one of these requirements fails, 
leading to imprecise and/or biased estimator. Appendix 2 illustrates the different described 
scenarios by means of simplified simulation examples.

Scenario 1: The smoking cessation program was offered during working hours on week-
days only. This will introduce selection bias/endogenous sample selection, if individuals 
who attended the smoking cessation program were more likely to be individuals who did 
not have a nine to five job, for example because they were retired. This scenario would be 
labeled as selection bias by both epidemiologists and economists (referring to the term 
endogenous sample selection or sample selection bias). It is important to note that estima-
tor on the sample level will not be biased as long as not having a nine to five job is not 
related to the outcome. However, the sample/study population is not representative of the 
population of interest/source population, hence the external validity is compromised and 
the results are not generalizable.

Fig. 2  Proposed mapping of the economics terms of bias on those of epidemiology. A: Selection only, no 
bias due to selection; B: Selection with sample-selection bias; C: Sample-selection with confounding and 
confounding by indication; D: Selection with confounding without sample-selection bias; E: Confound-
ing without selection or sample-selection bias. Bold terms refer to epidemiology terms and italic terms 
refer to economics terms



367Health Services and Outcomes Research Methodology (2023) 23:354–375 

1 3

Scenario 2: It is possible that some individuals who would otherwise participate in the 
smoking cessation program are affected by negative personal circumstances (e.g., divorce, 
death of a close friend or family member) and are therefore less likely to enroll. These 
negative events are likely to also have an impact on the likelihood of success in smoking 
cessation. Comparison of outcomes of individuals participating in the smoking cessation 
program only will lead to biased estimator, because we are excluding a large group of indi-
viduals based on reasons that the researchers are not aware of. In this case, self-selection 
bias will occur and the success of the smoking cessation program will be overestimated 
(upward biased). In most cases, self-selection is driven by unobserved characteristics of the 
individual or healthcare provider, such as motivation or beliefs, which are characteristics 
that are not measured or cannot be measured well. Therefore, this kind of bias is referred to 
as unmeasured confounding and omitted variable bias in epidemiology and economics, 
respectively.

Scenario 3: In some intervention practices, nurses routinely prescribe the use of nicotine 
patches as a support to the smoking cessation program. Nicotine patches are prescribed 
to decrease the smoking cessation withdrawal symptoms, and consequently support indi-
viduals to continue the smoking cessation program while also increasing the probability 
of successfully stopping smoking (the primary outcome of the study). The use of nico-
tine patches was not a mandatory part of the program. However, since the use of nicotine 
patches affects both the participation in the smoking cessation program (the intervention) 
and smoking cessation (the outcome), it is necessary to control for nicotine patch use in 
order to obtain an unbiased effect of the smoking cessation program. Epidemiologists refer 
to this problem as measured confounding and in economics this phenomenon is referred 
to as selection on observables, when the confounder is observed and can be adjusted for.

4  Conclusions

Epidemiologists have a long tradition of using observational data. However, their interest 
in using routinely collected data for causality research when RCTs cannot or have not been 
done has increased over the past years (Bartlett et al. 2019). Economists have traditionally 
relied more on observational data and therefore have a vast experience in inferences based 
on routinely collected data. However, data collected within routine health care are typically 
not collected for research purposes, and therefore, carry a high risk of bias if researchers 
fail to use appropriate analytical methods to deal with bias (Nørgaard et al. 2017). Meth-
ods that are used to obtain unbiased estimator when using routinely collected data differ 
between epidemiologists and economists. Nevertheless, some practices overlap or comple-
ment each other. Hence, epidemiology and economics can benefit from exchange of meth-
ods to adjust for potential biases.

The way in which bias is classified does not necessarily have implications for the data-
analysis (Hernan and Robins 2019), which is the case for confounding. However, in some 
situations, due to lack of a clear distinction between the different definitions of selection 
bias, it is more difficult to make an informed choice about which study design and analyti-
cal method to use, as the term can refer to both internal and external validity issues. This 
is because epidemiologists define selection bias as a generalizability problem, whereas in 
economics selection bias is a broader term that can indicate either an internal or external 
validity problem. This suggests that it would be beneficial for researchers from epidemiol-
ogy and economics to understand the terminology used in each other’s fields. For instance, 
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in this paper we show that selection bias/sample selection bias and treatment selection 
bias/endogenous sample selection are two separate concepts that should be treated differ-
ently from each other, because they differ in the mechanism that creates the bias. In the 
simplified example, selection bias/treatment selection bias/endogenous sample selection 
could have been prevented by offering the smoking cessation program at any hour and not 
during working hours only. Therefore, researchers are recommended to investigate which 
type of bias is most likely to be present in their data, so they can subsequently choose an 
analytical method to validly account for the bias.

Economists tend to prioritize methods for unmeasured confounding (e.g., instrumental 
variable methods) or a quasi-experimental setup (e.g., difference in differences, regression 
discontinuity). On the other hand, epidemiologists focus more on methods to deal with 
measured confounding (e.g., propensity score methods), while assuming that there is no 
unmeasured confounding. At the same time, there is also overlap between methods from 
the two fields. To be able to profit optimally from the range of methods in the fields of 
epidemiology and economics, it is important to have a correct understanding of the termi-
nology used. In all situations, it is important to realize that without randomization of inter-
ventions, the interpretation of the “treatment effect” as being causal is up to the decision of 
the researcher and comes with the burden of proof. Strictly speaking, when the intervention 
assignment is non-random, a causal relation cannot be definitely established. However, it is 
possible to provide support credibility of a causal relationship between the intervention and 
the outcomes by adjusting for bias as much as possible (DeMaris 2014).

In conclusion, this paper provided an overview of differences and similarities in how 
epidemiologists and economists define bias to improve understanding of each other’s defi-
nitions. This information will hopefully improve collaboration and support researchers in 
identifying the most suitable study designs and analytical methods from either field for the 
research question that is being dealt with.

Appendix 1

An estimator is internally valid when the estimator of sample average treatment effects is 
unbiased. The following assumptions are required for causal identification of treatment 
effects within the sample:

Recap of assumptions of Rubin’s potential outcomes framework for causal infer-
ence (Neyman-Rubin Counterfactual Framework)

• Positivity: Each individual has a non-zero probability of being assigned to either treat-
ment or control.

• Strongly Ignorable Treatment Assumption (SITA)/exchangeability/no unmeas-
ured confounders: All relevant confounders are measured and adjusted for, which 
implies that the treatment estimate is independent of the error term. This assumption is 
also known as the combination of uncounfoundedness with overlap (Brady et al. 2008).

• Stable Unit Treatment Value Assumption (SUTVA): Potential outcomes of an indi-
vidual are not affected by the treatments assigned to any other individual (e.g., no inter-
ference), and there is no variation in the treatment (e.g., only a single version of each 
treatment level exists) (Constantine Gatsonis 2017) (Brady et al. 2008).

• Consistency: This assumption implies that an individual’s potential outcome given 
a hypothetical exposure is equivalent to the outcome that would actually be observed 



369Health Services and Outcomes Research Methodology (2023) 23:354–375 

1 3

if this individual would have received the treatment. Rubin’s definition of SUTVA 
includes the no-multiple-versions-of-treatment assumption and, thus, the consist-
ency assumption (VanderWeele and Hernán 2013).

• Correct model specification: the covariate-outcome model is correctly specified 
and the covariates are correctly measured.

An estimator is externally valid when the estimator of average treatment effects of the 
population is unbiased.

Assumptions required for external validity based on Lesko et al. (2017)

• Exchangeability: Participants in the sample/study population are exchangeable 
with members of the population of interest/source population.

• Positivity: All individuals of the population of interest/source population have a 
non-zero probability of being part of the sample/study population.

• Same distribution: The distribution of treatment in the sample/study population 
equals to that of the population of interest/source population.

• No interference: Individuals are not affected by the any other individual’s inclusion 
in the sample.

• Correct model specification: the covariate-outcome model is correctly specified.

Appendix 2

Randomized controlled trials (RCTs) have traditionally been considered the gold-stand-
ard for establishing causality. To be able to fully understand the different sources of bias 
in non-randomized data, it is important to first understand how bias may affect estimates 
when using randomized data, such as in an RCT setting. For the sake of clarity and 
completeness we will begin by presenting a simplistic simulation of a baseline RCT 
with the aim of obtaining an unbiased treatment effect. From there on, we will build up 
and illustrate the different sources of bias described in the example by means of a sim-
plified simulation code that can be run in R Studio.

For expositional purposes, we define the following terms: x1 is a binary treat-
ment variable representing the participation in the smoking cessation program or not, 
x2 is a binary variable indicating whether the individual has a nine to five job, x3 is a 
binary variable indicating nicotine patch use and x4 is a normally distributed variable 
( x4 ∼ N(55, 10) ) representing an unobservable mental health score. Y is the binary out-
come of interest, which indicates smoking cessation.

Baseline scenario

In the following baseline scenario, the treatment ( x1 ) is randomly assigned to study par-
ticipants allocating them to the treatment or control group, the outcome (Y) is depend-
ent on treatment and there is no model misspecification present. In this scenario, the 
mean difference between treatment and control is an unbiased estimator of the treatment 
effect.
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In the following extended baseline scenario, the treatment uptake ( x1 ) is still ran-
dom. However, the outcome model is not only associated with the treatment status, but 
also with other variables (i.e., x2 and x3 ). This implies that comparing mean differences 
would lead to biased treatment effects due to misspecification of the outcome model. 
However, after adjusting for the observed covariate that is associated with the outcome, 
the treatment effect estimator becomes unbiased.

Scenario 1

In this scenario, the treatment allocation ( x1 ) is not random anymore but dependent on 
the value of x2 (having a nine to five job). This implies that a conditional selection on 
observables occurs, thus the treated group and the non-treated group differ not only in 
treatment status but also by a set of observable characteristics ( x2 ), which can lead to 
selection bias. However, in this scenario, the outcome model is solely dependent on 
the treatment status ( x1 ) and not on having a nine to five job ( x2 ). Therefore, estimation 
of a mean difference would lead to an unbiased treatment effect estimator, because the 
outcome model is correctly specified. In this scenario, there is no confounding present, 
because there is no association between x2 and Y.
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Scenario 2

In this scenario, the treatment allocation ( x1 ) is not random and is dependent on the 
value of the mental health score ( x4 ), which is also associated with the outcome. The 
outcome model is dependent on treatment uptake ( x1 ), but also on mental health score 
( x4 ). This implies that x4 becomes a confounder, because of its association with both 
treatment ( x1 ) and outcome (Y). However, x4 represents an unobservable score (because 
it was either not measured or cannot be measured well), thus exclusion of this con-
founder leads to model misspecification and there is bias present due to unmeasured 
confounding/endogeneity.

Scenario 3

In this scenario, the treatment allocation ( x1 ) is not random and continuation of the treat-
ment is dependent on the value of x3 (nicotine patch use). The outcome model is depend-
ent on the treatment status as well as x3 . This implies that x3 becomes a confounder, 
because of its association with both treatment ( x1 ) and outcome (Y). Not adjusting 
for x3 in the final model, can lead to bias due to measured confounding/selection on 
observables.
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