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Abstract

Machine learning (ML) algorithms “learn” information directly from data, and their performance improves proportionally with
the number of high-quality samples. The aim of our systematic review is to present the state of the art regarding the implemen-
tation of ML techniques in the management of heart failure (HF) patients. We manually searched MEDLINE and Cochrane
databases as well the reference lists of the relevant review studies and included studies. Our search retrieved 122 relevant studies.
These studies mainly refer to (a) the role of ML in the classification of HF patients into distinct categories which may require a
different treatment strategy, (b) discrimination of HF patients from the healthy population or other diseases, (c) prediction of HF
outcomes, (d) identification of HF patients from electronic records and identification of HF patients with similar characteristics
who may benefit form a similar treatment strategy, (e) supporting the extraction of important data from clinical notes, and (f)
prediction of outcomes in HF populations with implantable devices (left ventricular assist device, cardiac resynchronization
therapy). We concluded that ML techniques may play an important role for the efficient construction of methodologies for
diagnosis, management, and prediction of outcomes in HF patients.

Keywords Machine learning - Heart failure - Deep learning

Introduction [3], around 26 million people worldwide [4], rising to > 10%
among people > 70 years of age [3], while the considerable HF
health expenditures (~$31 billion, in the USA in 2012) [5] are
expected to sharply increase with an aging population.
Despite advancements in medical, device-based, and surgi-
cal management of HF, outcomes remain non-satisfactory

even in Western developed countries [6]. Evidently, emphasis

Heart failure (HF) is a clinical syndrome characterized by dys-
pnea, fatigue, and clinical signs of congestion leading to fre-
quent hospitalizations, poor quality of life, and shortened life
expectancy [1, 2]. HF is a global pandemic that affects approx-
imately 1-2% of the adult population in developed countries
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in investigating efficient research methodologies for HF man-
agement is one of the leading study directions that cannot be
overlooked [7].

Recently, machine learning (ML) algorithms have used
computational methods to “learn” information directly from
data, and their performance has been shown to improve pro-
portionally with the number of high-quality samples [8]. ML
algorithms have been applied in different aspects of medicine
[9, 10], including earlier disease detection [11, 12], improve
diagnosis accuracy [13—16], identification of new physiolog-
ical observations or patterns [17], development of personal-
ized diagnostics and/or therapeutic approaches [18, 19], re-
search purposes [20], etc.

The aim of this systematic review is to present the state of
the art regarding the utility of ML techniques in comparison
with conventional methods, in improving outcomes in HF
patients.

Methods

This systematic review was guided by the PRISMA statement
for systematic reviews and meta-analyses [21].

Machine learning architectures

Machine learning is an emerging technology paradigm that
enables computers to learn patterns and insights from the data
without being explicitly programmed. Details of ML algo-
rithms adopted for managing HF patients are provided in the
Online Supplement.

Search strategy

MEDLINE and Cochrane library databases were manually
searched (G.B., G.T.) without year or language restriction or
any other limits until May 29, 2019. The following algorithm
was used: “((Machine learning OR deep learning OR bayes
OR regression tree OR k means clustering OR vector machine
OR artificial neural networks OR random forests OR decision
trees OR nearest neighbours) AND heart failure).”
Furthermore, the reference list of all the included studies as
well as relevant review articles were also searched.

Study inclusion/exclusion criteria

All studies that included data about the implementation of ML
techniques in HF (diagnosis, severity classification, prediction
of adverse outcomes, identification of HF patients in electronic
records, etc.) were considered as relevant and included in the
systematic review. Review studies, studies that did not include
data regarding HF patients and studies in experimental models,
were excluded either at the title/abstract or at the full-text level.

@ Springer

Data extraction and statistical analysis

The data extraction was performed by two independent inves-
tigators (G.B., J.Z.) and any disagreement was resolved by
discussion.

We used a recently proposed score by Qiao [22] for the
quality assessment of ML studies (for details, please see the
Online Supplement).

Results
Search results

As outlined in Supplementary Fig. 1, our search strategy re-
vealed in total 122 relevant studies (one study provided data
for two different outcomes [OS21]). Figure 1 summarizes the
different areas of ML implementation in HF patients.

Classification of HF patients

Our search retrieved four streams of studies regarding the
implementation of ML techniques in patient classification,
pertaining to HF with reduced ejection fraction (HFrEF), HF
with preserved ejection fraction (HFpEF), and in different
HFpEF subtypes. The variables for HF characteristics includ-
ed demographics, clinical examination, laboratory exams,
medical history, electrocardiographic data, echocardiographic
data, and heart rate variability (HRV) (Supplementary
Table 1). All studies were classified as intermediate-high qual-
ity (intermediate: 2 studies, high: 2 studies) in the quality
assessment (Supplementary Table 9). This suggests that the
provided outcomes are less prone to different kinds of bias.

Modern classification methods have shown a better perfor-
mance over conventional classification methods that could
lead to better management in clinical practice (Table 1).

Discrimination of HF patients from subjects with no
HF

Our search retrieved 30 studies regarding the discrimination of
HF patients, from subjects with no HF (Supplementary
Table 2). All studies were classified as intermediate-high qual-
ity (intermediate: 14 studies, high: 16 studies) in the quality
assessment (Supplementary Table 9), suggesting that the pro-
vided outcomes are less prone to different kinds of bias
(Table 1).

The general process of ML techniques for HF discrimina-
tion in a non-acute setting is to estimate the probability of HF
based on prior clinical history of the patient, the presenting
symptoms, physical examination, and resting electrocardio-
gram. Application of ML techniques for HF discrimination
on the available data is less time consuming and more accurate
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Fig. 1 Areas of application of machine learning in the management of heart failure patients

than traditionally used statistics or expert methods. Accurate
HF discrimination via ML techniques allows for treatments
and interventions to be delivered in a more efficient and
targeted way, permits assessment of the HF patient’s progress,
prevents condition worsening, affects positively the patient’s
health, and contributes to decrease of medical costs. The main
difference between the ML methods for HF discrimination lies
in the different heart rate variability features employed to de-
tect HF.

Sanchez-Martinez et al. (2017) used multiple kernel learn-
ing method to differentiate cardiac and non-cardiac cause of
breathlessness and revealed processes leading to HFpEF with
a specificity as high as 90.9% [OS42]. It should be noted that
many ML studies found that feature selection determines the
performance of the model, and thus automatic feature selec-
tion scheme is needed. Such automatic feature selection is also
an advantage of the latest ML methods.

Prediction of outcomes

Our search retrieved 58 studies regarding the implementation
of ML techniques in the prediction of major outcomes in HF
patients. Specifically, the measured outcomes that were stud-
ied include mortality, hospitalizations, decompensations, im-
plantable cardioverter defibrillator (ICD) implantations for
secondary prevention, need for mechanical circulatory sup-
port, heart transplantation, pump failure, myocardial infarc-
tion, strokes, and ventricular assist device implantation
(Supplementary Table 3). All studies were classified as
intermediate-high quality (intermediate: 39 studies, high: 21
studies) in the quality assessment (Supplementary Table 9).

This suggests that the provided outcomes are less prone to
different kinds of bias (Table 1).

Existing studies utilize demographic, clinical, laboratory,
and electrocardiographic data (short-term or long-term HRV
measures) as the main predictors and incorporate multiple
classifiers such as support vector machine (SVM), classifica-
tion and regression trees (CART), k-nearest neighbor algo-
rithm (k-NN). These methods can work well separately, or
collectively through certain ensemble learning techniques
[23].

Identification of HF patients with similar
characteristics from electronic medical records

Our search retrieved 6 studies regarding the role of ML tech-
niques in the identification of HF patients from a pool of
hospitalized patients or identification of patients with similar
characteristics (Supplementary Table 4). All studies were clas-
sified as intermediate-high quality (intermediate: 2 studies,
high: 4 studies) in the quality assessment (Supplementary
Table 9), suggesting that the provided outcomes are less prone
to different kinds of bias.

Specifically, Cikes et al. (2019) used unsupervised ma-
chine learning-based phenogrouping in HF to provide a clin-
ically meaningful classification of a phenotypically heteroge-
neous HF cohort by integrating clinical parameters and full
heart cycle imaging data [OS127]. Pakhomov et al. (2007)
used predictive ML techniques and language processing
contained in the electronic medical records, to identify pa-
tients with HF with 96% specificity [OS114]. Panahiazar
et al. (2015) developed a multidimensional patient similarity

@ Springer



Heart Fail Rev (2021) 26:23-34

26

syuoned JH Jo uonesynuapI
pasaoxduwr spppouwr TN

NAS 01 Jouadns
‘qpoq ‘a1om Sunsooq pue Y1

SPOYIOW [BUOTIUIATUOD
paunojradino sjopowr TN

SPOIOW [BUOTUSATUOD
pauwoyradino TN

SPOTOW [BUOTIUSATIOD
pauwiojiadino spepowr TN

¥ ue sem poyow Surured]

QUIYOBW }S0q 9Y ], "POyIow

paseq-o[ni & pauoyradino
spoow paseq-TIA

100°0 > d ‘sjopout
10130 2y 0} pareduwiod
JueoyIugis A[resnsnels
sem [opowl Iy oy}
10] DV ul juswesoxdwr oy

spojou
UIOPOUI SE [[oM SE JSed]
T pouIoyIad T [BUONUIAUO))

%08
Add ‘%9L SNAS ‘%56 DNV (1S
uonepieA) ‘%08 Add ‘%8L SNAS

‘9596 DNV (19s [eyudwdojosap)
«— BJep paImonys Juisn Y]

UOLIOYID UOTJRULIOJUT
uersoAeq M T J0J PAAISSqO

%08 Add ‘%¥8 SNAS ‘%L6 DNV (14S

uoneplieA) ‘%08 Add ‘%6 SNAS ‘%66 DNV (9S
Teyuowdolaaap) «— spodar SurSewn pue sajou Jursn TN

INAS 031 paredwod

sem (£,°0) DNV Uerpawr jsoy3iy oy, douewojiad 1030q pey JJo-no jomms ssof & Sursn Junsooq

%888 DNV

‘%L 16 AN “%ES8 Add “%S'L8

HdS ‘%1°06 SNAS ‘%L'88 Aormdoe
«— [opow Surew-UOISIOAP PIseq-y]
99L°0 ¥'1
anfea DNV

SL°0 sisiSojoyped
anjeA DNV

%€0°06 uotsioad ‘%7806

%SL6 DNV “BL'L6

AdN “%T'L6 Add ‘%L'L6 AdS “%T L6 SNAS ‘%S'L6
AoeIndoe «— [opow SUeW-UOISIONP PIseq $10s YInoy

T80 NN JuaInday
anjea DNV

¥.6°0 Surtured) deaq
7S6'0 1A

anfea DNV

%18 €6 uoisoaId ‘% 17°¢6

18991 *95T§"€6 ANSEAU~7 «— INAS ‘%0¥'S6 UoIstoaxd

118991 ‘957406 QINSBOW-,] «— T ‘%ET TE 18I 98/ €6 QINSLAUI-,] «— SAINJed) WeIS-u .y

(690590
1D %S6 °L9°0) T AeLRANNN
sonfea DY
YLL'O
CLLO
89L°0
sL0
IsL°0
€EL0
08L°0 dT €890
oNnv [SPOIN onv

(89°0-59°0 1D %S6

L9°0) INAS ® uren o3 uoneziundo rewnumu [enuanbag
(9L°0-TL0 1D %S6 ¥L°0) 1opow 1

sanfeA DNV

(4 ypdap) oan uorssaIdar paysoog
(¢ ypdop) oan uorssaIdar paysoog
(z \pdap) oan uorssaIdar paysoog
(1 ypdop) oan uoissaIdar pajsoog
1S10J WOPUBY

oam uorssaIdar paddeqg

901) UOISSAITAY

[9PON

syuoned
AH JO UOnROynuspy 9107 ABojorp.w) YWVl S 1031g
syuoned JH JO uonedynuUdP|
sisouseIp {H 010T 240D P rnm
sisoudep JH 10T uttofuy pawiorg SO uog
sisougerp JH 810C utiofuf pawiolg T Awsey
soFeun
Asdorq Sursn sisouSerp JH 810C 2UQSO]d [ TYOsTIN
sisouseIp JH
soj0U
BOIUI[D WIOIJ UONORIXD YOJAT S122(]
(VHAN) uonewroyut JH 810T uriofur pa DING  Sueyz
uonoenxa ere(q
syuardroar
1D ur uoneziendsoy Jo1sddo.yoa)7
AH 1o Ayrjeprowr asned-[[y - 810¢ wfpdyry 241 NN T0QYOS[e]
asuodsar 13D
JHLIH sa A9dAH ABojonuapidsy
UONRUIWLIOSIT €[0T [p21ul]D) fO [putnof Od unsny

sjuoned JH JO UONEBIISSE[D

UoISN[OUO))

SPOYJOW [BUONUAAUO))

s[opou SUTUIES] SUIYIBIA!

SPOYJOW [BUONUAAUOD PUE SUTUIES] SUIYOBW UdaM)dq uosLedwo))

awoonQ Ied [ewnor Joyiny

QIN[TEJ ey JO JUSWASeULW ) UI SPOYHUI [RUOHIPEN) (Im styjLoS[e Surures] surgoew jo uosueduro)

L 3lqel

pringer

Qs



27

Heart Fail Rev (2021) 26:23-34

(%L°SL 11040d

UONEPI[BA “9%6"G/MOY0d
UOTIRALISP) [opowt

AT paredt|dwod a1oul dy) Jo
1eY) ey} SSO] A[JSOPOW SBM
(%899 HOY0d uonepIeA
*%L"89 110YOD UOHBALISD)
[opoW LYV ayi Jo

(%L°SL 110Y0d uonEpI[EA
{956°G/ 110Y0D UOIBALIOP) [OPOW YT

(%899

10O UONEPI[EA 19589 HOYOD UOLBALIOP) [POW [V

KoeInode oY) ‘)Y U0 paseq sonfea DNV sonfea DNV Aypepowt [epdsoy-uy  §00¢ VNV DD MOIRUO,|
$$°0 S[PpOU INAS PASIOA
sonbiu €G°() S921) UOISIOP PAYTIOM
-99) UOISsaI3a1 pue TN GG'() 15910} wopuel PAIYIIA
10130 03 Jouadns st yoeoid 850 V1 79°0 d TN
-de paseq-g TN pesodoxd oy, sanfeA DNV sanfeA DNV suolssiupear Aep-0¢  610C 24NJIDL] 1DIE] DST S uemy
S901) OIS
-sa1321 9y pIp uey A[jer
-nooe oIow JH YA Pazl 1S9°0—0T9°(0 S9o1} UOISSAISY
-[endsoy syuoned ur Kyfe) SLLO-LYLO YT s[opow Y|
-1our [eydsoy-ut pajorpard ¥ sanfeA DNV sanfeA HNVv Apepow fendsoy-up  010T [onwapidey wid Od unsny
s[opow 118°0 Inoy yydop—soon pajsoog
T [BUOIUSAUOD JIAO 108°0 99113 Yydop—soan pajsoog
soSejueApe Jes[o 0} ped[ jou 88.°0 om1 ypdop—saon pajsoog
Aew Inq ‘sa31) UOISSAIZaI 69.°0 duo ydop—saan pajsoog
Jo doueuniojrod aanoipaid TSL'0 S1S210] wopuey
Q1) ASBAIOUI INRINI] €1L°0 seon pagdeg
TN pue Sururu eyep €LLONT $L9°0 920 uoIssa13ay
o} WO SPOYJOW O[qUIOSUH sonfea DNV sonfea DNV Areyow Aep-0¢ 10T [ worg Dd unsny
SOUIOINO JO UOTOIPAIJ
0€L°0 NN-X
€VL'0 INAS
stpuowt 81— Jo mopurm §9L°0 10Ae[ UOPPIY | YIM JTIN
UONBAISS(O HOUS © TIM LyL'0 U1 LLL O Topour NN
JH uopioul Sunoop ur «— UONBAIISQO UOW-T | «— UONBAIISQO [JUOW-7 | MHA woxy
10P9q paunojrod s[opowr T sonfea DNy sanfea DY sisouSerp JH Sunopald £10¢ VIV fo [pu.inop g 10y)
%S1 Add ‘%86 SNAS
‘%96 DNV (LIS UODEPIEA) %¥]
dH paresuadwioodp Add ‘%86 SNAS ‘%96 DNV (198 %¥€ Add ‘%86 SNAS ‘%66
Surkpuopr ur [ejuswdoraadp) «— spodar Furdewt DNV (LIS uonepeA) "%y Add ‘%86 SNAS ‘%66 uonezepdsoy
Iopoq pauriojred s[epow A pue ‘sajou ‘ejep parmonns Suilsn YT DNV (39S [eruowdo[orsp) «<— Bjep y310q JO osn yim TN JH JO uoneoynuap] 8107 110, pAv)) [ S 1y091g
SPOYIOW [BUONUIAUO)) S[opow JUTUIBd] QUIYORIA
uoIsn[ouo)) SpPOYIoW [BUONUIAUOD PUE SUIUIBS] SUIYORW UdaMIoq uosLeduwo)) woonQ JIed X [ewmor oyny

(ponunuod) T 3[qeL,

pringer

Qs



Heart Fail Rev (2021) 26:23-34

28

SoTISIIEIS-) SonISIIEIS-) Ajpeytowr 1804-1 10T [0, JDIE] 0.41) (] UBTUBURIQNS
(105 PapuAIXd) 9,89 ‘(1S AUIASEQ) %9 1S00HEPY
(198 PapuAIXd) %8¢ (198 AUL3sLQ) %SS INAS
(€= (39S PapUAXd) 9, ()G (39S AUI[ASLQ) %()S 91} UOISINN
S[OpOW 9)eINoJe POPUAIXD) 9 ¢/ ‘(39S dUI[ASEq) %19 U1 (39S POPUAXD) 9,7/ (39S duIdSeq) %79 I wLiofuy
Q10w WINI T pue Y] sonfea DNy sanfea DY Ajfeyowl 1edA-G G107 Jouyda] yyvay pnis N Tezeryeued
SPOUJAW [BUOHUIAUOD 69°0 S[opow Hd X0D
uodn soAoxdu 0L0dT TL°0 NN [erynIy
Apysiys [opowr NN [e1o1nIe uy sonfea DNV sanjea DY Jeop IB[NOSBAOIPIE)  +]0T 101p.AD)) [ Ju] [ SIOAIN
AT1940 %6t £q OnSHe)S-0 eS0T 8L9°0 Sunsoog Souoomo
oy poaoxdun Sunsoog SonISIIEIS-) SonISIIEIS-) SUOISSIWPEdI JH 9[0T [PN0) ISPAOIPAD)) 241D (g 1ABZRUIOIN
spoyjow [edr3ojorudpida SL6¥'(0 291 UOoISIq
[euonIper) pue UOISSaISax 708°0 NN
onsi3of ordnnw uuojadino $€L°0 YT osmdarg €78°0 10qu31ou 1Sa1BON 204
spoyjou Jururur ejeq sonfeA DOV S[9A9] DNV ApesoN - $00T duudg nuuy YNy LY sdipgd
sfopow uonorpard
Sunsixo uey) A[ojeImnooe
arow syuoned (JH Suoure €8/°0 9100s DI MD
Apepour feydsoy-ut pajIp 908°0 21008 DIDDVIN $€8°0 4
-a1d [opowr Surures| doop GE8°0 1 €16°0 Sururesy dooq
paseq-Ayderdorpreooyd ay sanfeA DNV sanfeA DNV Aiepow epdsoq  610¢ Aydp.3op.vo0yd5 AL uomy|
(asned
(288°0—+6L°0) TH8'0 NN dxd Aue woxy Ayjepow
(998°0-L9L°0) 918°0 OSSV'T x4 1o ‘uonejuejdsuen
Qoue (088°0—S6L°0) SE8°0 NN paSeis 1reay 1oy Sunsi|
-10312d 152q A1) paARIOE (L98°0-58L°0) LT8'0 OSSV'T paSels ‘poddns Kropemord
elep eaIq-Aq-yreaiq (66L°0-60L"0) 6SL'0 91098 3L THID (8€8'0-€5L°0) 008'0 TOAAd  [eorUEYOW 10§ Padu AL
Sunerodioour NN sonfea DNV sonea DY “0'T) UOHERIOLINAP [edIu))  810T 1D JADIE] 2410 { UIed[|
ST10°0F $0L°0 S>Homau patyrun doa(g
sonbrutod) [euonIpEn 910°0 F $69°0 SYIOMIAU JNOXBI
Toy)o uey) 1o)oq pouofrad SI0°0F+99°0 ¥'T 110°0F 05970 Sunsooq jusIpeiy AP S1o2d
sonbruto) Jurures| deo sonfea DY sanfea DY SUOISSIWPEAI AeP-0¢  810T wLiofuy papN DING gs sejon
8190
s[opow Jojerado uonod[es pue dOFeNULIYS 9)n[osqe 1Sed ]
¥19°0 Pa1s00q-jusIpelsy
L09°0 44
Aniqe aanorpard +29°0 41 81970 JHOMIQU UBISIARY QATRU PAUAWINL-031],
P pamoys sporau TN sonsnels-o sonsnels-H SUOISSIpeal Aep-0¢  910T 101w YIWVI ar 1ezzig
SPOYIOW [BUONUIAUO)) S[opow JUTUIBd] QUIYORIA
uoIsn[ouo)) SpPOYIoW [BUONUIAUOD PUE SUIUIBS] SUIYORW UdaMIoq uosLeduwo)) woonQ JIed X [ewmor oyny

(ponunuod) T 3[qeL,

pringer

Qs



29

Heart Fail Rev (2021) 26:23-34

S[OPOUI UOT)BILJISSB[D
pIepue)s suojradino
TIN Suruiquiod 1a5e T

s[opowt

AT uey 1opeq uuograd
0) POpUS} S} UOISIIA(]

poaw
pIepue)s 0} pareduiod 1on2q
pauwoyiod spopowr TN YL
uonorpaxd
ordwes jo suuo) ur Y1
oy wogradino 03 o[qe o8 SNIN
SSE[d
Ayouru 9 IoJ JOLD Uon
-BOIJISSE[O [0UOD 0) oIS
-Se[o A1epuodas © se [opowt
NAS PUE IOJISSE[d 9[quIds
-Uo 9Seq A Se [2pol ()°'GD
P21S00q B SAUIQUIOD [SPOL
Q[QUUASUD-PAXIU JIWRUAD Y

1s00gepYy Puk 1S210)

WOpUeI ‘N AS ‘UOISSITar
onsISo] uey) 1010q I YX D

doueuioyrad

1019q ApuesiyTugis

6£5°0 AT ostmdorg
LyS°0 dT prepuels
sonfea DNV

%8 EL YT
sanfeA DNV

95°0 (ADVT) poyiow prepurss Ansnpug

sanfeA DNV

%09 d'1
sonfeA DNV

(s31) 669°0 ‘(uren) 749°0 Y1
sanfea DNV

LIL0YIT
Koemnody

9050 J1

JICREN

€IS0 YT

UoIS1091J

918 STUSWAINSEIA

QUD0ILd

POMOUS [9POW J[qUIASUD Y], SOLIOS-OwI) SUISN [OPOW YT AJBLLANNIA

S19°0 = ¢ Y1 [euonIpuoy
809°0 = d1 [euonipuoy
9LS'0=1 YT [euonipuos
09¢°0 NAS

LLS0 4

sanfeA DNV

%L 6L, SO UOISIOA(
sanfeA DNV

£€9°0 Hd X0D

19°0 INAS £10d

$9'0 INAS Tedur|

sanfeAa DNV

%L9 uonduny siseq [IPEY
%69 TN

sanjea UD<

(1999) 169°0 “(uren) [£9°0 31 UOISIP ATVHD
(3993) £69°0 “(UIen) $[L°0 §O S|9pow Ajquidsug
(3993) 956°0 “(UIeR) G7S"( 91 UOISIAP LYVD

(1591) €49°0 ‘(uren) 89.°0 INAS

(1s91) 9£9°0 “(uren) 669°( SoAeg dAIRN

(1891) 6£9°0 “(uren) 685°0 NN
mos—w> NV
608°0 UXdD

99'0 NAS
Koemnooy

$19°0 (801 IXdD
S0 NAS

1183y

12L°0 (301) YXdD
‘TONAS
UOISIOAI

%%8 UONEPI[BA-SSOID

PI0J-01 ynm Sunsooq 9pyuod Sursn [opoull S[qUIdSUL

SuoIssIupear %d—u-OM

uonezifendsoy 1o yreoq

suoissiupear JH Aep-(¢

(sjopouwr
skep ¢9¢) Anferon

S10c

£10¢

S10c

€00¢

suorssiwupeal [endsoq 9107

[BAIAINS 189A-G 9[0T

PoN Ju] spoiol 3 nyz
101pa1D) [ 1] [ Sueyz
PoN fomy futy SnA
[punop
PIOM 2Yijua1dg A\ Suopy
P 121 Jiray 7 uewddng,

uLIOfU] powoig [ A TuRIAIII[SE L

UoISNOU0))

SPOYJOW [BUONUIAUO))

S[opow JUIUIB3] UIYIBA

SPOYIOW [BUOIIUSAUOD PuE SUILIES] QUIYOBW Usam}aq uosLiedwo))

uwodnQ Jea X

[ewmoy loyny

(ponunuoo) T d[qeL,

pringer

Qs



30

Heart Fail Rev (2021) 26:23-34

Conclusion

Comparison between machine learning and conventional methods
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Conventional methods

Machine learning models

ML random forest model does

AUC values

AUC values

2013 HF readmissions

In 2013 IEEE

Zolfaghar K

not outperform traditional

LR model

Multicare health systems model

LR 63.78%
Yale model

Multicare health systems model

RF 62.25%

International

Conference on Big

Data

LR 59.72%

AUC area under the receiver operating curve, CPET cardiopulmonary exercise test, /F heart failure, LR logistic regression, ML machine learning, MLP multilayer perceptron, NN neural networks, NPV
negative prognostic value, PH proportional hazard, PPV positive prognostic value, ppVo2 predicted peak oxygen uptake, RF random forest, SENS sensitivity, SPE specificity, SVM support vector machine

assessment technique to leverage multiple types of informa-
tion from the electronic health records and predicted a medi-
cation plan for each new patient on a cohort of HF patients
with area under the curve (AUC) of 0.74 [OS116]. Blecker
etal. (2016) employed ML techniques and improved real-time
identification of hospitalized patients with HF using both
structured and unstructured electronic health records data,
demonstrating high efficiency of ML analytics [OS112].
Although the accuracy varies, existing studies demonstrated
that it is feasible to use ML to facilitate individualized inter-
ventions for hospitalized patients with HF.

Real-time identification of HF syndrome among hospital-
ized individuals is of great importance, as it likely to result in
improvement of patient care and outcomes. Use of ML tech-
niques for the identification of HF patients from electronic
medical records and identification of HF patients with similar
characteristics may lead to delivery of more tailored clinical
care.

Decision support from clinical notes

Another meaningful consideration for the implementation of
ML techniques is the extraction of important clinical data from
diverse sources of narrative text. Our search found 3 studies
regarding this aim (Supplementary Table 5). All studies were
classified as high quality in the quality assessment
(Supplementary Table 9).

Kim et al. (2013) improved HF information extraction
through developing a natural language processing-based ap-
plication to extract congestive HF treatment performance
measures from echocardiographic reports (i.e., the source do-
main) with high recall and precision (92.4% and 95.3%, re-
spectively) [OS117]. Meystre et al. (2017) demonstrated that
the rich and detailed clinical information extracted from nar-
rative notes may help improve management and outpatient
treatment of HF patients [OS118]. Zhang et al. (2018) used
random forest-based model to identify New York Heart
Association (NYHA) class from clinical notes, with F-mea-
sure 93.78% [OS119].

The extracted clinical and medical information is critical to
the understanding of a patient’s clinical and medication status
for better healthcare safety and quality. Furthermore, these
algorithms can identify patients who do not receive appropri-
ate HF medications and thus may help reduce the number of
undertreated patients (Table 1).

Prediction of outcomes in left ventricular assist device
(LVAD) patients

Our search retrieved 7 studies that focused on the prediction of
outcomes in LVAD patients (Supplementary Table 6). All
studies were classified as high quality in the quality assess-
ment (Supplementary Table 9).
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Loghmanpour et al. (2015) developed a Bayesian network-
based risk stratification model to predict the short-term and
long-term LVAD mortality with approximately 95% accuracy
in predicting mortality at 30 days post-implant [OS120].
Mason et al. (2010) employed neural networks and waveform
analysis methods for the non-invasive prediction of the pulsa-
tile LVAD (HeartMate XVE (Thoratec Corporation,
Pleasanton, CA)) pump failure within 30 days post-
implantation [OS123]. Wang et al. (2012) found that the de-
cision tree method can quantitatively provide improved prog-
nosis of RV support through encoding the non-linear, synergic
interactions among pre-operative variables, with an AUC of
0.87 [0OS125]. The method can be used as an effective prog-
nostic tool for triage of LVAD therapy. Liineburg et al. (2019)
used a U-net convolutional neural network for driveline tube
segmentation and showed that the deep learning techniques
can efficiently recognize LVAD on driveline exit site images
[OS126]. Michaels and Cowger provide a review of the HF
risk assessment as a referral guide for advanced HF therapies
[24].

LVAD therapy is a life-saving treatment option as a desti-
nation therapy for end-stage HF patients who are ineligible for
heart transplantation. However, the identification of high-risk
patients who are prone to LVAD complications or adverse
outcomes is crucial for patient selection who will benefit from
this therapy (Table 1).

Prediction of cardiac resynchronization therapy
response

Our search retrieved 5 studies regarding the role of ML tech-
niques in CRT response prediction to overcome the challenge
of significant nonresponse rates of current guidelines
(Supplementary Table 7). All studies were classified as
intermediate-high (intermediate: 1 study, high: 4 studies) qual-
ity in the quality assessment (Supplementary Table 9).

Kalscheur et al. (2018) employed random forest method to
predict cardiac resynchronization therapy outcomes and
showed that the ML method can utilize the information of
bundle branch block morphology and QRS duration to derive
the risk of the composite end point of all-cause mortality or
HF hospitalization [OS128]. Feeny et al. (2019) analyzed
CRT patients using ML techniques and showed that the per-
formance can be improved incrementally by adding up to nine
variables demonstrating that ML models have the potential to
improve the shared decision-making in CRT [OS131].

Due to the high percentage of non-responders to CRT ther-
apy [25], the reported performance of ML algorithms in the
prediction of patients who will benefit from this treatment
option is of great clinical importance. The implementation of
ML algorithms in clinical practice is expected reduce the num-
ber of CRT patients who will not benefit by this high cost

treatment option who is related with higher rates of peri- and
post-procedural complications.

Prediction of other HF-related outcomes

Our search also retrieved 8 studies regarding the role of ML
techniques in alternative outcomes (i.e., prediction of treat-
ment adherence [OS137, OS138], prediction of adherence
use of remote HF monitoring systems [OS133], association
of HF symptoms with depression [OS134], prediction of LV
filling pressures [OS132], chronic HF management [OS135],
prediction of missing data in wireless health projects [OS136],
pathways delineation of death in patients with LVAD
[OS139] (Supplementary Table 8). All studies were classified
as intermediate-high quality (intermediate: 2 studies, high: 6
studies) in the quality assessment (Supplementary Table 9).

Specifically, Son et al. (2010) observed superior perfor-
mance of support vector machine to predict medication adher-
ence of patients with HF [OS138]. Karanasiou et al. (2016)
found that ML methods can predict the medication/nutrition/
physical activity adherence of patients with HF with an accu-
racy ranging from 0.82 to 0.91 [OS137]. Evangelista et al.
(2017) predicted HF patient’s adherence use of remote health
monitoring systems with ML with an accuracy that ranged
from 87.5 to 94.5% [OS133]. Graven et al. (2018) revealed
the relationship between HF and depression with random for-
est algorithms [OS134]. Dini et al. (2010) developed an echo-
Doppler decision model to predict left ventricular filling pres-
sure in patients with HF [26]. Specifically, patients were cor-
rectly allocated according to pulmonary capillary wedge pres-
sure with a sensitivity of 87% and specificity of 90% [OS132].
Seese et al. (2019) used a hierarchical clustering ML approach
to create a descriptive model for delineating the pathways to
death in patients with a LVAD, suggesting that there are two
predominant types of adverse events which lead to mortality
associated with multiorgan dysfunction (group 1: bleeding
and infection and group 2: renal and respiratory complica-
tions) [OS139]. Another application of ML techniques has
aimed to improve follow-up monitoring and management of
chronic HF patients, following hospitalization [OS135].

Finally, a significant problem in the implementation of
wireless health projects is the presence of missing data due
to system misuse, non-use, and failure. Suh et al. (2011)
adopted ML techniques to predict both non-binomial and bi-
nomial data missing data in wireless health projects with ac-
curacies ranged between 85.7 and 98.5% [OS136].

Discussion
The main finding of our systematic review is that ML tech-

niques may play a unique role in the contemporary manage-
ment of HF patients. This includes classification of HF
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patients into categories who will benefit from specific treat-
ment strategies, discrimination of HF patients from no HF
subjects or differential diagnosis of HF from other conditions
with similar clinical presentation and prediction of outcomes
in different patient populations, such as those with LVAD and
CRT.

An important advantage of ML techniques compared to
conventional prognostic algorithms is that ML techniques do
not assume linear relationships between variables and out-
comes, thus resulting in better performance in identifying in-
dividualized outcome predictions [27]. Recent data show that
ML algorithms outperform logistic regression models in the
prediction of HF outcomes [28-30]. Specifically, the better
accuracy of ML algorithms compared to conventional tools
has been demonstrated for the prediction of mortality in the
setting of acute HF [30], mortality and hospitalization for
HFpEF [29], and hospital readmissions [31]. Nonetheless,
there is still room for improvement of ML techniques in
predicting outcomes in these patients. For example, in a recent
study, ML algorithms showed limited improvement in the
prediction of all-cause mortality and HF hospitalization com-
pared to traditional logistic regression analysis when using
binary variables, while after including continuous variables,
ML approaches generally performed better than logistic re-
gression modeling [28].

Early diagnosis of the HF syndrome is the cornerstone for
the early initiation of appropriate treatment and improving
patients’ prognosis. Therefore, existence of an objective,
non-invasive, and low-cost tool for the diagnosis of HF is of
great importance. Our search showed that ML techniques
have a good discrimination performance in identifying HF
patients by using different easily obtainable variables includ-
ing demographics, clinical examination findings, echocardio-
graphic parameters, electrocardiographic indices, etc. [0S24,
08S26]. ML techniques can provide real-time identification of
in-hospital patients with HF and extraction of important clin-
ical as well as medication related information from unstruc-
tured data (i.e., clinical notes) that result in the improvement
of HF management and treatment [OS113, OS114, OS117-
119]. This is extremely important because hospitalized pa-
tients with HF often receive insufficient education and subop-
timal transition of care planning, early post-discharge follow-
up, or secondary prevention management, leading to high re-
admission rates, which in turn are associated with an unac-
ceptably high rates of morbidity and mortality [OS153].

Classification of HF patients into subtypes with different
prognosis and treatment needs is clinically important. Recent
guidelines classify HF patients into HFpEF, HF with mid-
range ejection fraction (HFmrEF) and HFrEF mainly using
EF values [3]. However, this classification has some disad-
vantages especially due to the definition of HFpEF and
HFmrEF patients. ML-based models can sufficiently classify
HF patients (including the gray zone) using different clinical
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variables [OS18-21] The clinical implications for patient-
specific classification of HF patients cannot be
overemphasized. For example, in light of the favorable results
of sacubitril-valsartan in women, but not men with HFpEF
[OS154], it has been argued that a different cut-off value for
EF should be used in women vs. men. In the future, ML
techniques may be able to apply sex-specific classification
criteria for HF patients, which will facilitate clinical decisions
regarding implementation of appropriate therapy. Another ex-
ample refers to phenomapping of patients with HFpEF to dif-
ferent phenotypic groups, with different prognosis and re-
sponse to pharmacologic interventions, such as spironolactone
[OS155]. Given that no pharmacologic therapy has been
shown to improve clinical outcomes in HFpEF [OS156], iden-
tification of a subset of patients with HFpEF who might ben-
efit from certain medications becomes of utmost importance.

Our search showed that ML techniques have been applied
successfully in the identification of high-risk patients and in
the early initiation of appropriate treatment with the aim of
reducing HF related mortality and hospitalizations. Different
risk scores have been proposed for the identification of high-
risk patients [OS140-142]. Specifically, Ahmad et al. [19]
implement ML techniques to classify HF patients into four
groups using the eight strongest derived predictors (age, cre-
atinine, hemoglobin, weight, heart rate, systolic blood pres-
sure, mean arterial pressure, and income) of mortality. This
type of classification proved to be superior to current classifi-
cation methods of HF patients, in terms of prognostication and
response to medications, and may replace patient classifica-
tion in different clinical settings.

Prediction of patients who may respond to CRT therapy is
of great importance [OS143, OS144]; however, approximate-
ly 30% of CRT recipients do not respond to this treatment
[OS145]. ML techniques have been successfully implemented
in creating score models with improved measure estimates
regarding the prediction of CRT responders, compared to con-
ventional techniques [OS146—148]. As a result, risk scores
produced by employing ML techniques can become the cor-
nerstone for appropriate CRT candidate selection. In addition,
ML techniques have been implemented with success in
predicting outcomes of LVAD patients, implying that ML
techniques may play an even important role in the decision-
making regarding LVAD candidates in the future.

Furthermore, our review also found that ML techniques
have been applied in other aspects of the management of HF
patients, e.g., ML techniques can be applied in the identifica-
tion of patients who may adhere to the prescribed medications
or may need additional measured for treatment adherence
[OS137, OS138]. Another significant role of ML techniques
in the management of HF patients is the identification of HF
patients who are at high risk for other comorbidities (i.e.,
depression) [OS134], or in remote HF monitoring systems
resulting in improvement of HF clinical outcomes [OS133,
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0S149-151]. Effective ML techniques have been implement-
ed to protect implantable devices from cybersecurity attacks
[OS152]. Since ML algorithms have been implemented in
identifying risk factors for predicting treatment-related discon-
tinuations in various clinical settings [32, 33], identification of
HF patients who are at increased risk of treatment discontin-
uation because of drug related adverse effects may be another
important area for ML algorithm implementation.

Finally, while a series of critical issues (i.e., the role of
physicians and patients in the decision-making process, reli-
ability, transparency, accountability, liability, handling of per-
sonal data, different kinds of bias, continuous monitoring of
Al adverse events/system failure, cybersecurity, and system
upgrading) have led to skepticism with respect to the imple-
mentation and adoption of Al algorithms in clinical practice,
the ML impact on health economics, is expected to be bene-
ficial to both patients and health insurance providers, justified
by an earlier and more accurate diagnosis, reduction of unnec-
essary expensive diagnostic exams, and selection of optimal
candidates for expensive treatment options. Consequently, the
implementation of ML algorithms in clinical practice is a com-
plex process and an integrated regulatory framework for the
research, development and adoption of ML in medicine, is
needed.

Study limitations

The following limitations should be considered: a quanti-
tative synthesis was inappropriate because of the heteroge-
neity between the included studies regarding the reported
outcomes and measured estimates. Therefore, the reported
outcomes in each included study are prone to different
kinds of biases mainly depended on the ML method that
was used. Moreover, the outcomes of a number of studies
should be interpreted with caution because of the small
number of patients. Finally, our results should be
interpreted in light of the fact the tool for quality assess-
ment of the included studies is relatively new and has not
been validated in multiple studies.

Conclusions

ML techniques play an important role in different aspects of
the management of HF patients and show inspiring promise in
the efficient construction of methodologies aiming to improve
HF diagnosis, management, and prediction of outcomes in
different clinical settings, with generally an improved perfor-
mance compared to conventional techniques.

While a regulatory framework for the implementation of
ML in clinical practice is needed, intelligent analysis of health
data with ML techniques still acts as auxiliary decisional role
and at the moment cannot replace clinical cardiologists.
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