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Abstract
Overcrowding of emergency departments is a global concern, leading to numerous negative consequences. This study aimed to
develop a useful and inexpensive tool derived from electronic medical records that supports clinical decision-making and can
be easily utilized by emergency department physicians. We presented machine learning models that predicted the likelihood
of hospitalizations within 24 hours and estimated waiting times. Moreover, we revealed the enhanced performance of these
machine learning models compared to existing models by incorporating unstructured text data. Among several evaluated
models, the extreme gradient boosting model that incorporated text data yielded the best performance. This model achieved
an area under the receiver operating characteristic curve score of 0.922 and an area under the precision-recall curve score of
0.687. The mean absolute error revealed a difference of approximately 3 hours. Using this model, we classified the probabil-
ity of patients not being admitted within 24 hours as Low, Medium, or High and identified important variables influencing
this classification through explainable artificial intelligence. The model results are readily displayed on an electronic dash-
board to support the decision-making of emergency department physicians and alleviate overcrowding, thereby resulting in
socioeconomic benefits for medical facilities.

Keywords Hospital admission prediction · Electronic medical record · Emergency department · Machine learning ·
Explainable artificial intelligence · Natural language processing

Highlights

• We created ML models that predict hospitalization and
waiting time through information from patients who vis-
ited ED and hospitalization decision forms

• Unstructured text data improves hospitalization predic-
tion AUROC by 6%

• Explainable artificial intelligence showed that text vari-
ables have a high influence on prediction results

• We provide a useful inexpensive tool for ED physicians
to make quick decisions
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OECD Organisation for Economic Co-operation and

Development
RF Random forest
ROC Receiver operating characteristic curve
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TF-IDF Term frequency-inverse document frequency
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1 Introduction

In addition to the emergency department (ED) serving as a
key central access point for cases of critical emergencies,
it functions as a primary health care system for patients
who present with non-critical, concerning symptomswithout
an alternative option for outpatient care [1]. The over-
crowding of EDs occurs as a result of the lack of hospital
beds, distorted nurse-to-patient ratios, diagnostic errors, and
ambulance diversions to the EDs, as well as delays in diag-
nostic and procedural practices [2–4]. ED overcrowding
has negative consequences, including increased mortality
rates, longer ED lengths of stay, treatment errors, lower
rates of patient satisfaction, and challenges related to ambu-
lance availability [5–7]. Moreover, as the medical industry
is service-oriented, patient dissatisfaction is correlated with
a decline in ED consultations and an unfavorable percep-
tion of hospitals. Consequently, the operation of EDs may be
additionally adversely affected, thus impacting the hospital’s
financial management [8].

Under the governance of the Ministry of Health and Wel-
fare of South Korea, there are numerous operational medical
institutions and health systems. Furthermore, the emergency
medical system in Korea functions through the collaboration
of emergency medical technicians, centers, institutions, and
rooms. The emergency medical response system comprises
accident scenemanagement, transportation, stages, and com-
munication systems. Among these stages, the hospital care
stage occurs at the level of the emergency medical center [9].
The healthcare system in South Korea aims to qualitatively
improve and expand emergency medical services through
the “Comprehensive Plan for Emergency Medical System
Improvement” policy initiative. The government has pro-
vided policy support to achieve this goal, and the decisions
arising from this initiative have considerably influenced EDs
nationally. In South Korea, the “24-hour Emergency Depart-
ment Restriction Act” was enacted in December 2017 for
upper-level general hospitals to address the need for the quick
examination and diagnosis of critically ill emergency depart-
ment patients, as well as the resolution of overcrowding in
the ED. According to this law, the percentage of patients

with an ED length of stay exceeding 24 hours should be
maintained within 5% annually. Additionally, in 2004, South
Korea introduced theNational EmergencyDepartment Infor-
mation System (NEDIS) to computerize and manage the
medical records of patients presenting at emergency med-
ical facilities. This system enables real-time tracking and
sharing of the emergency conditions and treatment details
of patients. In 2017, by utilizing the medical records col-
lected by NEDIS, treatment delays for critically ill patients,
overcrowding in emergency rooms, and lack of diagnostic
reliability were nationally addressed by assessing this data
using the Korea Triage and Acuity Scale (KTAS). KTAS
is a comprehensive patient classification system that spans
from the pre-hospitalization to in-hospital stages, determin-
ing patient priorities and urgency levels. These efforts have
led to the emergence of specialized hospitals that evaluate
various medical facilities, healthcare systems, and medical
data. These hospitals serve as the foundation for research and
technological development to enhance South Korea’s emer-
gency medical system [10].

In this study, our motivations included contributing to
the emergency medical system and alleviating overcrowd-
ing in the ED, thus improving the ED environment. To act
on these motivations, we implemented the following steps:
First, we developed models that could hypothetically predict
the likelihood of whether ED patients would require hospital
admission and estimate the waiting time [11]. This was the-
orized to enable support for the decision-making process of
ED physicians, allowing for the minimization of the propor-
tion of patients with an ED length of stay exceeding 24 hours.
Second, we compared the performance of a training model
with natural language processing (NLP) generated variables,
from unstructured text data to models without it. The free
handwritten text notes of EDdoctors and nurses are amixture
of Korean, English, numerals, and symbols, conveying a sub-
stantial amount of information [12]. Consequently, the rapid
reproducibility and easy maintenance of hospitalization pre-
dictionmodels emphasized the importance of text processing
and comparing the performance of models. Finally, we uti-
lized explainable artificial intelligence (XAI) to distinguish
ineligibility factors, explaining why the patient could not be
admitted. Thus, this allowed for identifying departmentswith
waiting time delays and minimizing these waiting times by
improving patient flow.

Therefore, to recapitulate, we aimed to develop a practi-
cal and cost-effective tool to assist ED physicians in making
clinical decisions using electronic medical records (EMR).
Recently, Johns Hopkins Hospital introduced a command
center that utilizes an electronic dashboard to facilitate sys-
tematic communication with hospital staff [13]. Figure 1
represents a visualization of a virtual dashboard to potentially
be applied in a hospital, integrating the results of this study.
This visualization dashboard is designed to be practical for
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Fig. 1 A synthesis of the findings of this study: A virtual visualization
dashboard depicting the prediction of the likelihood of hospitaliza-
tion and estimated waiting times for patients admitted to the ED. A
patient’s likelihood of hospitalization is indicated by blue (High), yel-
low (Medium), and red (Low) in order of probability. Displayed in the

table on the right, in order of importance from the top, are the causes
of patients not hospitalized within 24 hours of presenting to the ED
(Please note that the names of the patients provided are hypothetical, as
only de-identified data were extracted)

ED physicians. Displaying real-time information to medical
staff and informing patients about the estimated waiting time
on the screen reduces the number of ED consultations and
lessens waiting time in the operating room. Furthermore, for-
bearance is improved, and anxiety is reduced in patients.
Providing patients with delayed information diminishes hos-
pital revenue losses by preventing them from leaving the
hospital abruptly [14, 15].

In the Related Works section below, an overview of the
existing literature addressing overcrowding in EDs has been
performed. The Methods section covers the datasets used,
pre-processing steps, training and evaluationmethods, expla-
nations of artificial intelligence (AI) model algorithms, and
XAI techniques. In the Results section, the findings and per-
formance metrics of this study have been presented. The
Discussion section provides an interpretation of the results
of this study, highlights its limitations, and suggests scope
for improvement. Finally, the Conclusion section provides
an overall summary of this study, in addition to a detailed
explanation of its clinical implications.

2 Related works

Patients often perceive the waiting time for admission to
be longer than the actual elapsed time, and reducing this

perceived waiting time has been shown to increase patient
satisfaction. Various studies have suggested several methods
to reduce the perceivedwaiting time of patients. These poten-
tial strategies include improving interpersonal interactions,
providing patients with information and guidance on appro-
priate waiting times, and considering changes in staffing
levels [16–18]. Physicians need to counsel patients regard-
ing lengthy waiting times until admission or when hospital
admission is not possible. Large data and predictive analyt-
ics from EDs improve the efficiency of emergency medical
services and enhance the treatment of patients. This results in
personalizing patient care, improved efficiency, and limited
wasteful spending by providing practical guidance without
investing in extra resources [19]. To do this, we require effi-
cient and cost-effective decision-making tools to help ED
physicians [20].

One technique to alleviate overcrowding is to admit the
appropriate ED patients to the hospital promptly. Numerous
studies have been conducted on the admission prediction for
mitigating ED overcrowding. A high-performance logistic
regression (LR) admission prediction model incorporat-
ing demographics, management, and clinical data can be
routinely obtained in a hospital, informing patients about
the likelihood of their admission [21]. One model uses
patient information commonly acquired during ambulance
transportation [22]. Based on the baseline characteristics pro-
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vided on presenting at an ED, yet another predictive model
divides a patient’s electronic health record (EHR) dataset
regarding statistics on prior medical use, past medical his-
tories, insurance companies, and employment agencies into
three categories (triage, history, full) [23]. The optimal wait-
ing time for patients with low acuity grades using historical
patient data, such as a machine learning (ML) tree-based
predictive model, has been predicted [8]. Moreover, a model
exists for predicting the expected waiting time from classi-
fication to consultation; therefore, predictive models of the
median and 95th percentile waiting times of patients based
on queuing theory have been studied [24].

The findings of some studies have revealed better perfor-
mance of hospital admission prediction models by including
text data. A study was conducted to train a deep neural net-
work (DNN) using unstructured text data from EHR datasets
of pediatric emergency patients. The model from this study
showed that the DNN achieved a high-performance score
of 0.892, which was 2% higher in the area under the curve
(AUC) than that of the model not including text data [25].
Additionally, LR trained by NLP on the reason for a patient’s
visit demonstrated a 2% higher performance score at 0.846
compared to when text data was not included [26].

While acknowledging the considerable value of previ-
ous studies on mitigating overcrowding in EDs, limitations
remain in the practical implementation of these studies.
This is primarily due to a lack of intuitiveness in support-
ing ED physicians and effectively applying these models
in real ED scenarios for patient communication [8, 21–
26]. Therefore, we have improved on the existing litera-
ture by developing our approach based on these previous
studies.

3 Methods

3.1 Materials

3.1.1 Study design and setting

This retrospective, single-center, cohort study included a
total of 271,143 patients who consulted at the hospital’s ED
between June 2018 and May 2022. Data was collected from
192,240 patients ≥ 19-years-old. Of these, 49,266 patients
required hospitalization. The exclusion of 142,974 patients
from the dataset was due to the difficulty in distinguishing
between patientswith prolongedwaiting times and thosewho
were transferred back to the ED based on the discretion of
the physician. Patients who were transferred back to the ED
had to wait for hospitalization and frequently experienced
a total waiting time exceeding 24 hours, which made them
ineligible for our study. Although this exclusion could have
introduced bias to our results, the decision wasmade because

Fig. 2 The number of patients who consulted at the ED between
June 2018 and May 2022, requiring hospitalization for further care,
is depicted. Patients < 19 years old and those who did not require hos-
pitalization were excluded from the final data analyses

it was challenging to distinguish the reasons for transfer in
the dataset. This is depicted in Fig. 2.

This study used ethically pre-approved data and under-
went Asan Medical Center (AMC) Institutional Review
Board (IRB) review (IRB 2021-0321), which was conducted
by the Declaration of Helsinki (2008). De-identified data
were extracted from the “data” and “clinical research data”
warehouses.

3.1.2 The process from ED registration to inpatient
hospitalization

As per the government guidelines, the ED length of stay
should be ≤ 24 hours after arrival at our hospital in Seoul,
South Korea. Upon arrival at the ED, patients first undergo
registration and then proceed to the hospital office to obtain
the ED treatment application form. Thereafter, they move
to the triage area to undergo a preliminary medical exam-
ination and are subsequently assigned to a treatment room
based on the severity of their condition. After the patients
have submitted their medical receipts to the ED nurses in
the treatment area, the ED physicians will review the recom-
mended treatment.Dependingon the severity of the condition
or the appropriateness of hospitalization, patients are dis-
charged from the ED. If the patient requires hospitalization
for treatment, a hospitalization decision form is prepared.
Subsequently, the patients are admitted on the designated
admission date stated on the hospitalization decision form.
The input variables we use for prediction are based on this
setup, allowing immediate predictions afterward. The wait-
ing time in the ED refers to the period from ED registration
until receipt of the hospitalization decision form, with a dis-
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Fig. 3 This model of prediction flow is based on the process from ED
registration to hospitalization. The red line represents patients who have
been discharged from the ED,while the blue line represents hospitalized
patients. Depending on the discretion of the ED physicians, decisions
regarding discharge can be made in “Triage” and “Treatment”. The ED
length of stay is defined as the waiting time from the arrival of the

patients at the ED to when they are discharged from the ED. According
to the prediction of the ML model, a patient who has received a hos-
pitalization decision form will be classified as “discharged” if the total
waiting time exceeds 24 hours or classified as “hospitalized” if it does
not

charge from the ED. The models we have developed predict
the likelihood of hospitalization and estimate the waiting
time, with a borderline within 24 hours of the patients pre-
senting at the ED. Depending on the likelihood of admission,
if the expected waiting time exceeds 24 hours, the patient
may be advised to be transferred or discharged. This process
is shown in Fig. 3.

3.1.3 Description of independent variables

Demographic, administrative, and clinical variables were
collected from the information provided during the process
of the ED visit registration to the hospitalization decision
form. A detailed presentation of the variables generated for
each category of data in Table S1 is depicted.

3.2 Data pre-processing

3.2.1 Pre-processing of structured data

Table S2 describes and lists the main structured variables of
this study. Duplicate or “Admission” tagged features were
removed because they were classified as future variables and
were unnecessary for this study.To calculate thewaiting time,
we created a variable that subtracted the ED visit time from

the admission reservation time and converted it into hourly
units. Text-type features were converted into integers. For
example, ‘4.0’ indicated the ED location code was converted
to the number “4.”Missing value transformationswere deter-
mined based on the data type. Variables were populated with
“Unknown,” “U,” or “0.” The target value, which is the time
spent in the ED, was expressed as a decimal by converting
minutes into hours.

3.2.2 Pre-processing of unstructured text data

Variables with unstructured text included “Isolation types”
and “ED Sickbed Information Notes.” Each text variable was
pre-processed through normalization, tokenization, word
frequency counting, term frequency-inverse document fre-
quency (TF-IDF), andmissing value filling. First, after filling
in the missing values with “Unknown,” unnecessary words,
such as special characters and numbers, were removed.
Additionally, after consolidation, all letters were changed
to lowercase [27]. Second, for tokenization, the length was
cropped to 2-5 words for word extraction. Korean words that
were not automatically tokenizedweremanually spaced [27].
Table S3 shows the original and modified text through
normalization and tokenization. Third, the tokenized words
were converted into bag-of-words-encoded vectors. In the

123



Prediction of hospitalization and waiting time within 24 hours of emergency... 119

“Isolation type” column, only words with a document fre-
quency (DF) of ≥ 10 and “Sickbed Information Notes” of ≥
500were extracted. The df number criterion was set based on
the interval in which the frequency of tokens generated for
each column sharply differed. Fourth, we applied TF-IDF,
which calculates the importance of words in a document-
term matrix (DTM) [27]. This technique assigns weights to
specificwords in aDTMby applying a specific formula to the
word and document frequency. It is simple to use and charac-
teristically performs better in MLmodels. The TF-IDF score
created a DTM. Thereafter, the value was obtained by multi-
plying TF, which represented the relative frequency of term
t in document d, and IDF measured the importance of the
term t in the corpus. This can be expressed in the equation as
follows:

T F(t, d) = Number of occurrences of term t in document d

Total number of terms in the document d

I DF(t, D) = Total number of documents in the corpus

Number of documents with term t in them

T F − I DF = T F(t, d) × I DF(t, D)

Finally, the TF-IDF scores for each selected word were
transformed into a two-dimensional array. Rows processed as
missing values at this time because they did not containwords
were replaced with 0.0. The variables generated through this
process were assigned new names, as indicated in Table S4.

3.2.3 Target variable

The “target value” of the waiting time prediction model is a
numerical value denoting the waiting time. For the classifica-
tion model regarding the likelihood of hospitalization in ED,
the target value was standardized as 24 when it exceeded 24
hours for training. If the actual waiting time was< 24 hours,
it was converted to the number “0”. If it was ≥ 24 hours, it
was converted to the number “1”. The result value was set
in binary format. Finally, a total of 82 variables were used,
including 61 structured data variables and 21 variables gen-
erated by NLP from unstructured text data. Figure 4 depicts
the overall flow of the prediction method and usage of XAI
in this study.

3.3 Admission predictionML-basedmodels

In this study, two ML approaches were applied based on the
research objectives. First, the ML classification model was
used to predict the likelihood of hospitalization for patients
waiting in the ED. Second, anML regressionmodel was used
to predict the waiting time until hospitalization.

We evaluated five different ML models to predict the
likelihood of hospitalization. These included the Gradient
BoostingMachine (GBM) [28] and ExtremeGradient Boost-
ing (XGB) [29] models. Typically, XGB aims to improve
models by sequentially and iteratively trainingmultiple deci-
sion trees on training data. It minimizes prediction errors
and avoids overfitting through regularization techniques,
ultimately improving generalization performance. Random
Forest (RF) [30] is an ensemble learning algorithm based
on decision trees, where multiple decision trees are com-
bined to create a single model. During the construction
of decision trees, features and data are randomly selected.
Additionally, the prediction results are aggregated to pre-
vent overfitting and achieve stable predictions. Multi-layer
perceptron (MLP) [31] is a neural network architecture con-
sisting ofmultiple hidden layers.MLP is capable ofmodeling
non-linear correlations, making it suitable for addressing
complex problems. The weight updates using backpropaga-
tion enable learning from diverse inputs and outputs. LR is a
statistical technique [32] that models the correlation between
inputs and outputs. It involves taking a linear combination
of input features and weights, passing it through a logis-
tic function to generate probability values between 0 and
1, and using a threshold to predict classes. LR is simple
and interpretable; however, it is limited in modeling non-
linear correlations among input features. Naïve Bayes (NB)
is a supervised learning algorithm based on the principles of
Bayes’ theorem. This model assumes that input variables are
independent and directly impact only one output variable,
making it computationally efficient and quick to train [33].
Nonetheless, in many real-world scenarios, it may be unre-
alistic to assume such independence among input variables.
This limitation can restrict the practical applicability of the
model.

We usedXGB,RF,MLP, andLR [34] among the ensemble
techniques to determine the waiting time until hospital-
ization. Moreover, among the five classification models
described earlier, XGB, RF, andMLP can be used for regres-
sion tasks. Thus, the same models were used to streamline
the training process. Additionally, LR is a method used to
model correlations between two or more variables, assuming
the correlations between the variables are linear. Therefore,
changes in one variable are proportionally related to changes
in other variables. LR creates a prediction line based on these
suppositions, making it simple and easy to interpret. How-
ever, with real-world data, complex non-linear correlations
often exist, making it difficult to model.

The performance of these models was compared by train-
ing them on both structured and unstructured text data.
Finally, we used XGB which resulted in it being the model
with the best performance. For the hyperparameters, a grid
search was used for fine-tuning.
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Fig. 4 The overall flow of the prediction method and XAI usage in this study are depicted

3.4 Cross-validation

Between June 2018 and May 2022, a total of 49,266 patients
who consulted at the hospital’s ED in Seoul, South Korea,
required hospitalization. Of these, 44,753 patients (90.8%)
were admitted within 24 hours, while the remaining 4,513
patients (9.2%) were not admitted within 24 hours. Despite
the imbalance in the data classes, our goal was to use 5-
fold cross-validation without shuffling the data to assess the
predictive performance of the admission prediction model
on new patient data in the future. Data bias is conventionally
reduced by 5-fold cross-validation in ML model evaluation,
thus improving accuracy [35]. Five cross-validations were
performed by dividing 44,753 patient data into five equal
parts, with 80% of the data used for training and 20% used
for validation.

3.4.1 Data transformation

We transformed the data at every fold validation for model
training. The data were divided into categorical and numeric
types based on variables. For the categorical type, the tar-
get encoder had to be applied. This encoding method is
characterized by expressing the correlations between sim-
ilar categories. However, this correlation is limited to only
categories and targets. The advantage of this method is that it
facilitates fast learning without compromising on the quan-
tity of data; consequently, we implemented it in our model.
To achieve balance, the mean was considered by setting
the smoothing to 1.0 and minimum samples to 1. Further-
more, any columns with zero variance had to be dropped.
For numeric types, a MinMaxScaler was used. This ensured
that the value of each variable adhered to a specific range or
rule; here, the data was converted to a range between 0 and 1.
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3.4.2 Performance

The predictive performance of the ED hospitalization model
was evaluated using the area under the receiver operating
characteristic (AUROC) and the area under the precision-
recall curve (AUPRC). The receiver operating characteristic
(ROC) curve was used to indicate the performance of a clas-
sificationmodel when determining a patient’s hospitalization
status that was represented in binary form as positive or neg-
ative. The X-axis represented the false positive rate (FPR),
and the Y-axis represented the true positive rate (TPR) with
a proportional correlation between the two. Measuring the
AUROC was used to evaluate performance. The closer this
value was to 1, the better the model and the higher the likeli-
hood of hospitalization. TheAUPRCwas indicated by setting
the X-axis to recall and the Y-axis to precision. These two
values are inversely proportional to each other and form a
downward curve towards the right. Both precision and recall
are ideal models when close to 1; therefore, the closer the
value of AUPRC is to 1, the better the model. The per-
formance of the predictive waiting time model for patients
consulting at the ED was evaluated using the mean abso-
lute error (MAE). MAE is the average of the absolute sum
of the differences between the predicted waiting time by the
regression model and the actual time. The error size was
accordingly reflected. Because MAE is a highly sensitive
indicator, the difference between the predicted ED waiting
times by the model can be recognized immediately. In the
given formula, ei represented the difference between the
actual value, yi , and the predicted value, ypredi . MAE was
calculated as the average of the absolute differences divided
by the total number of data points:

MAE = 1

n

n∑

i=1

|ei | (1)

∗ei = yi − ypredi (2)

3.5 Calibration curve and SHapley Additive
exPlanations

We utilized a calibration curve to identify the factors that
impacted the determination of discharged patients in general
ED scenarios. Additionally, we employed SHapley Addi-
tive exPlanations (SHAP) for XAI. The calibration curve
revealed the realistic predictive correlation between the pre-
dicted and actual probability of admission likelihood. Thus, if
the patient’s admission probability was 80%, it indicated that
the actual admission probability was also 80%. We used the
calibration curve of XGB with text data that had the highest
performance among the models for predicting hospitaliza-
tion. The X-axis of the calibration plot of this model was
divided by 0.1 units. After calculating each section’s event

rate, the predicted and actual probabilities were displayed
as a bar plot. Moreover, the proportion of non-hospitalized
patients was similarly calculated and divided into three cat-
egories: Low (0-0.5), Medium (0.6-0.8), and High (0.9-1.0).
The criteria for dividing the levels were based on the pro-
portion of patients who were not admitted within 24 hours at
each interval. The classes Low, Middle, and High comprised
1017, 173, and 245 patients, respectively.

SHAP is a technique that transparently reveals the inter-
nal functioning of a complex AI model. A Shapley value is
calculated by measuring the average change in the presence
or absence of a feature when combining multiple features,
assisting in distinguishing the importance of each individ-
ual feature. Additionally, the importance of each feature can
be calculated using the feature importance function in tree-
based or boosting algorithms. However, this technique, used
to identify variables, affects the prediction through permu-
tation. Due to the estimation limit imposed by the degree of
error, the importance of variables may vary each time the
algorithm is executed, potentially leading to the oversight
of dependencies between features. Therefore, models with
correlations between features should avoid using the feature
importance function. The Shapley value utilizes the concept
of independence between variables as a key idea. It is used
to calculate the impact of variables by comparing the results
obtained when all combinations of variables related to a spe-
cific variable are input. The selection is made based on the
effect on the target variable.Moreover, it can explain the neg-
ative and positive correlations between the value of the result
and the variable. The technique should be selected based on
the viewpoint. In our study, we chose to use SHAP because
there was a high likelihood of a dependency between the
features [36].

Each level was applied to the SHAP summary plot and
plots bar. The SHAP summary plot can determine the mag-
nitude of a feature based on its Shapley value. The plots bar
calculates the global importance by averaging the absolute
values of each Shapley value. Consequently, it is possible
to grasp the detailed influence of the variable on the model.
Among theShapleyvalues thatwere generatedusing the plots
bar, the top eight values were depicted using radar plots.

4 Results

4.1 Performance of theML-based predictive models

Tables 1 and 2 show the AUROC and AUPRC metrics for
each fold of a 5-fold cross-validation of ML models that
have been trained to predict the likelihood of hospitalization
within 24 hours after arrival at the ED. Comparing the two
models, the models trained with unstructured text data out-
performed thosewithout unstructured text data by 6-10%and

123



122 H. Seo et al.

Table 1 Evaluation of 5-fold cross-validation for each ML model using AUROC and AUPRC

RF MLP LR NB XGB
AUROC AUPRC AUROC AUPRC AUROC AUPRC AUROC AUPRC AUROC AUPRC

Fold 1 0.845 0.323 0.864 0.286 0.846 0.225 0.722 0.241 0.882 0.412

Fold 2 0.875 0.395 0.789 0.259 0.785 0.228 0.740 0.201 0.881 0.437

Fold 3 0.862 0.587 0.812 0.482 0.804 0.447 0.779 0.383 0.875 0.604

Fold 4 0.824 0.371 0.792 0.335 0.752 0.206 0.717 0.188 0.837 0.400

Fold 5 0.756 0.472 0.684 0.335 0.755 0.363 0.720 0.362 0.822 0.542

Mean 0.832 0.430 0.788 0.339 0.788 0.294 0.736 0.275 0.860 0.480

(SD) (0.042) (0.092) (0.058) (0.077) (0.035) (0.095) (0.023) (0.082) (0.025) (0.080)

20-28% on AUROC and AUPRC, respectively. The average
values of AUROC and AUPRC for XGB, including text data,
were the highest compared to other classification models.
The AUROC and AUPRC were 0.922 (SD 0.030) and 0.687
(SD 0.085), respectively. By presenting the mean AUROC
and AUPRC of each classification model using text data in
Figs. 5 and 6, XGB evidently exhibited the best performance.

Tables 3 and 4 show theMAE and average values for each
fold of the regression ML model that predicts the waiting
time from arrival at the ED to hospitalization. The MAE of
the XGB model that included text data revealed the smallest
difference when compared to that of the other models. The
MAE of XGB with NLP revealed a difference of approxi-
mately 3.02 from the actual value and equated to 3 hours
when converted into time. The difference was 30 minutes
less than that of a normal XGB model, equating to 3 hours
30 minutes with a time conversion of 3.53.

We selected the XGB with text data as the final model.
XGB has fast learning and classification speed due to par-
allel processing and strong durability with its overfitting
regulation function. Furthermore, it demonstrates excellent
predictive performance in both classification and regression
tasks; therefore, it was hypothesized to predict the likelihood
of hospitalization accurately and expected waiting time as a
single model, making the process uncomplicated.

4.2 Variable importance through SHAP

The summary_plot of SHAP means that the performance
contributing to the model’s prediction increases as it moves
up from the bottom of the y-axis. The x-axis represents the
magnitude of each variable’s impact on the outcome value. In
our study, we found that the color red was associated with a
delay in admission within 24 hours, while the color blue was
found to have an impact on the admission process. For exam-
ple, in the case of ‘Bed information - Confirm’, it most likely
indicates a low likelihood of hospitalization. Conversely, in
the case of ‘ED admission day’, where the blue color appears
longer, it can be considered a variable that increases the like-
lihood of hospitalization within 24 hours. The SHAP results
of XGB with the highest performing text data are shown in
Fig. 7. Tables S2 and S4 of the Supplementary Information
were referred to for a description of the variables in Fig. 7.

The SHAP summary plot demonstrates that the perfor-
mance contributing to the model’s prediction increases as it
moves up from the bottom of the Y-axis. The X-axis repre-
sents themagnitude of each variable’s impact on the outcome
value. In our study, we found that the color redwas correlated
with a delay in admission within 24 hours, while the color
blue was found to have an impact on the admission process.
For example, in the case of the variable “Bed information -

Table 2 Evaluation of 5-fold cross-validation for each ML-model with NLP using AUROC and AUPRC

RF with NLP MLP with NLP LR with NLP NB with NLP XGB with NLP
AUROC AUPRC AUROC AUPRC AUROC AUPRC AUROC AUPRC AUROC AUPRC

Fold 1 0.891 0.525 0.896 0.474 0.890 0.436 0.759 0.360 0.922 0.577

Fold 2 0.948 0.703 0.936 0.701 0.920 0.609 0.892 0.630 0.953 0.735

Fold 3 0.946 0.780 0.930 0.726 0.932 0.723 0.913 0.759 0.955 0.822

Fold 4 0.897 0.601 0.893 0.575 0.856 0.512 0.799 0.411 0.908 0.634

Fold 5 0.833 0.612 0.835 0.585 0.826 0.558 0.783 0.511 0.875 0.667

Mean 0.902 0.644 0.898 0.612 0.885 0.568 0.829 0.534 0.922 0.687

(SD) (0.042) (0.088) (0.036) (0.092) (0.039) (0.096) (0.061) (0.145) (0.030) (0.085)
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Fig. 5 AUROC curves of hospital admission prediction models with
NLP

Confirm,” a low likelihood of hospitalization was indicated.
Conversely, in the case of the variable “ED admission day,”
where the blue color appeared longer, the likelihood of hos-
pitalization within 24 hours increased. The SHAP results of
XGB with the highest-performing text data are shown in
Fig. 7. Tables S2 and S4 are referred to for a description
of the variables in Fig. 7.

We analyzed the calibration curve to determine the statisti-
cal significance of the variables affecting patients who either
had a low or high probability of being admitted within 24
hours of their arrival at the ED. In addition, the XGB model
with the best performance was used to analyze the target
value, set to “1,” of patients whowere not hospitalized within

Fig. 6 AUPRC curves of hospital admission prediction models with
NLP

Table 3 Evaluation by MAE of 5-fold cross-validation for each ML-
model

MAE
RF MLP LR XGB

Fold 1 3.67 3.43 3.80 3.53

Fold 2 3.55 3.51 3.99 3.55

Fold 3 3.66 3.98 4.25 3.52

Fold 4 3.40 3.35 3.73 3.38

Fold 5 3.87 3.95 4.21 3.66

Mean 3.63 3.64 3.99 3.53

(SD) (0.154) (0.267) (0.209) (0.090)

24 hours. The X-axis of the calibration curve was delineated
as the average value, established as the predict_proba of the
predicted value. The Y-axis delineated the average of the
actual values (the fraction of positives correctly classified).
By creating a histogram of the X- and Y-axes of the cali-
bration curve, the ratio between the predicted value and the
actual value was plotted, as presented in Fig. 8. As revealed
in the histogram, the likelihood of events for observed dis-
charged patients was higher than that of predicted discharged
patients.

The number of patients corresponding to each level was
10 186, 221, and 255 for the Low, Middle, and High level
classes, respectively. Each level was confirmed by SHAP.
We replaced the top eight quantifiable variables in the bar
plots with radar plots, as depicted in Fig. 9. For the Low
level class, “Admission reservation time” was the highest
with a value of 0.47, followed by values for the “ED admis-
sion time” (0.35), “ED location code”(0.33), “ED admission
day” (0.32), “EM” (0.3), “dept5” (0.28), “GW” (0.19), and
“Date of admission” (0.15). For the Middle level class,
“ADD_WAIT” was the highest with a value of 1.18, fol-
lowed by “EM” (1.11), “Admission reservation time” (0.94),
“CON” (0.42), “ED admission time” (0.34), “GW”(0.31),
“ED location code” (0.26), and “ED admission day”(0.23).

Table 4 Evaluation by MAE of 5-fold cross-validation for each ML-
model with NLP

MAE
RF with
NLP

MLP
with NLP

LR with
NLP

XGB
with NLP

Fold 1 3.35 3.00 3.55 3.38

Fold 2 2.66 2.90 3.47 2.77

Fold 3 2.69 2.71 3.45 2.61

Fold 4 3.03 3.00 3.51 2.96

Fold 5 3.54 3.67 4.02 3.35

Mean 3.05 3.05 3.60 3.02

(SD) (0.349) (0.325) (0.213) (0.310)
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Fig. 7 Shapley effect values for
variables in the XGB model
with text data

For the High level class, “Admission reservation time” was
the highest with a value of 3.95, followed by values for the
“EM” (1.06), “CON”(0.4), “ED location code”(0.38), “ED
admission time” (0.3), “ADD_WAIT” (0.28), “GW” (0.24),

Fig. 8 The X-axis is divided into deciles based on increments of 0.1
for the predicted discharge probability of the patients, while the Y-axis
represents the actual discharge rate. The orange bar represents the rate
of observed discharged patients, while the blue bar represents the rate
of predicted discharged patients

and “ED admission day” (0.22). Descriptions of the variables
are mentioned in Tables S2 and S4.

With these results, it is possible to demonstrate to the
patient the likelihood of being admitted and inform them
about their expected waiting time. If admission is not possi-
ble, the patient can be informed of the reason. As a result,
EDs and hospitals will exhibit high operational efficiencies
by implementing these methods.

5 Discussion

The full dataset for our study utilized patient information
obtained between June 2018 and May 2022 from a hospital
in Seoul, South Korea, where patients were admitted through
the ED. Moreover, this dataset included a specific subset
of patients who were hospitalized in a designated COVID-
19 environment. In addition to the economy and society,
the recent global pandemic, COVID-19, has impacted the
ED. After the outbreak of COVID-19, the waiting time in
the ED has become irregular, as patients are only allowed
to visit the hospital once their polymerase chain reaction
(PCR) test results are confirmed in order to prevent the
spread of infectious diseases. Furthermore, hospitals have
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Fig. 9 Radar plots of the influence of Shapley values of the top eight
variables by Low, Middle, and High are shown. Green is Low, Blue is
Middle, and Red is High

experienced shortages of wards, as they have had to allocate
infected and non-infected patients to separate wards [37].
Nationally, South Korea has established a centralized fund-
ing system [38], and this system offers patients considerable
autonomy. Patients can consult at primary and secondary
hospitals, as well as the ED, without requiring a referral.
Additionally, if patients receive an initial diagnosis from
a physician, they can consult at tertiary hospitals with a
referral form issued by the diagnosing physician. Moreover,
the government supports cost-sharing programs that assist
in reducing the financial burden on patients during hospital
consultations [38, 39]. In contrast, the healthcare workforce
regarding medical personnel remains below the average, as
advised by the Organisation for Economic Co-operation and
Development (OECD) [40]. This shortage of medical staff
leads to inadequate patient care that is further exacerbated
by the challenge of managing a large number of patients.

We compared ML-based models trained on data dur-
ing this period. XGB revealed a high performance with an
AUROC of 0.860 and an MAE of 3 hours 30 minutes. Addi-
tionally, we trained unstructured text data on XGB to predict
the likelihood of hospitalization. Our model achieved an
AUROC score of 0.922 and an MAE of 3 hours, demon-
strating strong performance. Our model had an AUROC that
was 6% higher and a MAE that was 30 minutes less than the
existing XGB. Regarding text manually entered by doctors
and nurses in the ED, such as ED sickbed information notes,
this contains information that can be immediately updated
based on new environmental changes, including COVID-19.
This differed from simple computer-entered demographic,
administrative, and clinical variables.

The text data contained important information regarding
the patient’s condition or hospitalization [12]. We applied
TF-IDF to this data and further trained it on the existing
XGB to exhibit improved performance in predicting hospi-
talization and estimated waiting time. By applying SHAP
to the XGB model with added text data, we revealed the
contribution of features based on the probability level of dis-
charged patients. Informing the patient about the reason for
not being hospitalized involves clearly counseling the patient
about the condition. This practice enables the efficiency and
accuracy of emergency physicians, ultimately reducing over-
crowding in the ED. The common variable that showed the
greatest effect across the Low-, Middle-, and High-level
classes was the “Admission reservation time.” In the High
level class, with the least likelihood of hospitalization, the
effects of the parameters gradually decreased in the order
of “EM,” “CON,” and “ED location code.” By utilizing this
information to enhance the process in the healthcare system,
hospitals can appropriately elevate patient admission rates
and decrease waiting times.

The study’s findings revealed that the variables had a sta-
tistically significant influence on the results, as demonstrated
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by SHAP. These findings can improve the efficiency of the
operation of the ED by enhancing the processes related
to variables in unpredictable situations, such as COVID-
19. High-performance models and the identification of
adjustable variables can facilitate the maintenance of ML
models and augment existing models. Our model is a useful
and inexpensive tool that provides decisive clinical support to
ED physicians constructed on readily available patient med-
ical data.

Despite this considerable performance, the estimated
waiting time provided by the ED to the patient and the time
perceived by the patient may be different. These differences
should be resolved through effective communication with
patients in the hospital. Additionally, the ED should create
a comfortable waiting room environment and provide feed-
back on estimated waiting times, notifying the patient of any
updates in progress. Furthermore, it is important to regu-
larly check the waiting room area and apply a personalized
approach to patient care. If these series of improvements are
integrated, the overcrowding of the ED will be reduced [41–
43].

Several limitations should be considered in this study.
First is the limitation regarding the objective evaluation of
the clinical usability and acceptability. It may be challenging
to empirically appraise the actual value of the application
of results of this independent single-center study for other
hospitals and clinicians. However, this study was initiated in
response to a request from physicians working in the ED to
address overcrowding issues. To make the algorithms more
user-friendly for practical use in the ED, we developed ML
models that provided predictive results and worked on soft-
ware development. Furthermore, a systematic evaluation of
the effectiveness of the EMR system is planned.

The second limitation is the lack of validation for exter-
nal generalizability. Our models can be applied to predict the
likelihood of hospitalization and waiting time in the ED of
tertiary hospitals in Korea. However, since each hospital has
different systems, users of models may experience the incon-
venience of having to learn new functionalities. Additionally,
theEMRsystemsutilized by eachhospital have varying inter-
faces and terminologies for input variables. This discrepancy
may lead to reduced accuracy when comparing the mod-
els of our study to other models if they are implemented
without modifications. Although validation is possible for
commonly used variables, differences in variable definitions
could impact accuracy. Nevertheless, this research was initi-
ated in response to clinical requests fromhospitals, indicating
a high probability of its relevance in other hospitals.

The third limitation of developing prediction models for
hospital admissions in the ED of Korean hospitals is the
data imbalance caused by including mixed data from before
and after the outbreak of COVID-19. This limitation may
restrict the performance of themodels of this study.However,

according to the policies of the Korean government and
hospitals, the ED needs to be sufficiently flexible to accom-
modate various diseases that are unrelated to COVID-19.
Thus, a system has been implemented that requires COVID-
19-suspected patients to be admitted after PCR testing.
Moreover, numerous changes have been made to the ED sys-
tem in response to the COVID-19 outbreak. In this context,
we believe it is appropriate to use mixed data, including data
related to COVID-19, for predicting sudden changes in the
system that we aim to address. Therefore, we value the high
performance of our study results. This study proposed pre-
diction models for situational changes that may occur in the
healthcare systemdue to various disease occurrences, includ-
ing COVID-19.

The fourth limitation is regarding the sole use of XAI
which does not suffice when counseling patients on non-
admission. While XAI offers interpretable features, it only
contributes individual variables to specific predictions, mak-
ing it challenging to fully comprehend the overall behavior
of the model. Consequently, particularly if a specific variable
has a substantial impact on non-admission, the explanation
given to the patient would still be inadequate. Moreover,
XAI relies on the trained model and specific data distribu-
tions, thusmaking it arduouswhengeneralizingSHAPvalues
once new data is introduced. Exclusively relying on SHAP
values to drive changes in specific areas of the ED is limit-
ing. However, ED physicians can still provide patients with
appropriate explanations regarding non-admission using this
functionality, supporting the counseling of patients.

Despite these limitations, we have developed a high-
performance predictive model. This is the first time that we
identified the contribution of variables by dividing patients
who were not hospitalized by levels.

6 Conclusion

We created models that included unstructured text data that
can be easily overlooked to predict the likelihood of hospi-
talization within 24 hours and estimated waiting times for
admission for patients using the ED. The data consisted of
demographic, administrative, and clinical information that
was easily obtained from registration at the ED until admis-
sion to the hospital. The XGB with text data model predicts
the likelihood of admission and the expected waiting time
within 24 hours of an ED length of stay.Moreover, via SHAP
it includes a function that identifies the variables that have the
greatest impact on difficult admissions. It has been confirmed
that applying NLP to unstructured text data has a consider-
able effect on the target.

This model will contribute to improving the accuracy and
speed of decision-making for ED physicians. The influence
of variables on the number of patients who are not admitted
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within 24 hours, as identified through XAI, provides crucial
information for EDphysicians to explain to patientswho can-
not be admitted under the “24-hour Emergency Department
Restriction Act.” By utilizing this information, the estimated
average length of stay for all patients can be determined by
considering the estimated waiting times. This lets doctors
promptly notify patients about non-admission and transfer
options, thus optimizing hospital operational costs and reduc-
ingwaiting times. Furthermore, hospitalmanagers can obtain
information to optimize waiting times, improve hospital pro-
cesses, and minimize operational costs. Such information
greatly improves hospital operations and economic efficiency
and can be particularly useful in mitigating ED overcrowd-
ing. After implementing this model in a real ED, it is crucial
to collect feedback from healthcare professionals and con-
sistently update and optimize the model’s performance by
incorporating new data and receiving continuous feedback.
The model should incorporate real-time patient monitor-
ing to instantaneously integrate the patient’s status into the
model. Furthermore, utilizing a customized model that con-
siders individual circumstances and medical conditions can
improve the accuracy of admission predictions. These sug-
gestions should be followed to further advance the future
scope of research. In the future, if this model is applied and
utilized within a monitoring system, such as a command cen-
ter [13], it is postulated that hospital processes will be greatly
improved.
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