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Abstract

Assigning inpatients to hospital beds impacts patient satisfaction and the workload of nurses and doctors. The assignment is
subject to unknown inpatient arrivals, in particular for emergency patients. Hospitals, therefore, need to deal with uncertainty
on actual bed requirements and potential shortage situations as bed capacities are limited. This paper develops a model
and solution approach for solving the patient bed-assignment problem that is based on a machine learning (ML) approach to
forecasting emergency patients. First, it contributes by improving the anticipation of emergency patients using ML approaches,
incorporating weather data, time and dates, important local and regional events, as well as current and historical occupancy
levels. Drawing on real-life data from a large case hospital, we were able to improve forecasting accuracy for emergency
inpatient arrivals. We achieved up to 17% better root mean square error (RMSE) when using ML methods compared to a
baseline approach relying on averages for historical arrival rates. We further show that the ML methods outperform time series
forecasts. Second, we develop a new hyper-heuristic for solving real-life problem instances based on the pilot method and a
specialized greedy look-ahead (GLA) heuristic. When applying the hyper-heuristic in test sets we were able to increase the
objective function by up to 5.3% in comparison to the benchmark approach in [40]. A benchmark with a Genetic Algorithm
shows also the superiority of the hyper-heuristic. Third, the combination of ML for emergency patient admission forecasting
with advanced optimization through the hyper-heuristic allowed us to obtain an improvement of up to 3.3% on a real-life
problem.

Keywords Hospital bed management - Patient-room assignment - Stakeholder integration - Emergency forecasting -
Emergency patient admissions - Machine learning - Operations research - Operations management

Highlights e Introducing a novel hyper-heuristic approach to optimize
patient bed-assignment scenarios, achieving a remark-

e Integrating the perspectives and constraints of key stake- able up to 5.3% enhancement in a time series analysis.
holders, including patients, doctors, and nursing staff, e Achieving an overall performance improvement of up
ensures holistic patient-bed assignment decisions. to 3.3% in solving real-world patient bed-assignment
e Employing machine learning techniques to enhance the data sets by synergizing machine learning for emergency
accuracy of forecasting emergency patient admissions patient admission forecasting with advanced optimiza-

and analyzing features like weather data, time, dates, and tion via the hyper-heuristic.

local events.
e Demonstrating that machine learning methods outper-
form conventional time series forecasts, delivering up

. : - : 1 Introduction
to a 17% improvement in predicting emergency patient

admissions. Context and motivation Rising life expectancy, higher mor-
bidity, and a changed spectrum of illnesses, but also technical

and medical progress, which increasingly makes it possible to

X Alexander Hiibner treat more and more diseases, are causing demand to rise for
alexander.huebner @tum.de hospital treatments and increasing healthcare spending. For
Extended author information available on the last page of the article example, in Germany, spending rose by 4% in 2018 compared
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to the previous year and healthcare spending accounted for
almost 12% of Gross Domestic Product [43]. Contrary to the
increased demand for healthcare services, existing resources
were reduced at the hospital level to compensate for the
higher spending. From 2000 to 2017, the median number
of hospital beds in OECD countries decreased by 13% [37].
In Germany, where a longer data history is available, from
1991 to 2018, there is a reduction of 20% in the number of
hospitals, 25% in the number of beds, and a 33% increase
in patient numbers [44]. Higher demand needs to be ser-
viced with the scarcity of resources. If this is not to be at the
expense of the patients and the quality of medical care, this
canonly be achieved by optimizing the utilization of available
resources.

Problem description Hospital beds are one of these scarce
resources. To efficiently use hospital beds, they are not any
more planned individually by each ward as in the past, but
oftentimes for the entire hospital to obtain pooling effects (see
e.g., [8, 20, 28]). When arriving at the hospital, patients are
directly or after a treatment (e.g., in operating or emergency
room) admitted to a ward bed. This operational problem of
assigning inpatients to specific rooms and beds is defined as
patient-bed assignment problem (PBA). Figure 1 illustrates
the PBA and its dependencies.

Two female emergency patients who have just arrived are
planned to stay in beds 3 and 4. While bed 1 is theoretically
available before bed 3, it is already “reserved” for a male
elective patient scheduled to arrive on Friday and stay for
several days. Consequently, the female patient planned to
occupy bed 3 will have to wait in an overflow area (e.g., hall-
ways, emergency or treatment rooms) until Saturday when
bed 3 becomes available for her. Her treatment will begin
in the overflow area as a postponement of the emergency
patient admission is not medically possible and reasonable.
In general, elective patients typically do not accept that a
room and bed are not “reserved” for them upon their planned
arrival, while emergency patients are more willing to accept
having to temporarily stay in dedicated overflow areas due to

Fig.1 Illustration of the patient

bed assignment problem (PBA) bed

>

the unplanned arrival (see [39]). In the example above, it is
therefore considered more important that the elective patient
arriving on Friday does not have to wait in an overflow area.
Hence, it is crucial to determine at which time a specific
physical room and bed is to be assigned to an inpatient and
whether or not it should be possible to reserve such a bed.

Challenges in patient-bed-assignment Efficient real-time
planning systems are required in order to guarantee patient
satisfaction and trouble-free process flow (e.g., avoid waiting
times until inpatient admission as well as blocking emer-
gency departments). The complexity of the PBA results from
different stakeholder needs, frequent changes in lengths of
stay (LOS) and estimating the number of beds required.
First of all, the PBA needs to bring together the interests of
patients, doctors, and nurses. To facilitate doing rounds and
patient visits, walking distances for doctors should be mini-
mized. This can be achieved by grouping similar patients, i.e.,
patients associated with a specific department, into rooms.
In contrast to doctors, nurses tend to a broader range of
patients. However, they are typically dedicated to a specific
ward, working in well-coordinated teams, and therefore can-
not easily be transferred to other wards. Thus, balancing the
workload between wards is a key objective for nurses when
assigning patients to beds. Hence, the PBA affects patient sat-
isfaction (e.g., immediately available bed, suitable room with
adequate roommates), the workload of nurses (e.g., a mix of
work-intensive and easy-to-handle patients), and workload
of doctors (e.g., own patients located in proximity). These
may comprise some trade-offs. For example, focusing only
on patient satisfaction by putting optimal roommates together
(i.e., patients of similar age or with similar illnesses) may be
in conflict with the nurse workload. Second, deviations from
expected medical conditions and treatment plans are nor-
mal, for example, if patients remain in intensive care units
(ICU), LOS changes happen (e.g., earlier or later discharge,
unforeseen surgical complications, newly detected medical
conditions), elective inpatients do not arrive or different med-
ical infrastructure becomes necessary. Whenever one of the
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events takes place, the PBA plan needs to be updated. This
can easily affect 50% of all beds per day if, for example,
30% of the inpatients are discharged and admitted per day
and 20% are affected by LOS updates. Finally, a further com-
plication arouses from the inherent uncertainty of bed needs
for emergency inpatients which may account for up to 90% of
all inpatients. Appropriately predicting which kind of emer-
gency patients and how many from each hospital department
are likely to arrive is a fundamental input to the PBA. Sev-
eral external effects like seasons, weather, or local events and
different drivers for each discipline like snowy weather for
trauma surgery may drive the volume of emergency patients.

Contribution The main body of related literature considers
elective patients only (see e.g., [6, 16, 32]). In these appli-
cations, assignment is done for a known set of patients to a
given set of empty beds. Some extensions deal with dynami-
cally arriving elective patients (see e.g., [13]) and uncertainty
in LOS (see e.g., [36]). The present paper builds upon the
extended model introduced by [40] that copes with patient-,
nurse- and doctor-specific criteria, and accounts for dynam-
ically arriving elective and emergency patients as well as
dynamic changes of LOS. They apply an average emergency
inpatient arrival rate. However, simply predicting emergency
patients based on historical averages will be suboptimal, as it
seems highly probable that the actual number of emergency
admissions is dependent on a plethora of internal and external
factors in each medical specialty. We extend this approach
by proposing a ML approach to anticipate future emergency
inpatient arrivals. The analysis is based on a comprehen-
sive empirical data collection (e.g., patient data, weather,
regional events). This allows us to investigate factors that
can predict emergency admissions for each medical spe-
cialty and analyze the impact of improving the forecasts on
bed planning employing numerical studies with actual data
from a maximum-care hospital. ML will continue to revo-
lutionizing healthcare management due to the exponential
increase of data and computing power (see, e.g., [3]). Pre-
dictive analytics will be entering the space of operational
management in hospitals and improve decision making (see,
e.g., [27]). We develop insights in the use of ML on emer-
gency patient admission forecasting. We further contribute
with an advanced solution approach by tailoring a hyper-
heuristic framework to the PBA. We combine the forecasts
obtained with ML with a hyper-heuristic framework for solv-
ing the PBA efficiently for large problem instances within a
real-life application.

The remainder of this paper is organized as follows.
We review related literature in Section 2. The underlying
mathematical model of our decision problem and advanced
optimization approach is summarized in Section 3. Section

4 provides several numerical examples based on actual hos-
pital data. Finally, Section 5 presents a summary of the main
results and outlines potential avenues for further research.

2 Related literature and research gap

We contribute to the PBA literature and the related forecast-
ing of emergency patients. The literature can be structured
along (i) static and (ii) dynamic models for PBA and (iii)
forecasting models for bed requirements.

(i) Static models for PBA The static PBA was first intro-
duced by [16]. They consider a situation in which a hospital
is initially empty and all future patient arrivals within a
given time horizon are deterministically known as well
as their respective parameters, e.g., actual LOS, gender,
department adherence, and individual infrastructural needs.
Patients are assigned to rooms such that an overall objective
function based on violating patient-specific requirements is
minimized. Capacity is assumed to be sufficient to accom-
modate all inpatients. As such, it does not allow for shortage
situations. Furthermore, they do not distinguish between
emergency and elective patients. Several authors like [6, 9,
13, 17, 23, 32, 47] have since built on the model of [16] by
providing alternative solution approaches like matheuristics
such as the Genetic Algorithm (GA). For details, we refer
to Table 1. To summarize, the static models assign elective
patients to beds. However, whenever a patient is admitted
to or discharged from wards, patients are reassigned from
the overflow, no-shows of elective patients occur, sudden
changes in medical infrastructural requirements, an unex-
pected need for medical isolation or changes in the LOS
become necessary, the static plan is no longer valid. The PBA
need to be updated. Therefore, the static models provide only
a starting point for solving the PBA.

(ii) Dynamic models for patient bed assignments Ceschia and
Schaerf [13] are the first to provide an approach for adapt-
ing the PBA model to the dynamic case. To this end, they
include the arrival date of the patient. The number of days
an arrival is known in advance can vary for elective patients
and can be considered to equal zero for emergency arrivals.
In addition, they consider pre-occupancies, i.e., patients who
are already in the hospital at the planning date. Ceschia and
Schaerf [13] apply a large neighborhood search (LNS) and
provide an approach to investigating the uncertainty regard-
ing the discharge date of a patient. To assess the impact of
different LOS they solve the PBA several times using dif-
ferent values for the discharge dates of all patients in the
system. Ceschia and Schaerf [14] and Ceschia and Schaerf
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[15] include uncertainty by factoring in flexible horizons and
patient delays while also adding operating room constraints.
Based on the work of [14, 36] apply an adaptive LNS. Van-
croonenburg et al. [48] introduce a model that is designed
to only assign those patients to a new room who have just
arrived and physically require a bed. In addition, they sug-
gest a second model in which they also assign patients to
beds who are registered in the system but have not yet
arrived. Finally, [40] show that the PBA is a multi-objective
problem that needs to ensure patient satisfaction and opti-
mize workloads for nurses and doctors at the same time.
The goals and constraints of patients, nurses, and doctors
for PBA need to be considered simultaneously. Their model
further incorporates patient-patient dependencies concern-
ing rooms and wards, distinguishes between emergency and
elective patients, and incorporates their respective needs. The
number of emergency patients is estimated with historical
averages. Patients may be allocated to overflow buffers to
reserve beds for other patients or compensate for temporar-
ily unavailable beds. They apply a greedy look-ahead (GLA)
heuristic for dynamically arriving patients with uncertainty
in emergency inpatient arrivals and LOS. To summarize,
the dynamic models extend the static models by consider-
ing dynamically arriving elective and emergency patients.
It is shown that emergency patients have a strong influence
on bed assignments. This calls for appropriately predicting
which kind of emergency patients and how many are likely to
arrive. Only [40] provide an approach to estimate emergency
patients based on historical distributions, however, without
further investigating the impact of better estimates on PBA.
As such, we extend the review by analyzing related literature
with emergency forecasts.

(iii) Literature related to estimating emergency patients
and bed occupancy General reviews on forecasting emer-
gency arrivals by [24, 50], e.g., on outpatient arrivals, day
clinic walk-ins, or emergency calls, summarize different
approaches and goals. With respect to PBA, [12] as well
as [1] concern themselves with the problem of forecasting
emergency arrivals at a hospital. Both use hospital data and
use an autoregressive moving average approach. Schiele et
al. [41] provide a model to anticipate resulting bed occu-
pancy levels based on a given master surgery schedule. They
consider different patient types and paths and make use
of a neural network approach to improve their prediction
quality.

Summary and research gap The PBA has gained more and
more attention within the past decade. Key challenges dealt
with in most contributions to this area of research can be
seen in the computational complexity as well as the under-
lying uncertainty and volatility of most parameters involved.
Table 1 summarizes the most recent contributions and high-

lights a set of key aspects related to the challenges mentioned
above.
In general, we can constitute three major research gaps:

(1) Anticipating emergency arrivals in PBA: The
current PBA models apply, if emergency patients are
considered, only average values from the past. How-
ever, it seems highly probable that the actual number of
emergency admissions is dependent on a plethora of inter-
nal and external factors to the hospital. Several external
effects may drive the volume of emergency patients, e.g.,
seasons, weekdays, and local events like county fairs or
sports events. There may be different drivers for each
specialty like snowy weather for trauma surgery, and the
availability of family doctors for internal medicine.

(2) Advanced solution approach with uncertainty and
dynamic online planning: For such real-life applica-
tions, it is important to have a solution approach that is
proven to work in this dynamic environment with fre-
quent and short-term events that cause plan adaptions.
That means at each point in time that an inpatient gets
admitted or discharged or when any other change in the
system merits moving patients from an overflow area to a
regular bed. In addition, the underlying uncertainty typi-
cally requires several adaptations of future PBAs during
any given day.

(3) Application to real-life settings: The vast majority
of models is applied to simulated data sets. Furthermore,
actual hospital situations like shortage of beds (and hence
overflow situations) and multiple stakeholders and their
trade-offs are scarcely integrated.

This paper addresses these open areas by (i) applying time
series forecasts (TSF) and ML approaches for the forecasting
of emergency patient admissions and assessing the impact of
better forecasts on PBA, (ii) developing an advanced heuris-
tic tailored to the dynamic online planning problem at hand,
and combining these for (iii) deploying it in real-life sce-
narios. The case study is conducted with a large German
maximum-care hospital. Concerning (i), a broader investi-
gation with main features by medical disciplines, including
metadata and testing the impact of better emergency forecasts
on PBA becomes necessary. This will allow the prediction of
emergency admissions more accurately compared to solely
drawing on historical distributions of patient arrivals. Such
an approach is promising as it relies on publicly available
data and as such is possible to be incorporated in the plan-
ning systems of hospitals. We then investigate how and to
which extent sophisticated forecasts can help to advance the
planning quality of PBA. Concerning (ii), we will improve
the solution approach of [40]. This is the most related model
to this paper. Their focus was on the introduction of a com-
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prehensive modeling approach and the introduction of the
multi-objective problem. We will apply the identical decision
model as it incorporates the various stakeholder requirements
found in practice. However, the solution approach of [40]
is limited to a GLA heuristic. We will further develop this
to a hyper-heuristic that incorporates elements of the pilot
method introduced by [18]. Finally, in (iii) we reconcile the
insights gained in (i) and (ii) and apply them to a real-world
case study.

3 Forecasting, decision model and solution
approach

This section details first the approach for forecasting emer-
gency patients using TSF and ML methods. This serves as
input for the decision model that is outlined next, before the
introduction of the developed hyper-heuristic.

3.1 Emergency patient admissions related feature
importance and their prediction

It is expected that external influences like weather, seasons,
or events have an impact on the emergency volume. Hence,
to estimate emergency patient admissions metadata that is
suspected of having an impact on patient volume in the emer-
gency department has to be gathered. First, to get a deeper
understanding of the distinct features and how they influ-
ence the emergency arrivals the (1) importance of features are
computed. The results allow for deriving managerial insights.
For example, which features are particularly important or
whether there are differences between individual specialties.
This step is helpful for understanding and allows us to easily
derive thumb rules for practice applications. In contrast, ML
methods often act as a black box. Second, different forecast-
ing methods are suitable for the concrete (2) prediction of
emergency patient admissions.

3.1.1 Importance of features

In the first step, to avoid multicollinearity issues (see e.g.,
[25]), the Pearson correlation coefficients (PCC) of each
potential pairing of features are determined. Positive and neg-
ative high correlating pairs are detected and only one variable
is used for each of these pairings for the further procedure.
The remaining features have to be tested to determine their
explanatory power regarding the number of patient arrivals
on a given day. This is important for two reasons. First, sim-
ply looking at the direct correlation between a given feature
and the number of emergency arrivals in the test data can be
misleading as this overlooks any potential effects that certain
properties only have in combination [25]. Second, ML algo-

@ Springer

rithms tend to be overfitted when the number of features used
is significantly higher than optimal (see for example [33]). To
this end, we make use of the “Boruta” package developed by
[34]. It consists of a feature selection algorithm based on the
“random forest” classification method [11]. It aims to rank a
set of features according to their respective predictive power
regarding a specific classification or regression variable, e.g.,
the number of emergency patient arrivals per day. This rank-
ing is performed according to the individual “importance”
of each feature, which is based on the average and standard
deviation of the loss of accuracy of classification caused by
the random permutation of attribute values between objects.
A key idea here is to introduce so-called “shadow variables”,
1.e., additional random variables, which are then included in
the set of existing features. By adding randomness to the data
set and collecting results from the ensemble of randomized
samples, it is possible to reduce the misleading impact of
random fluctuations and correlations.

3.1.2 Prediction of emergency patient admissions

Estimating the number of emergency patient admissions is
inherently a regression problem. Disregarding the metadata,
the problem can be simplified and solved with (1) time
series forecasting (TSF) techniques. To incorporate meta-
data, (2) regression-based methods and (3) a multilayer
artificial neural network (ANN) is presented. In contrast to
regression-based methods, ANN takes into account nonlin-
ear dependencies. Note that these three different approaches
also serve as benchmarks in our numerical tests.

(1) Time series forecasting TSFs estimate future values based
on previously observed time series values. Advanced TSF
methods take into account the influences of level, trend, and
seasonality in the time series. The Holt-Winters method [51],
also known as triple exponential smoothing, and Seasonal
Autoregressive and Integrated Moving Average (SARIMA)
models (see [10]), take into account all three aforementioned
components. The Holt-Winters method is an exponentially
weighted moving average for determining the level, trend,
and seasonal components of a time series. The smoothing
parameters are set to minimize the squared error in the one-
step-ahead prediction. The SARIMA model identification
and parameter determination usually take place through a
systematic process of testing. Neither method outperforms
the other. Their performance depends on the problem and is
therefore often compared in the literature.

(2) Regression-based methods Since it is not known which
underlying effects the features exhibit, various regression
models should be considered. Ridge regression (RR) uses /-
regularization [26], whereas LASSO (LR) uses /;-regulariza-
tion [46]. [;-regularization accounts for correlations between
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the input features, while /{-regularization favors sparse solu-
tions. Elastic Net (EN) is a regression-based method that
combines /; and [l regularization [53]. Another class of
regression models is Group-LASSO (GL), which allows indi-
vidual features to be combined into groups [52]. All features
of a group are penalized together, leading to whole groups
being considered or neglected.

(3) Artificial neural network ANN is used to account for non-
linear dependencies [22, 35]. A neuron is the building block
of each ANN which comprises two mathematical operations.
First, it computes the weighted average of its input values
plus a bias. The resulting sum is passed through a non-linear
activation function. Neurons can be combined into larger
structures that build an additional layer (called hidden layer).
A hidden layer serves as a connection between the first (input)
and last (output) layers. Several typologies for ANN can be
determined by varying the number of hidden layers. Each
layer is fed by the outputs of the previous layer. The formu-
lated ANN is optimized by a specific solver according to a
specific loss function.

3.2 Decision model

General idea The underlying problem of the PBA could be
represented as a stochastic dynamic program. The dynamic
setting of the problem arises from multiple events such as
arrivals, discharges, and no-shows of patients as well as
changes in LOS. Here, each event represents a stage and
the total number of inpatients constitutes the state space in
each stage. To illustrate, when assuming the case of a large
hospital with about 800 beds occupied on average, an aver-
age of over 500 events per day of these beds, and a planning
horizon of 28 days, this would result in more than 14,000
stages and a total state space of more than 11 million entries.
The stochastic volatility arises from the fact that the total
number and type of inpatients cannot be predetermined and
are further subject to uncontrollable external influences (such
as weather, patient recovery, treatment complications, etc.).
In light of the stochastics and high number of dynamically
emerging events, it is almost impossible to optimally solve
such a dynamic problem setting for actual hospital applica-
tions, meaning that a heuristic approach is required to provide
efficient and effective decision support in real-life settings.
We approximate the dynamic problem as [40] by solving a
static model that is updated at each possible event. Ceschia
and Schaerf [13] propose a similar approach to test the per-
formance of their static model in a dynamic setting. When
solving the model, it allocates beds for patients (new inpa-
tients and patients from the overflow buffer), assigns patients
to overflow, and reserves beds for patients (currently in over-
flow and future patient arrivals). As such, we subsequently
solve single stages while considering future arrivals and dis-

charges that are both already known and estimated. The
model takes all the relevant information currently available
into account for each of these individual stages.

Model overview The decision model is based on [40]. We
model the identical problem, but introduce different subsets
to obtain a much more compact formulation. Table 2 sum-
marizes the notation.

The objective function of Eq. (1) maximizes the total
utility U and consists of four terms that represent basic
patient-specific, extended patient-specific, doctor-specific,
and finally nurse-specific objectives. The four partial utili-
ties are combined by using the weighted sum method with
the factors «, B, y, and §. All four utility values depend on
the binary assignment variable x; , that represents whether
a patient p is allocated to bed b. The model is formulated as
follows:
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Table2 Notation

Sets

B Set of beds, B ={1,2, ..., b, ..., |B|}

B, Subset of beds B which is available for patient p

B, (By) Subset of beds B which are located in room 7 (in ward w)

D Set of medical departments, D = {1, 2, ..., d, ..., | D|}

P Set of inpatients, P = {1, 2, ..., p, ..., | P|}

Py Subset of inpatients P who fit in bed b on day ¢

R Set of rooms, R = {1,2, ...,r, ..., |R]|}

T Set of days within the planning horizon, 7 = {1, 2, ..., ¢, ..., |T|}

w Set of wards, W = {1,2, ..., w, ..., |[W|}

Parameters

o, B,y,98 Weights for basic and extended patient-, doctor- and nurse-related utilities, respectively

Ep Weight for patients p (e.g., elective vs. emergency patient)

ap Age of patient p

A (A‘,“}“) Maximum (minimum) age of all patients already occupying room r on day ¢

Cu.t Spare care capacity for caring for further patients on ward w on day ¢

cp Care level required to accommodate patient p

Dy, 1 if all prior occupants of room r on day ¢ belong to same medical department; O otherwise
dp Medical department of patient p with d,, € D

Fry 1 if room r is initially empty on day ¢; O otherwise

&p —1 if patient p is male; 1 if patient p is female

M Large integer value “Big M”

OF, Utility parameter of patient p depending on the time patient p has already spent in overflow
[oF) Time-dependent relevance value that arrivals/discharges will take place as anticipated/planned on day ¢

Decision variable

Xb,p 1 if patient p is assigned to bed b; 0 otherwise

Auxiliary variables

ax (a;‘}}“) Maximum (minimum) age of all patients assigned to room r on day ¢
0;, Amount the total care capacity on ward w on day 7 is exceeded
Yot (Zr1) 1 if all patients assigned to an empty (partially occupied) room r on day ¢ are from the same medical

department; O otherwise

The first term of the objective function Eq. (1) summarizes
the basic patient-specific utility of assigning patient p € P
to bed b € B),. Every assignment of a patient p to a bed b,
i.e., xp,p, = 1 generates a utility that accounts for the days
that patient p is presumed to spend in bed » within the plan-
ning horizon T'. The utility depends on the time the patient
p already spent in the overflow (OF ) in the past, a patient
type-specific factor (E,), bed availability (P ), and a rel-
evance value (Q;). OF, allows patients already waiting to
be prioritized over patients who have just arrived. &, is a
factor that makes it possible to prioritize between patient
types, i.e., elective patients, emergency patients, or patients
with special requirements. Pp; indicates the patients p who
can be assigned to bed b on day ¢. This includes the avail-
ability of a bed (i.e., not pre-occupied or reserved), avoiding
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gender mixing (with respect to current occupants), infrastruc-
tural constraints as well as medical isolation constraints (with
respect to current occupants). Q; reflects the time-dependent
relevance of a bed assignment for patients on day ¢ as antici-
pated/planned, where Q; decreases with increasing z. It gives
a higher value to patients who arrive earlier than those who
come later in the planning horizon. Due to uncertainties it is
quite reasonable that a patient who is planned to arrive far
in the future will be reassigned to another bed during later
planning periods, which may even lead to a higher overall
utility value for that patient. The second term of the objec-
tive function represents the goal to minimize the differences
between patients within rooms since it is desirable to com-
bine similar patients. The calculation a™> — a™" denotes

r,t
the difference between the maximum value and the minimum
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value of patients in room r on day ¢. We use age difference as
an indicator for the compatibility between patients (see also
[39]). The third term rewards assigning patients from the
same department to the same rooms for facilitating medical
rounds and reducing walking distances for doctors. There-
fore, F; ; is needed, which is 1 if room r is empty on day ¢,
and O otherwise. The fourth term is used to balance the work-
load for nursing staff. The number of “care units” for each
patient, represented by ¢, reflects the individual effort and
resources required, while the overall “care capacity” per ward
w and day ¢ is constrained by staffing schedules. Parameter
Cy,; represents the available capacity of a ward w on day ¢ for
new patients, while the auxiliary variable 0$’ ; indicates the
amount by which the capacity of ward w on day ¢ is exceeded,
penalizing the exceeding of the predefined care capacity.
Equations (2) prevent double booking, i.e., a patient can
only be allocated to a maximum of one bed. Equations (3)
prevent overbooking, i.e., no two patients can be allocated
to the same bed on the same day. In addition, Eqs. 4 ensure
that there are no mixed male and female rooms on any given
day ¢. A similar approach might ensure that medical isolation
requirements are respected. Both auxiliary variables a,"* and
a;?;“ are dependent on x, , as well as on the patients already
occupying beds. A (A‘,I}i,n) is set to the current maximum
(minimum) age of all patients already occupying room r on
day . If room r is empty on day 7, A;‘ji,“ is setto alarge integer
value that represents the maximum possible age (e.g., 120),
and A" is set to 0. Equations (5) and (6) ensure that the
auxiliary variable @;"1* reflects the maximum age of prior
occupants and newly allocated patients in a room r on day ¢.
Likewise, Egs. (7) to (9) ensure the same for af}}“ while also
making sure that a?"in equals " in the event that room
r is only occupied by one person or completely empty on
day ¢. The two auxiliary variables y, ; and z, ; are applied as

follows:

e Empty rooms: y, ; is set to 1 if all patients assigned to an
empty room r on day ¢ are from the same medical depart-
ment, which is achieved by Egs. (10) and (11). Here, d),
is an integer value that depicts the medical department
of patient p and M represents a large integer value (“big
M?”), i.e. the maximum indicator number of the depart-
ments.

e Occupied rooms: z,; is set to 1 only if all patients
assigned to room r are already from the same depart-
ment. This is achieved by Egs. (12) to (14). Here, D, ; is
set to 1 if all prior occupants of room r on day ¢ belong
to the same medical department, and O otherwise.

Equations (15) and (16) link x;_, to 0$’,.

3.3 Hyper-heuristic

This subsection develops the solution approach. Bed man-
agers require a time-efficient system in everyday work that
provides real-time decision support for each new event. An
optimal solution approach is impracticable with respect to
the combinatorial complexity of the PBA. Other approaches
in the literature (see for example [13, 16]) also had to resort
to using heuristic approaches for the same reasons. Schifer
et al. [40] propose a GLA heuristic that derived from the
idea of [5]. It is able to solve the problem time efficiently,
but is vulnerable to ending up in a non-optimal solution. To
circumvent these types of situations, we develop a hyper-
heuristic framework based on the “pilot method” of [18]. It
supports greedy algorithms in avoiding local optimum traps.
Duin and Vo8 [18] and Vof3 et al. [49] show that the pilot
method is suitable for solving highly combinatorial problems
(like the PBA) and that it performs competitively compared
to well-known metaheuristics. By only looking forward, the
method iteratively weights all options before choosing the
most promising. Further notation is delineated in Table 3.

General algorithm An initial empty master solution X = ¢
is iteratively supplemented by an element a € A, whereas
A represents the set of all possible choices, so-called pilots.
Based on the master solution X, several partial solutions N
are generated by randomly drawing a pilot (S, = a U X).
Each partial solution is completed by the remaining pilots
a € A\S, by applying a subheuristic H. Each solution can be
evaluated using a predetermined utility functionu : A — R.
Let ag be the most promising element u(ag) > u(a) Va € A.
The pilot ag gets included in the master solution X = X U
ap and excluded from the remaining choices A = A \ ag.
Then the algorithm loops to create the next partial solution
S; = a U X until a stop criterion is met (e.g., set of pilots
is empty A = ¢, limitation of iterations). In our case, the
utility is the total utility of the objective function of Eq. (1),
re.,u(a)=U.

To speed up the computations we limit the solution space
by only considering the set of relevant beds B and patients P.
The relevant beds considered include only those beds b € B
that are scheduled to be vacated within the planning horizon
T . This means that beds that are already occupied by patients
who have an estimated LOS exceeding the planning horizon
are not included (B C B). Likewise, only those patients
p € P, P C P who are not yet occupying a bed b within
their designated ward space and who require a bed at some
point in time within the planning horizon T are considered.
In particular, this includes patients who have just arrived,
patients who are already waiting in the overflow area, as well
as future elective patients already scheduled and anticipated
future emergency patients, at some point within the planning
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Table 3 Expanded notation for
the pilot method do

Most promising element u(ap) > u(a) Va € A

A Set of all possible choices a, so-called pilots

H  Subheuristic applied to assign remaining pilots a € A \ S, (e.g., greedy heuristic)

N Number of partial solutions considered at each iteration

Sa Partial solution S, =a U X

u(a) Predetermined utility functionu : A — R

X Master solution, iteratively created by adding the most promising element of an iteration X = X U ag

horizon T'. Limiting the sets for patients and beds is possible,
as non-medical room transfers are not allowed. Algorithm 1
demonstrates the pilot method tailored to the PBA problem.

Algorithm 1 Pilot method for PBA.

Require: P,B,N

Ensure: patient bed assignments x,

1 xpp <@

2: A < generatePossiblePatientBed Assignments(P, B)
3: while (JA| # 0) do

4: fori < 1,N do

5: ali] < random(A)

6: pilot < xp p Uali]

7: B'[i], P'[i] < updatePatientsAndBeds(B, P, ali])
8: pilotSolution[i] < Subheuristic(B'[i], P [i])

9: fitness[i] < calculateFitness(pilot Solution[i])
10:  end for

11:  j < argmax(fitness)

12: ag < alj]

13: xpp < xp,p Uag

14: B <« B'[j]

15: P« P[jl

16: A < updatePossiblePatientBedAssignments(A, ag)
17: end while

18: printPatientBedAssignments(xp, )

Subheuristic The subheuristic applied is based on the GLA
heuristic developed by [40]. It sequentially calculates the
potential added utility value with Eq. (1) of each possible
patient bed combination and also considers at this stage the
constraints in Egs. (2) to (17). Finally, it executes the most
promising assignment. The additional notation to describe
the subheuristic is shown in Table 4.

Table 4 Further notation for the Subheuristic for PBA

Up,p Partial utility that an assignment of patient p, p € P
to bed b, b € B may add to the total utility U

U ;rgmax Index value of the bed b that adds the maximum partial
utility max(Up, ) to the total utility U when patient
p, p € P is allocated to this bed b

vy Maximum partial utility that assignment of patient p

adds to total utility U, p € P
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During an initialization process Xy, , is set to zero and the
utility matrix Up p is calculated for all p € P and b € B.
The utility matrix Up, , represents partial utilities that can
be added to the total utility function U (Objective function
Eq. (1)) by realizing a patient p to bed b assignment. If a
bed b is not available at any time of the planned stay for
the specific patient p, the partial utility value Uj , is set to
zero. In Iteration I (Step 1), the most promising combination
Up,p is chosen, that yields the highest partial utility U™,

with U,’}lax = max (Ub,p) ,Vb € B,Yp € P. To accelerate
the process of finding the highest value during the iterations,
two auxiliary variables are used to indicate the uppermost
potential utility of a patient’s assignment (U;**) and the cor-
responding bed (U;rgmax). This reduces the amount of values
that need to be compared from |P| x |B| to | P| in each step.

The initial allocation has an effect on a series of poten-
tial allocation combinations x; , of the remaining patients
P and beds B. Subsequently, in Iteration I (Step 2), poten-
tial patient bed utilities Uj, , that have been affected by a
previous PBA in Step 1 get updated. If necessary, U,™* and
U ;Igmax are redetermined. The following Iteration II (Step 1)
also starts with the assignment of the most beneficial PBA.
It will assign the patient first with the highest utility Uy, . In
Tteration II (Step 2), the utilities of all remaining patient bed
combinations will be updated. This will be continued until
all patients are assigned. Algorithm 2 represents the iterative,
procedural program flow.

Algorithm 2 Subheuristic: GLA Heuristic for PBA.

Require: P, B
Ensure: patient-bed assignments xp,
1: Up,, < calculatePatientBedMatrix (P, B)
2: U;"a" < max(Up, )
. premax

3: <« argmax(Up, )

4: while (max(Up, p) # 0) do

5 p < argmax(U;™)

6: b« U[',"a"[p]

7 Xp,p <1

8 Up,, < updatePatientBedMatrix(p, b, U p, P, B)
9: end while

10: printPatientBedAssignments(xp, )
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Applied policies for patient bed assignment To speed up
the algorithm and tailor it to the PBA, different policies
have been implemented and tested. First, at the start of each
new pilot iteration the filter policy selects only a determined
number of promising pilots. The vector argmax (U,™) (see
Algorithm 2) is used for this, the calculation taking place
anyway to subsequently complete the partial solutions. Here,
only those pilots with high expected additional utility values
are considered. Second, the drop policy is applied, which exe-
cutes the subheuristic H for only a predetermined fraction
of the remaining options a € A \ X. This can be guaranteed
by only considering patients in the subheuristic who arrive
within a certain period (shorter than the planning horizon).
Finally, we also restricted the evaluation depth, i.e., only a
subset of pilots a C A are allocated by the pilot method. The
remainingonesa € A\ X getassigned by the subheuristic H.
The efficiency and applicability of the different policies are
investigated in the numerical studies.

4 Numerical study

This section presents numerical studies. We draw upon real-
life hospital data from a joint project with alarge German hos-
pital. First, we start in Subsection 4.1 by presenting the data
and performing some basic tests. Second, we continue in Sub-
section 4.2 by presenting the TSF and ML approach used to
anticipate emergency inpatient arrivals. Third, in Subsection
4.3 we show the performance of the hyper-heuristic we have
developed. We compare it in different scenarios with the GLA
developed by [40] as well as solutions obtained with Gurobi
and a Genetic Algorithm (GA). Finally, in Subsection 4.4

we analyze the impact of both the enhanced emergency inpa-
tient arrival forecasting approach as well as the improved
hyper-heuristic on the overall solution. All computational
steps were carried out using Gurobi 10.0, Python 3.10, and
R 3.6. All computations were run on a work station equipped
with an Intel Core 17-8550U processor and 16 GB of RAM.

4.1 Overview of data

To analyze potential influences on emergency patient admis-
sions, we have gathered metadata on various distinct features
that were publicly available and which we suspected of hav-
ing an impact on the emergency admissions. These features
relate to time and dates, weather data, important local and
regional events, as well as historical and current occupancy
levels (see Table 5). We split the data set into training data
which represents a time period of 2 years from 2014 to 2015,
as well as test and validation data which is taken from 2016.

To determine the importance of the features we conduct
the methodology as described in Section 3.1.1. The PCC
is calculated for each potential pairing of features listed in
Table 5. Figure 2 gives an overview of all problematic pair-
ings, i.e., all pairings wherein |[PCC| >= 0.7. A simple
example of this would be that the maximum temperature Tpax
strongly correlates with the minimum temperature Ty, €.2.,
minimum and maximum temperatures for any given day dur-
ing summer time are typically higher than during winter time.
From now on one variable of the highly correlated pairings
is neglected.

As each medical department is expected to have its own
drivers, the Boruta selection algorithm is individually exe-
cuted for every medical department, that has emergency

Table5 Overview of factors

. Factor
and properties assessed

Feature

regarding correlation with
emergency inpatient arrivals

Time and Date

Weather

Local and Regional Events

Current Occupancy

Weekday (WDwon, WDTge, -..)
Season (Q1, Q2, Q3, Q4)

School holidays (Holschool)

Bank holidays (Holiday)

Post holiday weekday (WDpostholiday )

Temperature (Tmean> Tmin> Tmax» Tdif)

Air pressure (APmean, APmin, APmax, APgir)
Humidity (Hmean> Hmin> Hmax, Haif)

Wind (Wmean, Wmin, Wmax, Wdif, Gmax)
Precipitation (Rain, Snow, Hail)

Snow coverage (Scov)

Storm
Fairs (County Fairs, Sport events)

Admissions of previous day (PrevAdmin)
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(a) Trauma surgery department

Fig.3 Trauma surgery department
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inpatient arrivals. To give an example, we present detailed
results for two different departments, namely trauma surgery,
and gastroenterology, as can be seen in Fig. 3a and b, respec-
tively.

For trauma surgery, the number of emergency inpatient
arrivals is clearly correlated with the seasons (Q1 to Q4),
with low temperatures (Tpin), as well as with the mag-
nitude of intra-day temperature changes (Tgir). Naturally,
any feature that correlates with the number of emergency
inpatient arrivals, in both the training data set and the test
data set, can prove useful when anticipating such arrivals.
However, the causality behind this correlation may only be
guessed. In the case of emergency patients having had an
accident that requires trauma surgery, it seems plausible that
sudden drops in temperature, which lead to black ice on
roads and sidewalks, or typical recreational activities pur-
sued in winter (Q1), e.g., skiing, are responsible for this
effect.

For the gastroenterology department, however, the picture
looks quite different. Here, holidays, weekends, and Mon-
days each exhibit a high explanatory correlation with regard

Importance
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to incoming emergency patients, whereas the temperature
has a considerably lower influence when compared to the
trauma surgery department. This could be due to a couple
of different reasons. For instance, doctors and nursing staff
we interviewed have reported that many gastroenterological
illnesses often initially present with non-specific abdominal
pain symptoms, which then intensify over several days. This
means that in comparison with a broken hip, for example,
there is no immediate need to get to a hospital, such that
patients could opt to stay home on weekends. An alterna-
tive explanation could be that resident doctors’ offices are
typically closed on weekends and patients who are not yet
aware of the severity of their illness will usually wait until
the next workday to see their family doctor who might then
immediately refer them to a hospital for further treatment.
To summarize, the drivers for the arrival of emergency
patients are different across departments. This requires to
address the forecasting and PBA problem by department.

4.2 Applying time series forecasting and ML
to estimate emergency patients

We applied different forecasting approaches introduced in
Section 3.1.2 to estimate emergency patient admissions. We
first applied (1) TSF procedures. Second, to incorporate also
the time series independent influencing factors described in
Table 5 we deployed (2) regression-based methods. In addi-
tion, in a third step, we applied a (3) multilayer ANN to
account for nonlinear dependencies. We used regularization
methods in both approaches to avoid overfitting. Finally, we
used the test data to evaluate the generalization abilities of
our trained models.

(1) Time series forecasting We started with TSF methods.
Strong weekday dependencies made the use of methods that
take seasonal effects into account indispensable. Therefore,
we performed Holt-Winters’ triple exponential smoothing
method [51] and applied a SARIMA model [10]. We used
the procedure implemented by [31] to set the parameters for
the SARIMA model. The selection of the best model is based
on unit root tests and the Akaike Information Criterion (AIC).

(2) Regression-based methods We used 10-fold cross-validation

to tune the hyperparameter A for each approach, which con-
trols the strength of the regularization. For EN we performed
a grid-search between 0 and 1 in 0.025 steps to optimize the
hyperparemters A1 and A, which are used to control the /1
and /[, penalty respectively.

(3) Artificial neural network We have evaluated several
typologies of ANNs by varying the number of hidden layers
between one and five. The best results have been achieved
by applying a “32:16:8:4:2” network (the numbers are the
number of neurons per hidden layer; hidden layers are sepa-

rated by colons), the rectified linear unit (ReLu) as activation
function, /1 and [, regularization and the mean-squared error
(MSE) loss function as well as the optimizer RMSprop. To
avoid overfitting we have investigated the learning curve of
training and validation loss. For tuning hyperparameters /;
and /, we used a grid search algorithm.

Evaluation of performance on test data We applied the mod-
els to the test data from four departments at our case hospital
that have a significant number of emergency patients. For
example, orthopedics has almost no emergency patients. We
use the RMSE to compare the prediction accuracy of differ-
ent models.

The historical averages serve as a baseline approach, and
this is denoted as “Baseline”. This is compared with our
above-described TSF (denoted as “Approach 1 (TSF)”) and
ML approach (denoted as “Approach 2 (ML)”). Table 6
shows that the ML approach outperforms the baseline and
“Approach 1”. The ML approach leads to improvements of
up to 17%, depending on the department, compared to the
basic historical averages.

The improvement obtained from the better forecasting can
also be used as input in other bed-assignment problems like
[40].

4.3 Performance of the hyper-heuristic

In this section, we examine the performance of the devel-
oped hyper-heuristic by (1) application to single problem
instances, (2) application to rolling planning horizon, and
(3) comparison versus optimal method and comparative
heuristic. In order to assess the solution quality of the hyper-
heuristic proposed in this paper, we drew upon nine data sets.
The available real data of one department cluster consisting of
department 1 and department 2 (see also Section 4.2) based
on actual patient movements between January 2016 and
September 2016 will be considered. The cluster consists of
five wards with 24 beds each. Each data set is composed
of 28 consecutive days and comprises an average of 648
unique patients. On average, 40% of patients are men and
60% women with an average age of 70 years and a LOS of 6
days. All data sets reveal high ratios of emergency patients,
e.g., up to 90%. The departments investigated are gastroen-
terology and internal medicine. Please note that we cannot
show the actual data of our case hospital due to confidentiality
reasons. We set the parameters in alignment with currently
applied weights in our case hospital: « = 1, § = 0.1,
y,8 = 2,0, = (1 —¢q), q = 001, |T| = 7. Fur-
thermore, the weighting factor E, was set to three distinct
values depending on the patient type. Notably, these con-
sist of 2¢/ = 10 for elective patients, ¢ = 9 for current
emergency admissions, and E*" = 4 for anticipated emer-
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Table 6 Anticipation of emergency inpatient admissions using different forecasting methods

Baseline Approach 1 (TSF) Approach 2 (ML) Max.
Hol.Win. SARIMA RR LR EN GL ANN Improvement
Department RMSE RMSE RMSE RMSE RMSE RMSE RMSE RMSE [%] Type
Department 1 4.888 4377 4.620 4331 4.309 4.183 4.103 4.060 16.9 ANN
Department 2 4.108 3.963 4.087 3.892 3.847 3.848 3.675 3.835 10.5 GL
Department 3 2.888 2.920 2.811 2.887 2.824 2.800 2.743 2.778 5.0 GL
Department 4 3.535 3.222 3.677 3.126 3.099 3.097 3.067 3.192 132 GL

The bolded entries represent the best results obtained for each department using various methodologies

gency inpatient arrivals. Here, elective patients are preferred
to current emergency patients, and these in turn are given
preference vs. expected future emergency admissions. We
have adjusted the existing data by eliminating all uncertainty
factors for the sole purpose of monitoring the performance
of the heuristics applied. Accordingly, emergency patients
are treated like elective patients and their exact admission is
known in advance. Both patient types are no longer subject to
LOS updates due to precisely known discharge times. Fur-
thermore, patient no-shows are neglected. This means that
the data sets considered are no longer affected by stochastic
variations and are assumed to be deterministic.

(1) Application to single problem instances We first assessed
the performance of our hyper-heuristic for single problem
instances. Using such a static version is a usual benchmark
approach (see literature review above and for example in [9,
17, 23]). This approach excludes parameter-dependent (e.g.,
time-dependent relevance) performance differences caused
by time series analysis. These parameters could lead to worse
performance in the time series analysis and thus reduce the
meaningfulness of hyper-heuristic performance despite bet-
ter performance in all single problem instances. We tested
several policies (see Section 3.3). In particular, we applied a
filter policy with which we restricted the number of promising
pilots to different predetermined amounts, which were deter-
mined based on their individual additional potential benefit
to the utility function before an algorithm run-through. The
best patient-bed assignments are drawn randomly from the
five most promising patients. This was done to avoid unnec-
essary computational effort while at the same time ensuring
that no potentially “lucrative” PBAs are overlooked. It should
be noted that several potential PBAs of a single patient may
have similar values and hence a wide variety of alterna-
tive promising PBAs exist. In addition, we applied a drop
policy by limiting the application of the GLA subheuris-
tic to only those patients that were known or anticipated to
arrive within a certain number of days, which also leads to
a significant reduction of computational time while retain-
ing a high solution quality. Finally, we varied the evaluation
depth by restricting the number of subsequent PBAs obtained
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through the pilot method. To give an example, selecting only
10 pilots and a depth of 20 translates into applying the pilot
method to determine the first 20 PBA, wherein for each of
these 20 assignments the 10 most promising pilots will be
chosen and evaluated using the GLA heuristic.

Table 7 gives an overview of the solutions obtained. For
each of the shown combinations of data set used, amount
of promising pilots filtered (in lines), and evaluation depth
(in columns), we have taken into account all single problem
instances which emerged by executing the data sets. This
results in around 2,000 single problem instances for each data
set (i.e., around 288,000 in total), promising pilot and evalua-
tion depth combinations. We did this to account for statistical
distributions, which arise due to the inherent randomness
associated with our implementation of the hyper-heuristic.

The results obtained (see Table 7) allow for drawing three
main insights. First, by using the pilot method, it was pos-
sible to increase the solution quality in comparison to the
GLA heuristic by up to 3.57% while achieving an average
increase of 2.90% when considering 20 promising pilots
combined with an evaluation depth of 20. This number
can of course vary depending on the characteristics of the
underlying patient clientele. However, the effect observed is
substantially the same across all nine data sets. Second, as
is to be expected, increasing the evaluation depth as well
as increasing the number of promising pilots both lead to
an increase in solution quality. This is because it is more
likely that better solutions will be found when broadening the
search space as this increases the chance of finding solutions
that are further away from standard GLA heuristic solutions.
The effect of increasing the evaluation depth has a higher
impact on solution quality than increasing the number of
promising pilots considered. A reason for this effect could
be seen in that even when using a low number of promis-
ing pilots considered, the pilots chosen exhibit the highest
additional benefit to the overall utility function, respectively,
which makes the underlying PBA more likely to be part of a
good solution. Third, depending on the situation at hand, the
acquired gain in solution quality due to a broader search space
goes hand in hand with higher computational effort, which
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Table 7 Solution quality of the Pilot method compared to the GLA heuristic for single problem instances

DS'1 Depth DS 2 Depth

Pilots 2 5 10 15 20 Avg. Pilots 5 10 15 20 Avg.
5 1.41% 1.96% 2.12% 2.13% 1.91% 5 1.30% 1.78% 2.04% 2.23% 1.84%
10 1.60% 1.79% 2.29% 2.59% 2.07% 10 1.27% 1.87% 2.06% 2.29% 1.87%
15 1.67% 2.06% 2.11% 2.89% 2.18% 15 1.36% 2.25% 2.38% 2.54% 2.13%
20 2.19% 2.20% 2.74% 2.88% 2.50% 20 1.87% 2.48% 2.60% 2.59% 2.39%
Avrg 1.72% 2.00% 2.32% 2.62% - Avrg 1.45% 2.10% 2.27% 2.41% -

DS 3 Depth DS 4 Depth

Pilots 5 10 15 20 Avg. Pilots 5 10 15 20 Avg.
5 1.53% 1.77% 1.91% 1.93% 1.79% 5 1.25% 1.93% 2.06% 2.02% 1.82%
10 1.37% 1.72% 1.86% 2.82% 1.94% 10 1.25% 2.08% 2.29% 2.50% 2.03%
15 1.26% 2.33% 2.75% 2.97% 2.33% 15 1.50% 2.39% 2.59% 3.14% 2.41%
20 1.80% 2.52% 2.79% 3.13% 2.56% 20 1.91% 2.40% 2.46% 3.26% 2.51%
Average 1.49% 2.09% 2.33% 2.71% - Average 1.48% 2.20% 2.35% 2.73% -

DS 5 Depth DS 6 Depth

Pilots 5 10 15 20 Avg. Pilots 5 10 15 20 Avg.
5 1.13% 1.50% 1.80% 2.04% 1.62% 5 1.63% 1.91% 1.98% 1.99% 1.88%
10 1.28% 1.60% 1.87% 2.05% 1.70% 10 1.51% 2.04% 2.07% 2.06% 1.92%
15 1.10% 1.46% 2.07% 2.29% 1.73% 15 1.84% 1.97% 2.09% 2.17% 2.02%
20 1.64% 2.18% 2.01% 2.39% 2.05% 20 2.11% 2.04% 2.03% 2.25% 2.11%
Average 1.29% 1.68% 1.94% 2.19% - Average 1.77% 1.99% 2.04% 2.12% -

DS 7 Depth DS 8 Depth

Pilots 5 10 15 20 Avg. Pilots 5 10 15 20 Avg.

5 1.30% 1.79% 1.98% 2.28% 1.84% 5 1.29% 1.94% 2.22% 2.26% 1.93%
10 1.42% 2.22% 2.04% 2.32% 2.00% 10 1.42% 2.11% 2.22% 2.33% 2.02%
15 1.56% 2.08% 2.63% 2.76% 2.26% 15 1.43% 2.30% 2.46% 2.37% 2.14%
20 2.22% 2.69% 2.71% 3.30% 2.73% 20 1.84% 2.44% 3.20% 3.57% 2.76%
Average 1.62% 2.19% 2.34% 2.67% - Average 1.49% 2.20% 2.53% 2.63% -
DS9 Depth Total® Depth

Pilots 5 10 15 20 Avg. Pilots 5 10 15 20 Avg.

5 1.20% 1.58% 1.94% 2.00% 1.68% 5 1.34% 1.80% 2.00% 2.10% 1.81%
10 1.19% 1.67% 1.88% 2.06% 1.70% 10 1.37% 1.90% 2.07% 2.34% 1.92%
15 1.41% 1.77% 2.15% 2.49% 1.96% 15 1.46% 2.07% 2.36% 2.62% 2.13%
20 1.94% 2.44% 2.48% 2.70% 2.39% 20 1.94% 2.38% 2.56% 2.90% 2.44%
Average 1.43% 1.87% 2.11% 2.31% - Average 1.53% 2.04% 2.25% 2.49% -

Calculation: Hyper-heuristic utility / GLA utility - 1

! Data set used to extract problem instances

2 Number of promising pilots filtered for further analysis
3 Total average across all problem instances analyzed

can be an important factor when requiring real-time PBAs
in actual applications. Roughly speaking, the total computa-
tion time for a single problem instance can be estimated by
adding up the total number of times the subheuristic has to
run through all PBAs for a given single problem instance.
To give an example, an evaluation depth of 10 combined

with 10 selected pilots will add up to 100 applications of
the subheuristic while an evaluation depth of 5 combined
with 5 selected pilots will only require 25 run-throughs of
the GLA heuristic, or 25% of the time. The run time changes
are only proportional to the dimension of evaluation depth
when multi-processing is applied. This means that the run
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time compared to the GLA heuristic is just multiplied by the
evaluation depth. The GLA heuristic is typically solved in an
average of less than one second for instances encompassing
120 beds.

(2) Application to rolling planning horizon In addition to
comparing the solution quality for single problem instances,
we have undertaken analyses to compare the performances
of both approaches over time. For this purpose, the data sets

that have been cleared of uncertainties are also used. Fur-
thermore, to investigate the scaling effect in relation to the
department cluster size we divided the nine existing data sets
with regard to the department cluster size stepwise by 24 beds
from 24 to 120. To do this, the patients and beds are added
depending on the division of the wards and their specific
specialty. To test the hyper-heuristic approach developed,
we use the top-performing settings from the single problem

Table 8 Solution quality of

Pilot method compared to GLA Data 24 beds

heuristic for rolling horizon Set Min Avg.
1 0.88% 2.23%
2 0.66% 1.16%
3 -0.94% 0.11%
4 1.73% 2.11%
5 0.18% 1.42%
6 2.21% 3.30%
7 2.45% 2.61%
8 1.32% 2.78%
9 -0.59% 0.61%
Avg. 0.88% 1.81%
Data 72 beds
Set Min Avg.
1 1.08% 2.20%
2 1.81% 3.16%
3 2.07% 2.48%
4 1.18% 1.66%
5 2.54% 2.61%
6 1.16% 1.81%
7 1.77% 2.78%
8 2.25% 2.65%
9 1.25% 1.36%
Avg. 1.68% 2.30%
Data 120 beds
Set Min Avg.
1 1.79% 2.40%
2 1.28% 1.80%
3 1.52% 2.35%
4 -0.19% 0.79%
5 1.02% 1.35%
6 2.83% 3.38%
7 1.78% 2.22%
8 -0.07% 0.37%
9 1.11% 1.56%
Avg. 1.23% 1.80%

Data 48 beds
Max Set Min Avg. Max
4.68% 1 2.17% 3.48% 5.04%
2.03% 2 -0.03% 2.22% 3.59%
0.99% 3 0.95% 1.30% 1.77%
2.47% 4 2.43% 4.13% 4.83%
3.49% 5 1.84% 3.00% 3.70%
4.07% 6 2.31% 2.64% 3.14%
2.88% 7 2.53% 3.51% 5.30%
3.92% 8 1.64% 3.97% 5.10%
1.98% 9 1.65% 2.79% 3.92%
2.95% Avg. 1.72% 3.00% 4.04%

Data 96 beds
Max Set Min Avg. Max
3.26% 1 1.36% 2.30% 2.95%
4.36% 2 1.39% 221% 2.67%
2.84% 3 -0.01% 0.34% 0.68%
2.14% 4 1.15% 1.64% 2.06%
2.72% 5 2.04% 2.47% 2.74%
2.23% 6 1.22% 2.58% 3.65%
3.36% 7 2.29% 2.57% 2.95%
3.07% 8 0.48% 1.24% 2.04%
1.43% 9 0.26% 0.85% 1.13%
2.82% Avg. 1.13% 1.80% 2.32%

Data Total'
Max Set Min Avg. Max
2.90% 1 1.46% 2.52% 3.77%
2.28% 2 1.02% 2.11% 2.99%
3.02% 3 0.72% 1.32% 1.86%
1.45% 4 1.26% 2.07% 2.59%
1.76% 5 1.52% 2.17% 2.88%
4.03% 6 1.95% 2.74% 3.42%
2.80% 7 2.16% 2.74% 3.46%
0.79% 8 1.12% 2.20% 2.99%
2.06% 9 0.74% 1.43% 2.10%
2.34% Avg. 1.33% 2.14% 2.90%

Calculation: Hyper-heuristic utility / GLA utility - 1

ITotal average across all bed sizes
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instance analyses (see Table 7), i.e., an evaluation depth of
20 combined with a selection of 20 promising pilots for each
subsequent PBA.

The results of this analysis are presented in Table 8. Again,
we have accounted for the statistical effects of the stochastic
search procedure by running the algorithm 20 times for each
combination of data set and beds considered. Here, the results
show an increase in total utility. The hyper-heuristic approach
outperforms the GLA heuristic by 2.14% on average while
achieving an increase of up to 5.30% for certain data sets. The
utility increase of the hyper-heuristic vs. the GLA heuris-
tic for the time series analyses in Table 8 is not as clearly
predictable as for the single problem instance solution in
Table 7. This is due to the settings of the hyper-heuristic (i.e.,
planning horizon, time-dependent relevance parameter Q).
Furthermore, only patients within the planning horizon, that
may overlap with the hospital stays of future elective patients
(arrival exceeding the planning horizon) are considered. In
other words, even if the hyper-heuristic performs consider-
ably better than the GLA heuristic for each single problem
instance within the time series investigated, time-dependent
parameter settings may eradicate the positive effect of the
hyper-heuristic compared to the GLA heuristic for certain
combinations of data sets and beds. This also explains some
negative entries in the minimum values of Table 8. The hyper-
heuristic outperformed the GLA heuristic in over 99% of the
test instances.

(3) Comparison of hyper-heuristic versus optimal method and
comparative heuristic This section further analyzes the run
time and solution efficiency of the hyper-heuristic proposed
versus the optimal solution and a comparative metaheuristic.
For the comparison with the optimal solution, we imple-
mented the model in Gurobi. As an additional comparison
heuristic we implemented a Genetic Algorithm (GA). The

GA has also been applied successfully in the most recent
PBA literature and hence constitutes a benchmark approach
form the literature. Dorgham et al. [17] and Alfred and Yu
[2] show the efficiency of the GA in the PBA context. The
parameters for the GA are set for the population size = 50,
number of generations = 100, crossover probability = 0.8,
and mutation probability = 0.2. Furthermore, we adopt the
principle of elitism. The patient occupations resulting from
the GLA method are inserted into the population as individ-
uals in the first generation of the GA. Therefore, the results
of the GA are always at least as good as those of the GLA.
To be suitable for the PBA problem, repair mechanisms are
built into all GA operators.

The comparison considers 10 individual instances drawn
randomly from the nine data sets for each of the 5 sce-
narios ranging from 24 to 120 beds. It is ensured that the
initial situation is the same for comparison methods. For this
purpose, prior decisions are made using the GLA heuristic
before applying one of the corresponding comparison meth-
ods. Since the hyper-heuristics and the GA are based on
stochastic elements, every single instance is solved 20 times
for these methods. All methods are limited to a maximum
run time of 300 seconds. The best feasible solution found to
this point is used for the comparison.

Table 9 outlines the results. Gurobi was unable to prove
the optimality of its results in any of the sample instances.
The mixed-integer programming (MIP) gap was on average
4%, 16%, and 29% for the instances with 24, 48, and 72
beds, respectively. Nevertheless, Gurobi found higher objec-
tive values for these small problems. For the instances with
more beds, Gurobi could not find a feasible solution within
the time limit. The hyper-heuristic outperforms the GA in
both run time and solution quality. The run time is more than
five times lower for instances where the run time limit is not
reached by the GA.

Table 9 Solution quality of the Hyper-Heuristic compared to benchmarks using single problem instances

Number of beds

solution quality1 [%] | run time? [sec]
Approach 24 48 72 96 120 Total 3
GLA 100.00 0.03 100.00 0.12 100.00 0.24 100.00 0.37 100.00  0.60 100.00 0.27
GA 103.86 114.64 103.57 300.00 101.88 300.00 101.26 300.00 101.67 300.00 102.45 262.93
Hyper-Heuristic ~ 104.15  24.13 103.66 106.74 103.57 186.66 10298 22379 103.16 279.02 103.50 164.07
Gurobi 105.99  300.00 11047 300.00 105.19 300.00 NES* 300.00 NES*  300.00 (107.22)°  300.00

! Calculated as total average of utility obtained with solution approach / utility obtained with GLA

2 Run time limited to 300 seconds; 300 indicates time limit violation
3 Total average across all number of beds

4 NFS := no feasible solution found

> Average across 24, 48 and 72 beds
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Table 10 Solution quality of the

Hyper-Heuristic ML compared Model Data Set
to benchmarks using a rolling 1 2 3 4 5
horizon
GLA Avg 105.81% 102.63% 102.26% 111.13% 97.97%
GLA ML 106.90% 102.76% 103.60% 111.17% 100.83%
Hyper-Heuristic ML 107.28% 103.53% 104.51% 111.78% 101.06%
Data Set
6 7 8 9 Total!
GLA Avg. 97.26% 98.17% 90.84% 93.92% 100.00%
GLA ML 100.28% 99.41% 92.62% 95.53% 101.45%
Hyper-Heuristic ML 100.39% 99.77% 93.86% 96.11% 102.30%

Calculation: Data Set utility / GLA utility Total Avg

ITotal average across all data sets

4.4 Hyper-heuristic combined with enhanced
emergency inpatient arrival forecasting

In this subsection, the impact of both the enhanced emer-
gency inpatient arrival forecasting approach as well as the
improved hyper-heuristic with regard to real data are ana-
lyzed. The nine data sets (5 wards with 24 beds each),
including uncertainties, are used to do this. Each data set
consists of around 1,500 unique events that take place over
21 days. The LOS of the estimated emergency admissions is
set to the median emergency LOS of the specialty. We denote
the hyper-heuristic approach including the enhanced emer-
gency patient admission data, which was achieved with ML,
as Hyper-Heuristic ML. Itis executed 20 times for all data sets
and the average of all runs is reported. We will not include
the GA in this section because the hyper-heuristic outper-
forms it in both solution quality and runtime. Also Gurobi
is not a viable option because it is unable to find a feasible
solution within a reasonable amount of time, especially for
large problem sizes and computation time limits for an oper-
ational planning problem. Instead, we will use the GLA as a
comparison, as it is the most efficient algorithm in terms of
runtime. We apply two benchmarks:

e GLA Avg: The firstis the GLA heuristic of [40] where the
admissions of emergency patients have been estimated
according to Approach 1 (see Section 4.2). This is exactly
the approach in [40]. We normalize all values of the alter-
native approaches to this.

e GLA ML: The second is also based on the GLA heuristic,
but the admissions of emergency patients have also been
estimated with ML.

Looking at the results of the analysis of the three methods
in Table 10, the normalized values of the objective function
give a first indication of the performance of our approach. It

@ Springer

can be noted that the Hyper-Heuristic ML outperforms the
GLA as well as the GLA ML approach in each data set. On
average across all data sets the Hyper-Heuristic ML shows
1.4% better results than the GLA and beats the GLA ML by
0.4%. Even the minimum outcome of the Hyper-Heuristic
ML for all data sets performs better than the GLA method.
This makes the Hyper-Heuristic ML the most promising and
reliable approach to solving the PBA problem.

5 Conclusion and further areas of research

Conclusion ML is revolutionizing healthcare management
due to the exponential increase of data and computing power
[3]. Predictive analytics will be entering the space of opera-
tional management in hospitals. In this chapter we highlight
the impact on PBA. This paper develops and investigates
improvements for the operational PBA. The model used has
been developed in a joint project with alarge German hospital
covering all major disciplines and incorporates the objec-
tives and constraints of the three main stakeholders, namely
patients, doctors, and nursing staff. It integrates the plan-
ning of current emergency and elective patient admission,
future elective patient admission, as well as anticipated future
emergency patient admission. Three important aspects were
tackled and improved in this paper.

e To tackle the uncertainty of emergency patient admis-
sions, we applied ML techniques to estimate these more
precisely. To this end, we used historic emergency inpa-
tient data as well as metadata relating to time, date,
weather forecasts, and local and regional events. We are
the first to investigate and make use of the correlation of
several external factors, such as weather data, to better
anticipate emergency inpatient admissions.
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e To enhance the performance of the solution approach, we
tailor a hyper-heuristic to our problem setting.

e To assess the impact of advanced forecasts, we com-
bine ML for forecasting emergency patient admissions
with advanced optimization through the use of a hyper-
heuristic approach, and its deployment in real-world
applications.

Our numerical results have shown that ML approaches
can outperform historical average approaches by up to 17%
when it comes to predicting emergency inpatient arrivals
(see Table 6). The underlying drivers for emergency inpa-
tient arrivals differ strongly between departments due to the
associated patient clientele, e.g., Trauma Surgery shows a
higher dependency on weather data than Gastroenterology,
which in turn is more strongly correlated with times and
dates. Compared to the GLA heuristic, the hyper-heuristic
developed can improve performance by up to 3.6% for sin-
gle problem instances and up to 5.3% in a time series analysis.
With respect to real data, the hyper-heuristic approach com-
bined with a sophisticated prediction of future emergency
patient admissions by ML outperforms the GLA heuristic
in a time series analysis by up to 3.3%.The improvement
obtained from the better forecasting can also be used as input
in other bed-assignment problems.

Future areas of research Various opportunities exist for fur-
ther research. For the problem shown, the existing solution
methods can be further developed and different approaches
can be pursued. The focus may be on enhanced anticipation of
the input parameters, improvement of the heuristic methods,
or development of an optimal solution method. The estimate
of input parameters focuses on both emergency and elective
patients. Information on the progress the patient’s recovery
is making (e.g., LOS as well as type and probability of com-
plications) can be anticipated for both patient groups. The
approximation of time-related arrivals and patient character-
istics (e.g., gender, age, and disease) is especially in focus for
emergency patients, while no-show rates are interesting for
elective patients. Another topic of research interest is to inte-
grate upstream and/or downstream processes in the decision
model (see e.g., [29], such as patient admission scheduling
(see e.g., [30]), operating room scheduling (see e.g., [4, 21,
38]), bed transport services (see e.g., [7, 42]) or staff ros-
tering (see e.g., [19, 45]). This integration makes it possible
to obtain information about conflicts of interests of individ-
ual problems. In order to maximize profit, operating rooms
should usually be booked to full capacity, although the hospi-
tal may not have suitable beds available for patients who have
had surgery. Furthermore, the underlying mechanics of the
PBA decision model are not limited to hospital settings alone.
Further investigation could be made into identifying problem
settings that have a similar scope. To give an example, the

student-room assignment problem in hostels [2] could poten-
tially yield further areas of application.
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