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Abstract
While genetic programming has had a huge impact on the research community, it 
is fair to say that its impact on industry and practitioners has been much smaller. In 
this commentary we elaborate on this claim and suggest some broad research goals 
aimed at greatly increasing such impact.

The essay by Langdon provides an insightful summary of thirty years of research 
since the publication of the first book on genetic programming (GP) [1] and suggests 
some avenues for the next thirty years. We would like to offer a complementary per-
spective on these issues. There is no doubt that GP has had an enormous impact on 
the research community, even outside the research circles focused on evolutionary 
computation [2]. However, it is fair to say that the impact of GP on practitioners and 
industry has been much smaller. From this point of view, other frameworks aimed 
at addressing broadly similar issues to those relevant to GP have instead had a huge 
impact over a comparable period of time.

For example, Kaggle1 is a mainstream online platform that hosts data sci-
ence competitions where machine learning practitioners can share cloud-based 
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notebooks, enabling reproducible and collaborative analysis. As of June 6-th 2023, 
Kaggle hosts 169 notebooks and 1 competition tagged “genetic programming”; 
almost 27 000 note- books and 154 competitions tagged “neural network”; almost 
30 000 notebooks and 1700 competitions tagged “deep learning” (more than 1700 
notebooks and 22 competitions in the last 90 days). Kaggle users can also participate 
in discussions centered on a specific topic: those with the previously mentioned tags 
are, respectively, 95, more than 4000, almost 8000. As another example, Stack Over-
flow2 is the leading online forum where developers engage in question and answer 
discussions. Of a similar order of magnitude is the difference in the number of dis-
cussions on the above topics: almost 350, almost 20 000, almost 28 000 for tags 
“genetic-programming”,“neural-network” and “deep-learning”, respectively. The 
related data on software tools are also quite relevant: more than 21 000 and 81 000 
questions tagged “pytorch” and “tensorflow” (software packages specialized in deep 
learning and machine learning3); 10 and 172 questions tagged “gplearn” and “deap”, 
respectively (software packages for GP and distributed evolutionary computation). 
Major cloud platforms offer services for running machine learning workloads in the 
form addressed by “pytorch” and “tensorflow”,4 but we are not aware of any similar 
offering focused on GP.

Clearly, the value of a research area cannot be judged solely on the basis of its 
impact on practitioners and industry. Furthermore, it could be argued that thirty 
years may be too short a time frame to fully realize the potential of a new research 
area. In fact, the current rise in popularity of neural approaches builds on decades of 
previous research. However, we believe that the community should try to understand 
the reasons why GP has had such a limited impact on practitioners. Why there is no 
pytorch or tensorflow equivalent for GP, i.e., no library that can be applied to many 
different application domains with the expectation of achieving reasonable perfor-
mance even without painful optimizations? Why there is no cloud-based service 
platform offering a GP framework?

More generally, several frameworks have emerged in recent years as a kind of 
go-to solution in specific application domains, e.g., convolutional neural networks 
(CNN) for image processing, transformers for natural language processing (NLP), 
XGBoost or decision trees for classifying tabular data. Why is there no application 
domain where GP plays such a role?

GP could perhaps become the go-to solution for symbolic regression problems: it 
delivers very good performance even with respect to other state-of-the-art methods 
[3]; and, it can be used easily without any application-specific modelling and imple-
mentation effort. On the other hand, symbolic regression is hardly a hot topic for 
practitioners—the Stack Overflow forum does not even have a tag for this term, nor 

2 https:// stack overfl ow. com/.
3 Their modules for exploiting GPU hardware can also be used by GP frameworks, but such uses are 
definitely not very common.
4 For example, Microsoft Azure and Google Cloud.
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for widely used software packages in this area.5 Furthermore, the potential benefits 
of GP in this area may not be sufficient to motivate the use of a framework that is 
different from other frameworks that are already mainstream.

We believe this sentence in  the essay by Langdon is crucial: “The aim of the 
book was: 1) a single technique could solve many diverse problems”. Indeed, a sin-
gle term (GP) is used as an umbrella to denote a broad and diverse set of different 
frameworks. On the other hand, almost all practical applications of GP involve a sig-
nificant modeling and implementation effort to find a solution representation suit-
able for the specific flavor of GP being used and for the specific application being 
considered. Other successful frameworks in the broad field of machine learning can 
be applied to a wide variety of different application domains much more easily than 
GP: all that is needed is to organize the training data in a tabular form and then 
define some constraints on the candidate solutions used by the framework—e.g., the 
size and number of layers in a neural network.

We, as a community, have maybe failed to make it more explicit that the many GP 
frameworks are indeed radically diverse from each other, much as CNN and trans-
formers are radically different from each other despite both being neural networks. 
Perhaps most importantly, we have failed to provide a practically relevant mapping 
between these frameworks and application domains, because we do not have any 
tenet similar to “use CNN for image processing (or use transformers for natural lan-
guage processing): you will most likely obtain very good results even if you cannot 
afford any fine-tuning or changes in the framework internals”. As a result, practi-
tioners have no incentive to use GP as a black box, unlike what has happened with 
neural networks in machine learning. And, in a perverse feedback loop, there is no 
incentive to develop any GP equivalent of general-purpose libraries as pytorch.

Similarly, we have failed to promote GP-based frameworks that allow reuse of 
solutions. Whenever GP is applied to a particular problem, the only approach is to 
start modeling and searching from scratch. We have neither frameworks, nor soft-
ware tools, nor public repositories that allow the construction of initial populations 
based on the results of previous searches on similar problems. Furthermore, solu-
tions obtained with GP are rarely, if ever, applied unchanged in settings other than 
the one in which such solutions were found. Again, these facts represent a signifi-
cant difference from practices that have become common in other fields, where one 
can download a neural network trained for image classification or text generation—
many such models are publicly available, e.g., in Hugging Face.6 This clearly adds 
additional friction for practitioners interested in using GP in the industry.

While we fully agree with Langdon that “GP is doing well in its mission to help 
the world”, we also believe that as a community we could be even more ambitious in 
terms of impact on practitioners. Perhaps our next set of “impossible” goals should 
include some sort of speciation of GP resulting in frameworks tailored to specific 
application domains of practical interest; whose use requires very little modeling 
effort; that can be used as a black box while still providing robust and satisfactory 
results.

5 For example, https:// github. com/ heal- resea rch/ operon and https:// github. com/ Miles Cranm er/ PySR.
6 https:// huggi ngface. co/ models.
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