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Abstract
It is estimated that one in three women experience intimate partner violence (IPV) across the course of their life. The popular 
uptake of “smart speakers” powered by sophisticated AI means that surveillance of the domestic environment is increasingly 
possible. Correspondingly, there are various proposals to use smart speakers to detect or report IPV. In this paper, we clarify 
what might be possible when it comes to combatting IPV using existing or near-term technology and also begin the project of 
evaluating this project both ethically and politically. We argue that the ethical landscape looks different depending on whether 
one is considering the decision to develop the technology or the decision to use it once it has been developed. If activists and 
governments wish to avoid the privatisation of responses to IPV, ubiquitous surveillance of domestic spaces, increasing the 
risk posed to members of minority communities by police responses to IPV, and the danger that more powerful smart speak-
ers will be co-opted by men to control and abuse women, then they should resist the development of this technology rather 
than wait until these systems are developed. If it is judged that the moral urgency of IPV justifies exploring what might be 
possible by developing this technology, even in the face of these risks, then it will be imperative that victim-survivors from 
a range of demographics, as well as government and non-government stakeholders, are engaged in shaping this technology 
and the legislation and policies needed to regulate it.
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Introduction

It is estimated that one in three women experience intimate 
partner violence (IPV) across the course of their life (World 
Health Organization, 2021).1 IPV violates the rights of 
victim-survivors and their children as well as threatening 
their safety. Around the world, approximately 137 women 
are killed by a current or former intimate partner or family 
member every day (UNODC, 2018). “Security” is a peren-
nial justification for increasingly comprehensive forms of 
surveillance. It is little surprise, then, that calls have arisen 

to deploy “artificial intelligence” (AI) as a means of address-
ing IPV (Bland, 2020).2 Enthusiasm for the use of AI to 
combat IPV is continuous with broader developments in the 
realm of “data-driven” policing, which relies on large scale 
data collection, combined with the use of inferential AI sys-
tems, to discern patterns that indicate criminal activity, past, 
present, or future (Andrejevic, 2017; Brayne, 2020).

An obvious challenge when it comes to the use of AI to 
protect women from IPV is the fact that such violence often 
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1 IPV is gendered violence, with women overrepresented as victim-
survivors and men as perpetrators (World Health Organization, 2021), 
and, for this reason, throughout we use language that reflects and 
highlights this reality. It is important, however, to acknowledge that 
harms experienced by other cohorts and groups—including gender 
and sexually diverse peoples—are under-reported and under-recorded 
by government and non-government agencies and researchers (Dono-
van & Hester, 2015).
2 See also Gorfinkiel, Gandasegui, & Gómez García (2021), discuss-
ing a wearable device that relies on machine-learning to detect IPV. 
There are already a number of mobile phone applications that purport 
to offer resources to women in the context of threats to their personal 
security or emotional well-being. A systematic review of proposed 
applications of ICT to combat IPV, including some which rely on AI, 
is provided in Al-Alosi (2020).
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occurs in the home, where, for instance, public surveillance 
cameras are not able to detect it. However, the advent of 
the “internet of things” and, in particular, the commercial 
success and popular uptake of “smart speakers” powered 
by sophisticated AI means that intelligent surveillance of 
the domestic environment is increasingly possible. The idea 
that smart speakers might be used to combat IPV also tends 
to arise naturally in the context of an important set of criti-
cisms of these devices, which highlight their capacity to be 
used to as tools of coercive control and/or emotional abuse 
(Bowles, 2018).3 The suggestion that smart speakers could 
work to protect women against IPV has obvious appeal as 
a rhetorical strategy to resist criticisms of this technology. 
Correspondingly, there are now various proposals to use AI 
and smart speakers to detect or report, or otherwise attempt 
to protect women from, IPV—an approach that might be 
called “embracing ‘Big Sister’”.4

In this paper, we clarify what might be possible using 
existing or near-term technology when it comes to detecting 
and/or reporting IPV using smart speakers and also begin 
the project of evaluating this embrace of “Big Sister”, both 
ethically and politically. In the first section, ““Big Sister” 
as a solution to IPV?”, we outline the prima facie case that 
smart speakers might be deployed to combat IPV. The sec-
ond section, “What to detect?”, distinguishes between vari-
ous phenomena that smart speakers might be designed to 
detect in the service of this goal. The third section, “Pos-
sible responses on detecting the target state of affairs”, 
discusses the various actions that smart speakers might be 
programmed to perform if they detect any of these states of 
affairs. In the fourth section, “Two challenges”, we discuss 
one ethical and political challenge and one technical chal-
lenge to the use of smart speakers to detect and report IPV. 
The fifth section, “Social and ethical implications”, sets out, 
and critically evaluates, the social and ethical implications 
of the proposed technology and argues that they establish 
a strong prima facie case against developing it. Before we 
embrace Big Sister as a solution to IPV we should think 
carefully about the consequences of doing so. In the sixth 

section,  “Ethical decision points”, we point out that the 
ethical landscape looks very different depending on whether 
one is considering the decision to develop the technology 
or the decision to use it once it has been developed. We 
conclude that if, as we suggest they should, activists and 
governments wish to avoid the privatisation of responses 
to IPV, and/or opening the door to even more ubiquitous 
surveillance of domestic spaces, with unpredictable conse-
quences in the longer term, and/or increasing the risk posed 
to members of minority communities by police responses to 
IPV, and/or the danger that more powerful smart speakers 
will be co-opted by men to control and abuse women, then 
they should campaign to discourage the development of this 
technology rather than wait until these systems are devel-
oped before resisting them. If it is, nevertheless, judged that 
the moral urgency of the problem of IPV justifies exploring 
what might be possible by developing this technology, even 
in the face of these risks, then it will be imperative that 
victim-survivors from a range of community cohorts and 
demographics, as well as government and non-government 
stakeholders, are engaged in the realization of this technol-
ogy and in the formulation of the legislation and policies that 
will be needed to regulate it.

“Big Sister” as a solution to IPV?

“Smart speakers”, such as Amazon’s Echo (with “Alexa”), 
Apple’s Homepod (with “Siri”), and Google’s Nest (with 
Google Assistant), are always-on audio devices that allow 
users to play music, request information from the internet 
and, in some cases, control other networked household 
devices (such as climate control, lighting, and energy use) 
by means of voice prompts interpreted by AI. According 
to Edison Research, as of 2021, a quarter of Australians, 
and one-third of American households, had at least one 
smart speaker (Edison Research, 2021). About one-quarter 
of households with smart speakers as of 2021 had three or 
more installed in the home (Edison Research, 2021). Market 
research indicates that the primary location of the speakers 
is in common living areas such as living rooms and kitchens, 
but the next most common location is the main bedroom 
(Edison Research, 2021).

The number of speakers in the community and their 
capacity to detect audio signals from multiple spaces in a 
household means that they offer an unprecedented oppor-
tunity to determine what is going on in domestic spaces in 
real time. Engineers at Google are already envisioning a 
future in which “always on” smart speakers equipped with a 
growing array of sensors (including infrared heat detectors, 
vapor detectors, microphones, and smart cameras) are able 
to provide an increasingly comprehensive data portrait of 
the household, which in turn can be used to make inferences 

4 There is a complex politics surrounding questions of how AI is 
gendered, when, and why (see Strengers & Kennedy, 2020). Our 
framing of the use of smart speakers to detect IPV as “Big Sister” 
rather than “Big Brother” should not be read as an endorsement either 
of the project or of the idea that surveillance of domestic spaces for 
the sake of the security of women is necessarily either feminist or 
feminine. We offer this framing as a provocation that highlights the 
role played by arguments about the prevalence and moral urgency of 
IPV, which were pioneered by feminists, in the publications advocat-
ing for the development and use of smart speakers to combat IPV.

3 Most of the literature on smart speakers and IPV to date has 
addressed this issue rather than the potential of these systems to help 
women. See our discussion in section IV for references to this litera-
ture.
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and predictions about the activities of inhabitants. A pat-
ent submitted by Google for a smart home control system 
anticipates that:

Certain contextual queues [sic] of individual occupants 
may be used to infer the emotional state of house-
hold occupants. For example, crying may signify a 
sad emotional state, whereas laughing may signify a 
happy emotional state … audio queues [sic], such as 
audio signatures of crying, laughing, elevated voices, 
etc. may be used to infer emotions. Further, infrared 
information, such as body temperature, etc. may be 
used in an emotional state inference. Further, some 
general cultural norms, which can often be keyed to 
household location, may be used in universally infer-
ring an emotional state of household occupants (Fadell 
et al., 2018: p. 30).

This patent goes on to outline an array of possible uses of 
“smart home automation systems” to implement and over-
see household policies, ranging from restricting internet and 
video game access, to making sure occupants turn the water 
off when they are brushing their teeth, to monitoring “unde-
sirable” activities such as the use of “foul language” (Fadell 
et al., 2018: p. 30).

One of the uses envisioned in this—admittedly specu-
lative—document is the deployment of smart speakers for 
detecting the threat of possible “mischief” via both audio 
and location data in the household as well as various other 
contextual and cultural cues. As the patent puts it,

…particular activities or other context may be used to 
infer that mischief is occurring, or to exclude an infer-
ence that mischief is occurring.

The examples in the patent refer to unattended children 
getting into trouble, but the stated goal of being able to 
detect both harm in the household and the real-time emo-
tional state of its inhabitants suggest IPV is something smart 
speakers might be set to detect. In fact, a team of researchers 
at the University of Missouri (Shah et al., 2018: p. 5181) 
has already begun developing an AI system for detecting 
and reporting IPV. In a paper describing this project they 
report that:

In this paper, we have proposed a solution, called vio-
lence detection to tackle violence issues and make a 
successful smart home violence detection system. Our 
main contribution is divided into two main parts. In 
the first part of the paper, we have created a model 
for audio mainly violence detection using IoT sensors. 
Based on this audio violence data, it has been observed 
that data analytics to predict types of domestic vio-
lence is required in home, where people are unaware 
of the surrounding happenings. We have put emphasis 

on violence data such as screaming, siren, explosion, 
gunshot and glass breaking that may happen when all 
neighbors are uninformed of the situation. The sec-
ond part of our contribution is to design an automated 
detection system for domestic violence in such a way 
that if the users are away or even sleeping the system 
will have the capability to inform the police depart-
ment for possible actions such as in a situation of 
screaming. We have used machine learning approach 
[sic] to design a system to recognize the sound occur-
ring and inform the police department when any 
suspicious sound happening around is detected. The 
focus of machine learning tasks is towards detection 
of domestic violence sounds such as gunshot, scream-
ing, glass breaking, explosion and siren [sic].

Muraleedharan and Garcia-Constantino (2022: p. 358) 
suggest that:

the use of audio sensors … would detect cases of 
domestic violence in a more reliable way than using 
other types of sensors such as accelerometers, thermal 
or radar. Different types of human activity related to 
domestic violence such as shouting, crying, screaming 
and chatting, can be effectively detected using audio 
sensors compared to other types of sensors

and have developed a prototype system for “Domestic 
Violence Detection Using Smart Microphones”.

Given the (purportedly) feminist motivations of this resort 
to ubiquitous surveillance to combat IPV, it does not seem 
inappropriate to refer to it as a turn to “Big Sister” rather 
than “Big Brother”. In so doing, we do not seek to equate the 
attempt to address IPV with authoritarian control; rather, we 
note that, as surveillance scholar David Lyon has highlighted 
in his writing on surveillance, the irony in the original “Big 
Brother” epithet results from the fact that surveillance can 
operate in the register of care: the use of smart speakers to 
detect and/or report IPV would be an example of what Lyon 
calls “watching-to-care-for” (Bauman & Lyon, 2012: p. 87).5

Our goal in what follows is to survey and critically assess 
the ethical and political questions that arise regarding any 
embrace of Big Sister.6 Before we can discuss the ethical 
and political issues, though, we must first clarify what smart 

5 Lyon’s capacious definition of surveillance includes, alongside ele-
ments of control and influence, the capacity, ‘to protect, understand, 
[and] care for’ (Bauman & Lyon, 2012: p. 3)
6 The possibility that smart speakers might be deployed to detect IPV 
is also canvassed in Zenor (2020) who offers a legal analysis of the 
potential use of smart assistants to report a range of issues, including 
alcoholism and depression as well as domestic violence. Our paper 
focuses specifically on the ethical issues associated with the use of 
smart speakers to detect, and perhaps to report, IPV and treats a num-
ber of issues that are not discussed in Zenor (2020).



 R. Sparrow et al.

1 3

57 Page 4 of 13

speakers might be able to detect (the section entitled “What 
to detect?”) and also what they might do when they have 
detected some target set of affairs (in the section headed 
“Possible responses on detecting the target state of affairs”).

What to detect?

The capacity of smart speakers to detect particular states of 
affairs is, obviously, a function of precisely what it is that 
they are trying to detect. In this section, we survey various 
possible targets for detection and offer some initial discus-
sion of the likelihood that smart speakers might be able to 
detect them.7 Our discussion is ordered, for the most part, 
from the least to the most speculative possibilities. It is 
important to emphasise that we are not here endorsing, or 
even attempting an all-things-considered evaluation of, the 
project of setting out to detect any of these states of affairs: 
we leave discussion of the merits of the project for a subse-
quent section.

The first possibility, which existing smart speakers 
already have the capacity to realise, is to recognise an 
explicit call for help from a victim of an assault in progress. 
If someone says “Siri, call emergency services” an Apple 
Homepod or HomePod Mini will attempt to do so (Apple, 
2023; Writtenhouse, 2021). In some countries, and with 
some—but not all—telecommunications providers, Google’s 
Nest Audio device is also capable of calling the local num-
ber for the emergency services on command (Google Nest 
Help, 2023; Telstra, 2023).8 Amazon’s “Alexa” is not able to 
call the emergency services but can call a particular number, 
designated by the user as an emergency contact, if one says, 
for instance, “call for help” (Amazon, 2023). Most of these 
devices will also allow users to set up bespoke commands to 
call emergency services, or designated emergency contacts, 

so that they can call for help without necessarily alerting an 
assailant that they have done so.

A second possibility is that smart speakers might be 
trained to detect physical assaults in the absence of an 
explicit instruction to call for help (Shah et al., 2018). Gun-
shots (Gerosa et al., 2007), screams (Huang et al., 2010; 
Lei & Mak, 2016), shouting (Atrey et al., 2006; Pohjalainen 
et al., 2011), crying, crashing and thumping noises, or par-
ticular combinations thereof, might be taken to indicate 
that a violent incident is in progress.9 Generating a dataset 
to train a machine learning system on so that it can detect 
assaults in progress would pose significant challenges, 
including ethical challenges associated with consent to the 
use of data to this purpose. Nevertheless, it might be possi-
ble to do so by combining audio from existing smart speaker 
systems and/or recordings of calls to emergency services, 
with police incident reports. It is unlikely that any such sys-
tem could detect every assault, not least because not every 
assault is reported to the police, which means that the train-
ing dataset would contain significant biases. Despite these 
challenges, we suspect that detecting a significant percent-
age of assaults-in-progress will be well within the capabil-
ity of smart speaker systems in the not-too-distant future. 
Additionally, since users often connect their smartphones to 
their speakers, it is possible that the “accident” or “crash” 
detection sensors on a phone or smart watch could be used 
to signal an alert in the case of physical assault.

A third thing that smart speaker systems might be trained 
to detect is explicit verbal threats of violence. Again, we 
suspect that it is already within the capacity of existing smart 
speakers to recognise sentences or sentence fragments that 
constitute explicit threats, albeit at the cost of a significant 
numbers of false negatives and false positives (we discuss 
the significance of this qualification below). Importantly, 
there are at least two different reasons that might be given to 
develop and/or deploy this capacity. Such threats are them-
selves crimes that cause significant harms to their victim-
survivors. However, they are also highly correlated with 
physical violence both in the immediate and in the longer 
term (Monkton-Smith et al., 2014). That is to say, detecting 
these verbal threats might allow a smart speaker to deter-
mine when someone was at an elevated risk of assault in 
the future.

A fourth thing that smart speaker systems might be 
trained to detect is emotional abuse in the absence of physi-
cal violence or explicit verbal threats of violence. Charac-
terising and identifying such patterns is likely to be tricky, 
but not, we think, impossible: one way to do this would be 
to search for correlations with the other sorts of incidents 

7 In order to detect any of these potential targets reliably, smart 
speakers would also have to be capable of distinguishing between 
sounds produced by people in the house and those broadcast by 
radios, televisions, or other media devices. However, given that the 
problem of distinguishing recorded from live sound arises for the 
operations of these devices more generally, significant resources have 
been dedicated to solving it. Many soundtracks now carry embedded 
watermarks that enable remote identification of a show or song—a 
feature that could assist in distinguishing between live and recorded 
audio.
8 The reasons for the difference in the capacity of smart speakers 
to contact the emergency services in different nations relate to tech-
nicalities of the telecommunications infrastructure, data handling 
protocols, and organisation of the emergency services in different 
nations, which are beyond the scope of this paper. An example of a 
smart speaker system calling 911, albeit in response to an inadvertent 
instruction from a perpetrator rather than from a victim of an assault, 
is reported in Dean (2017).

9 A survey of efforts in these directions is provided by Crocco et al. 
(2016). See also Mnasri et al. (2022).
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mentioned above. Again, this project might be motivated by 
the desire to prevent the harm of this abuse itself or to avert 
future harm associated with other crimes that often stem 
from, or accompany, emotional abuse.

A fifth target might be gendered patterns of social rela-
tions that do not constitute emotional abuse but occur in 
the context of IPV and/or are predictive of the other harms 
mentioned above. For instance, perhaps it would be possible 
for smart speakers to detect patterns of household behaviour 
that constitute “coercive control” or are highly gendered to 
the point of gender injustice: there is compelling evidence 
that the former can be associated with fatal violence (John-
son et al., 2019); the latter are bad for women—arguably by 
definition—and are strongly predictive of gendered violence 
(World Health Organization, 2021).

A sixth target might be other patterns of behaviour that 
are known to be associated with risks to women via IPV, 
such as alcohol and drug abuse, and financial stress (Capaldi 
et al., 2012). Again, we expect that it will be possible to 
identify at least some of these from household audio data, 
especially if the smart speaker is also able to supplement this 
data with online data about household members.

Finally—and this is the most speculative possibility of 
all—the algorithms used in smart speaker systems might be 
trained to identify other signals in audio data that are cor-
related with violence or other harms to women in the future 
despite not being currently recognised as such. The promise 
of big data and unsupervised deep learning is that it can 
identify patterns that human beings cannot (Mayer-Schön-
berger & Cukier, 2013; Zarsky, 2012). Given access to a suf-
ficiently large dataset, which included recorded audio from 
households, as well as records of visits by the police and 
social services and of relationship breakdowns, it is possi-
ble that a machine learning algorithm could identify signals 
in the audio data that are predictive of gendered violence, 
either physical or emotional, despite falling into none of the 
categories above. These would be of especial interest given 
that they might make it possible to alert women, or relevant 
authorities or social services, to risks of which they might 
otherwise be unaware. It can be difficult to predict individual 
behaviour based on data analysis but high incidence events 
tend to be easier to predict than exceptional ones. Unfortu-
nately, IPV is widespread and endemic, which means that 
the potential exists to collect large amounts of data, which 
would, in turn support more robust predictions.

It must be acknowledged that there are significant tech-
nical and ethical challenges associated with developing the 
capacity to detect most of the states of affairs discussed 
here. In particular, training algorithms to detect them would 
require that sufficient numbers of people were willing to 
make audio recorded by smart speaker systems available to 
researchers and also to donate data relating to their experi-
ences of assault, verbal threats, emotional abuse, coercive 

control, and other forms of harm. That being said, we do 
not think it is impossible that a community of motivated 
research participants might be mobilised to help develop 
this technology by doing so. Moreover, as is the case with 
many applications of AI, once a sufficient number of people 
began deploying this technology, its performance could be 
expected to improve rapidly.

Possible responses on detecting the target 
state of affairs

As well as there being several different states of affairs 
that smart speakers might be enabled to detect, there are 
a number of different actions that might be taken by the 
speakers once they have detected a given state of affairs. 
The appropriateness of these actions will depend, at least 
in part, on the harm associated with the condition detected 
itself and the risk of future harms with which it is associ-
ated. Again, our purpose in this section is to identify, rather 
than to attempt an all-things-considered evaluation of, the 
various options: we leave the latter task to discussion in the 
following sections.

The first, and the most obvious, thing a smart speaker 
might do is alert police to the existence of some relevant 
state of affairs. This is, presumably, only appropriate where 
an individual instructs the smart speaker to call the police, 
either overtly or covertly, or where a smart speaker detects 
a physical assault in progress or, perhaps, an explicit verbal 
threat of violence.

The case for calling the police when a physical assault 
in progress has been detected is—at least superficially—
strong (Zenor, 2020). Indeed, as we shall discuss further 
below, once a device has the capacity to detect an assault 
in progress it is difficult to see how designers could justify 
it doing anything else. However, as we shall also discuss 
further below, this prospect raises difficult problems related 
to the relative occurrence of false positives and false nega-
tives in the performance of the algorithm that enables the 
detection of assaults.

Insofar as explicit verbal threats of violence are them-
selves serious criminal offences, a case can be made for 
smart speaker systems calling the police when these occur. 
The strength of this case will depend upon how strong the 
association is between such threats and physical assaults 
shortly afterwards. If calling the police is unlikely to avert a 
significant number of physical assaults (noting that the oper-
ationalisation of this test is likely to be highly controversial) 
then an alternative might be to allow the target of the threats 
to send a recording of the threats to the police at a later date.

An important further question in relation to these three 
cases is whether the fact that the speaker has taken some 
action, and the nature of that action, is available to the target 
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and/or initiator of an assault or threat (Zenor, 2020: p. 861). 
Informing the individual being assaulted or threatened that 
help is on its way may help them act to promote their own 
interests. However, it may be difficult to notify the target 
of an assault/threat that the police have been called with-
out risking notifying the person carrying out the assault or 
making the threat. It is possible that informing the latter 
that a call had been made to the police might have a deter-
rent effect when it comes to the continuation of an assault 
or carrying out a threat that has been made. However, it 
is also possible that it might exacerbate the situation and/
or impact on the relationship between the parties in such a 
way as to increase the likelihood of future violence (Buxton-
Namisnyk, 2022; Dichter & Gelles, 2012; Richie, 2012). The 
inability of AI systems to make the contextual judgements 
that a (human) bystander in the same position has the capac-
ity to make might be argued to be a significant limitation 
of such systems—and perhaps even a reason for eschew-
ing them. However, it might also be argued that the fact 
that smart speakers can simply be set to follow best practice 
in relation to whether to call the police when an assault or 
threat is detected is a virtue of the technology.

Alerting the police is the most immediate and high stakes 
action that a smart speaker might take. Where there is no 
imminent risk of harm a wider range of options becomes 
plausible. In households where emotional abuse, coercive 
control, or other patterns of behaviour that are associated 
with harms to women, are present, smart speakers might: 
alert social services other than the police; alert the woman 
to the risk that she faces (Zenor 2020: p. 862); provide 
information about relevant options, and support services, 
available to the woman; and/or recommend that the poten-
tial perpetrator seek out and/or be offered treatment. Data, 
including recordings, from smart speakers might serve as 
documentation of crimes, or patterns of behaviour, by per-
petrators, for the purposes of various institutional responses 
to these, including apprehended violence orders, or criminal 
prosecutions. Absent an immediate threat to the well-being 
of a vulnerable party, it is plausible to think that the woman 
herself should determine the action the speaker will take in 
response to detecting various states of affairs via settings 
providing an appropriate list of options.

Two challenges

Any attempt to use smart speakers in any of the roles we 
have described above would generate a number of chal-
lenges, including practical, ethical, and political challenges. 
For the most part, we leave discussion of the ethical and 
political challenges for the sections entitled “Social and 
ethical implications” and “Two challenges” below. How-
ever, there is one ethical/political challenge, which also has 

a practical component, and one practical challenge, which 
also has an ethical/political component, that would need to 
be overcome before any of the other challenges would arise, 
which we therefore discuss here.

The ethical/political challenge concerns the role of smart 
speakers in households in which there is a significant risk of 
IPV. In order for it to be plausible that these might serve the 
interests of women in these households, it would need to be 
the case that those who were concerned about the possibility 
of such violence had access to the relevant settings of the 
device that determine whether it will detect any of the states 
of affairs described above, which states of affairs it would 
detect, and how it would respond.

There are at least three reasons to think that this is 
likely to pose a significant barrier to the plausibility of this 
approach to the problem of IPV. First, information technolo-
gies like smart speakers are already strongly “gendered” in 
ways that tend to make it less likely for women to develop 
mastery (!) of them or to see them as potential material 
allies (Harris & Vitis, 2020). Even in households that aren’t 
obviously structured by (other forms of) gendered injustice, 
smart speaker systems tend to be purchased and set up by 
men (Strengers & Kennedy, 2020: pp. 42–47, pp. 178–185). 
Second, where oppressive gendered power relations play a 
large role in structuring relationships within a household, 
it is even less likely that women will be able to exercise 
authority over the settings of a smart speaker system. Third, 
relatedly, there is some evidence that where smart speakers 
are bought into such households they are often mobilised to 
extend the power of the man over the woman, which makes 
it unlikely that women will be able to adopt these systems to 
serve their own interests (Slupska & Tanczer, 2021). Indeed, 
to date most of the literature on gendered violence and smart 
speakers has been concerned with the use of these systems 
to spy on and control women (Bowles, 2018; Lopez-Neira 
et al., 2019; Maher et al., 2017; Mayhew & Jahankhani, 
2020; Sovacool et al., 2021; Tanczer et al., 2021). At the 
very least, then, these considerations suggest that smart 
speaker systems will offer more to women in some domestic 
situations than others and, arguably, the least to those who 
might need them the most.

This ethical and political challenge does, however, have 
a practical/technological component relating to the nature 
of the settings on the device, the “default” settings, and 
how access to these is controlled. The approach manu-
facturers take to this practical challenge might offer some 
means to mitigate the concerns we have surveyed here.10 For 
instance, installing “active assault detection” as a feature that 
could not be switched off would remove the onus from the 
woman to enable this feature. Allowing all members of the 

10 For the beginnings of a discussion of this issue, see Platz (2018).
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household to determine and alter settings via a mobile app, 
without these settings being visible to other users, might also 
empower women to turn on various features of a device that 
their partner would otherwise resist.

The practical challenge relates to the balance of the 
risks of false positives and false negatives when it comes to 
detecting (and taking action in response to) the target state 
of affairs. If a system generates too many false positives 
(that is, “detects” a target state of affairs when it is not actu-
ally present), this will undercut support for this technology, 
amongst women, and also, especially, amongst those who 
are expected to respond to alerts from the speakers. It is 
well known that people tend to develop “alert fatigue” when 
safety systems generate too many false positives (Agency 
for Healthcare Research and Quality, 2019). False positives 
will be especially problematic where they lead to police 
attending households given that the presence of the police 
may itself increase the risk of violence and associated harms 
to women (Dichter & Gelles, 2012). As we discuss further 
below, these risks are especially pronounced when members 
of households are also members of minority communities 
who have historically been disproportionately the victims 
of state violence and police harassment (Buxton-Namisnyk, 
2022; Richie, 2012). Misidentification of victim-survivors as 
perpetrators, which historically has occurred at higher rates 
for First Nations women, culturally and linguistically diverse 
women, and women with disabilities than for other cohorts, 
is also a serious concern (Reeves, 2021). Conversely, sys-
tems that generate too many false negatives (that is, that 
fail to detect a target state of affairs when it is present) are 
likely also to undercut support for the product and to expose 
the manufacturers of smart speakers to legal and political 
risks. Inevitably—and unfortunately—measures to reduce 
the incidence of false positives tend to increase the risk of 
false negatives and vice versa. Getting the balance between 
rates of false positives and false negatives in smart speak-
ers intended to identify risks to the safety of women in the 
home represents a profound challenge for the design of these 
systems, as it does in other contexts in which AI is being 
used in safety critical settings (Bland, 2020; Bowyer, 2004).

Social and ethical implications

It is a truism of science and technology studies that, by open-
ing up new possibilities for action, the introduction of a new 
technology may also impact on social relations (Ihde, 1990; 
Vallor, 2016; Verbeek, 2011). In particular, new technolo-
gies often have implications for the sorts of things for which 
people might be held responsible, as well as for the distri-
bution of responsibility for various outcomes (Jonas, 1973; 
Sparrow, 2023). More generally, new technologies often 
have social impacts that are unexpected (Winner, 1986). In 

this section we try to anticipate some of the consequences of 
developing and/or deploying smart speakers with the various 
capabilities described above, including their implications for 
social understandings of gendered violence. We argue that 
some of these consequences count as significant considera-
tions against the wisdom of pursuing this technology.

One reason for reservations about the development of 
smart speakers to detect IPV is the extent to which it would 
represent a privatisation of policy responses towards IPV. 
Advocating the use of smart speakers to protect women from 
IPV risks implying that gendered violence is a problem in 
relationships between individuals that can be addressed in 
the home rather than a structural problem that reflects power 
relationships between the sexes in society more generally 
(Maher et al., 2017). At best this is naïve about the nature 
and causes of gendered violence: at worst, it represents a 
wilful refusal to confront the social and structural causes of 
such violence. Moreover, as should be obvious, detecting 
IPV, or a risk of such violence, is not a solution to IPV. Many 
survivors of IPV return to the relationships and the homes in 
which they were assaulted, for a range of reasons including 
genuine feelings for their partner, psychological dependence, 
or a lack of alternatives due to economic insecurity or other 
contingent circumstances (Heron et al., 2022). If a woman 
is in an abusive relationship, she is unsafe outside as well 
as inside the home. Reducing the risk of IPV requires, at a 
minimum, ensuring that women have realistic alternatives 
other than remaining with an abusive partner (Meyer, 2012). 
It almost certainly requires addressing the social structural 
causes of such violence. It may require providing resources 
to support those perpetrators, or potential perpetrators, of 
IPV who wish to address the social, historical, and psycho-
logical causes of their own behaviour in order to reduce 
the chance of their assaulting their partner (Forsdike et al., 
2021). Placing smart speakers in the home does none of this. 
Worse, providing the opportunity to governments, and other 
social actors, to support the development or use of smart 
speakers to respond to IPV may reduce the political pressure 
on them to do what is actually required.

These reservations also have force in relation to the use 
of smart speakers to combat IPV insofar as it would rely on 
intervention by the police, or other agents of the state, to 
prevent IPV. There is a clear sense in which, if the police 
attend a home in response to a call about IPV, it is too late 
to prevent IPV. Moreover, women may believe there are 
negative consequences or “trade-offs” when seeking safety 
through police (Thomas, 2015) and, as reviews of police 
interventions and femicides show, police intercession does 
not automatically increase safety or prevent fatal violence 
(Independent Commission of Inquiry into the Queensland 
Police Service 2022). Police involvement (as well as involve-
ment of other state agencies) in response to IPV may have 
different implications for members of different cultures. 
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Members of some communities, including First Nations 
women, may view the police as dangerous and unwelcome 
due to their historical (and in many cases ongoing) role 
as enforcers of colonial governance (Buxton-Namisnyk, 
2022; Gorrie, 2021). Interactions with social services (such 
as Child Protection) as a result of data gathered by smart 
speakers is likely to disproportionately impact First Nations 
women and women with disabilities, who already have their 
children removed at greater levels (George & Harris, 2014; 
Woodlock et al., 2014). Imprisonment of perpetrators as a 
result of police attending a household on the basis of an alert 
from a smart speaker may lead to deaths in custody, dis-
ruption of interfamilial relationships, and economic stress, 
which may harm victim-survivors and their families (Wil-
lis, 2011). It is worth noting, however, that these concerns 
also arise in relation to many other policy responses to IPV, 
which also rely on the police or the coercive power of the 
state more generally. Moreover, at least some of the potential 
uses of smart speakers to combat IPV—for instance, where 
they are deployed solely to warn women when the risk of 
IPV in a household rises above a certain level—probably 
escape these worries.

Another result of the development of smart speakers to 
detect IPV might be a change in expectations of women who 
are at risk of such violence and thus in the distribution of 
responsibility for the consequences of such violence (Maher 
et al., 2017: pp. 22 − 3). If the technology exists to detect 
IPV or the risk of IPV then an expectation may develop 
that women will use it (Gorfinkiel et al., 2021). If a woman 
does not make use of this technology and becomes a victim-
survivor of IPV, the question may arise as to why she didn’t 
do more to protect herself (White & Lesley McMillan, 2020; 
Woodlock et al., 2020). Even if people are careful to insist—
as they should be—that responsibility for violence rests 
with the perpetrator, just the perception that women have 
an option to reduce the risk of such violence by embracing 
surveillance at home may be enough to cause people to feel 
that victim-survivors of IPV are partially responsible for the 
consequences of IPV. That such an expectation is unreason-
able, especially given the barriers to women accessing rel-
evant functions on smart speaker systems discussed earlier, 
does not mean that it will not arise and play a role in shaping 
public attitudes towards victim-survivors of IPV.

Relatedly, relying on smart speakers to detect the various 
states of affairs surveyed above subtly—or perhaps not so 
subtly—disrespects and disempowers women by implying 
that their own experiences of gendered violence or inequality 
are not sufficient to allow the identification of these circum-
stances, to motivate action in response to them, or even for 
women to have an accurate perception of their own circum-
stances. Why not trust women themselves to identify and 
report these states of affairs? Why do we need a computer 
to do it (Morozov, 2013)? The use of smart speakers to alert 

the authorities to assaults in progress probably escapes this 
concern, as would the (hypothetical) detection of signals of 
risk of future assaults that are currently beyond the capaci-
ties of human beings to recognise. However, suggesting that 
we need smart speakers to identify threats, psychological 
violence, or gendered injustice neglects the availability of 
alternative policy responses to IPV that would involve listen-
ing to women themselves.

Insofar as smart speakers could only serve to detect any 
of the states of affairs surveyed above if they were “always 
on” and actively processing audio data continuously, advo-
cating for the use of smart speakers to detect IPV is also 
to advocate that people should consent to pervasive audio 
surveillance by powerful corporations within their homes. 
This raises obvious issues relating to function creep (i.e. the 
use of such data by marketers, employers, and so on, and 
by police for other purposes) and privacy (Sovacool et al., 
2021): the broader political consequences of such surveil-
lance are yet to be reckoned with (Zuboff, 2019).

Finally, encouraging the uptake of smart speaker tech-
nologies by advertising their (putative) potential to protect 
women from IPV may actually have the effect of increasing 
the risks of emotional abuse and coercive control by mak-
ing it easier for their partners to spy on, and harass, them. 
As we noted above, the use of smart speakers in this way by 
abusive partners is now well-documented.11 It would clearly 
be a perverse outcome if the desire to protect women from 
IPV ended up facilitating such abuse.12

To our minds, these potential social consequences of, and 
challenges associated with, the development of smart speak-
ers to detect and respond to IPV establish a strong prima 
facie case against the wisdom of embracing Big Sister.

However, we are also conscious that others, who are more 
optimistic about the potential of this technology to prevent 
harm to women, may nevertheless think it is worth pursuing 
(Muraleedharan & Garcia-Constantino, 2022; Rodríguez-
Rodríguez et al., 2019; Shah et al., 2018) especially given 
the evils of IPV. With the possible exception of the claim 
about the impact of the introduction of smart speakers that 
can detect IPV on the responsibilities of women, none of 
these social consequences are necessary consequences. It 
is possible, at least in theory, that a government, or a com-
munity, might endorse the use of smart speakers to detect 
incidents of IPV while also taking action to address the 
social/structural causes of IPV and to ensure that women in 

11 Increasing the amount of data gathered by smart speakers, as 
required by their use to detect risk factors for IPV, would pose an 
especial danger to those women whose partners might have access to 
this data through their workplace or networks.
12 Relatedly, there is the possibility that the availability of this tech-
nology might make it harder for women to leave an abusive situation 
by offering false hope of protection in the face of future violence.
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abusive relationships have access to resources to assist them 
in exiting violent relationships. Concerns about the impact 
of police attending minoritised households do not single 
out the use of smart speakers to combat IPV from exist-
ing approaches to responding to reports of IPV or indeed 
from law enforcement more generally. Governments might 
encourage women to consider installing such systems with-
out blaming them in any way if they do not. They might 
insist that we should always listen to women, while also 
allowing that women might choose to install smart speaker 
systems that could report abuse in the event that they are 
unable to do so. Legislation might mitigate the risks of sur-
veillance by restricting the uses to which the data gathered 
by “always on” smart speakers may be put. Finally, granted 
that a risk of abusive uses of smart speakers, both by indi-
vidual men and by the corporations that manufacture them, 
exists, surely—it might be argued—it is better that these 
devices can also be used to detect and report incidents of 
IPV than not? Whether these options are realistically avail-
able—and thus how much the prima facie case against the 
development of smart speakers to detect IPV contributes 
to an all-things-considered assessment of this technology—
turns on broader questions in STS about the political impacts 
of technology, which are, for the most part, beyond the scope 
of this essay.

Ethical decision points

There is, moreover, a further complexity that arises when 
considering the prospect of the development of smart speak-
ers to detect and report IPV.

As we have seen, the attitudes towards IPV expressed by 
enthusiasm for smart speakers designed to detect and report 
IPV, as well as the likely social consequences of the adop-
tion of such systems, count against the decision to develop 
the technology and/or to promote it once developed, at least 
to an extent. Given that part of the motivation for these sorts 
of objections is that there are alternative, better, responses 
to IPV, these concerns may have force even if there is some 
prospect that the technology, if it were to be developed, 
might work to protect individual women.

However, if this technology was actually developed, and 
shown to be capable of detecting incidents of IPV, the ethical 
landscape would look very different.

Once the technology becomes available, no individual 
decision to use it brings these consequences about or, 
indeed, makes them any more likely. Moreover, if deploy-
ing this technology would significantly reduce the risk of 
serious harms—including assault and murder—to women, 
the ethical case to do so is likely to be compelling. Impor-
tantly, this is true both at the level of the individual decision 
to use the technology and at the level of the decisions of 

manufacturers to include it in their smart speaker systems. 
Worries about the “expressive” content of the decision to 
deploy the technology—what this decision says about the 
person or institution deploying it and their ideas about what 
counts as an appropriate response to IPV—may still count 
against advertising it but seem unlikely to outweigh the good 
of reducing the risk of the harms associated with IPV in any 
particular case.

A similar logic suggests that were smart speakers to 
become capable of detecting incidents of IPV involving 
physical assaults in progress, the manufacturers of smart 
speakers would be morally obligated to ensure that the 
speaker would call the police. To do otherwise, would, in 
effect, be to stand by knowing that a woman was being 
assaulted by her partner and might be killed—which would 
be unconscionable. Although one would prefer that it did not 
matter enough to mention, failing to alert the police would 
also involve substantial political—and therefore economic—
risk to the manufacturer. One can imagine the social media 
backlash if it became known that a smart speaker system 
had detected an assault, done nothing, and a woman had 
been killed. Thus, once it is demonstrated that smart speak-
ers can detect assaults in progress, their use to do so, and to 
report such assaults to the police, is likely to be ethically and 
politically—and perhaps even eventually legally—mandated 
(Zenor, 2020: p. 860).

A further question arises about the threshold at which it 
would be obligatory to report the likelihood of physical vio-
lence as calculated by smart speakers or the extent of other 
harms to individual women associated with abuse short 
of physical violence. If such devices were capable either 
of accurately identifying households in which there was a 
high likelihood of an incident of physical violence occur-
ring or of predicting imminent episodes of violence within 
a given household with a high degree of accuracy, then there 
would be a very strong case that this information should be 
reported to the police. There would also a strong ethical case 
for smart speakers to report the presence of other harms to 
women to relevant social services. Were such systems to 
become capable of identifying risks to women on the basis 
of signals in the data that were invisible to human beings, it 
seems that information about levels of risk should be com-
municated to the vulnerable party.

Importantly, these considerations generate at least three 
dynamics that are likely to pose real challenges for the man-
ufacturers of such devices. First, especially when it comes 
to the risk of a serious assault, it will be difficult to defend 
not reporting—or at least taking some action—whenever 
the risk is higher than the background level of risk to (all) 
women. However, second, reporting the existence of a risk 
of IPV, even to the woman herself, but also to other social 
services and, especially, to the police is likely to be highly 
consequential: in some cases, it may itself impact negatively 
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on the welfare of victim-survivors, and/or potential victim-
survivors, of IPV, especially where they are First Nations 
persons or members of other minority communities (Bux-
ton-Namisnyk, 2022). Getting the balance of considerations 
right here is likely to be highly ethically—not to mention 
legally and politically—fraught. Third, relatedly, reporting 
the risk of future violence, rather than the existence of an 
assault in progress, greatly exacerbates the problems asso-
ciated with determining an appropriate balance between 
false positives and false negatives when it comes to the 
performance of the speaker system. Where action is taken 
to address a risk, it may be impossible to tell whether it 
was a false positive but—given that they would involve an 
assault—false negatives do not seem any less ethically (and 
politically) troubling (McCulloch & Wilson, 2015). Yet, as 
we observed above, systems that generate too many false 
positives are likely to lose the trust of users and fail for that 
reason. The combination and interaction of these dynamics 
may lead to the perverse outcome that manufacturers are 
obligated to install and maintain a technology that is highly 
likely to fail due to generating a high rate of false positives. 
For this reason, we suspect that critics of this technology 
may well find some support amongst the manufacturers of 
existing smart speakers.

Conclusion

Intimate partner violence is an urgent social and political 
problem, which has resisted solution via existing policy 
measures. “Smart” technologies for detecting IPV are 
already being developed: we suspect it is inevitable that 
more will be proposed in the years to come. As we have 
surveyed here, the widespread presence of smart speakers in 
domestic spaces offers an unprecedented opportunity, both 
rhetorical and real, to enlist “Big Sister” in the cause of 
combating IPV.

Such a prospect raises a raft of ethical and political chal-
lenges that we have highlighted in this paper and that call 
into question the wisdom of pursuing this project. In par-
ticular, Big Sister would privatise policy responses to IPV 
while failing to address its social and structural causes, and 
risk reducing the political pressure on governments to do the 
latter. It would raise, and perhaps intensify, worries about the 
implications of coercive solutions to IPV for minority com-
munities. It would risk rendering women more responsible 
for their own safety while simultaneously disempowering 
them. It would involve intensive surveillance of domestic 
spaces and risk increasing the risks to women from abu-
sive partners co-opting the devices that would conduct this 
surveillance.

These risks and concerns must be balanced against the 
moral urgency of the needs of those women—which is to 

say, arguably, all women—who are at risk of being abused, 
assaulted, or killed by their partners and who might ben-
efit from Big Sister. Where we should judge this balance 
lies depends, in part, on larger questions about the extent to 
which technologies structure, and perhaps foreclose, politi-
cal options, which we could not hope to resolve here. Detect-
ing and reporting IPV, or risk factors for IPV, using smart 
speakers is not a solution to IPV: it needs to exist alongside 
initiatives that address the socio-economic structures that 
drive violence against women. Those who are more opti-
mistic about human agency in relation to technology and 
its social consequences may believe that it is possible to 
pursue both these goals at once. The balance of considera-
tions is also highly sensitive to the specificity of what smart 
speakers might be set to detect and what they might do upon 
detecting it.

Moreover, a key finding of our investigation is that the 
ethics of the decision to develop this technology and the eth-
ics of the decision to use it once it exists differ significantly 
and thus the decision to develop this technology is highly 
ethically loaded. Concerns about what the embrace of Big 
Sister says about the origins and nature of IPV, the respon-
sibilities of government and of women, and the appropriate 
limits of surveillance, have most force when we are consid-
ering the how we should respond to IPV and whether we 
should develop smart speakers to combat it. Once the tech-
nology has been developed, and is available, these concerns 
are mostly moot and the case to use it to protect individual 
women who are at risk of IPV is more compelling. Those 
who think that the embrace of Big Sister would be ethically 
and politically problematic would therefore be well-advised 
to make their criticisms early and to discourage the devel-
opment of the technology rather than to try to resist its use 
once it arrives.

If this technology is developed, it will be important that 
those whose interests are supposed to be served by this tech-
nology are granted the opportunity to shape its final form. 
Engineers may have the technological know-how to extend 
the capacities of smart speakers but decisions about what 
to detect and what to do when a speaker detects it will, of 
necessity, involve assumptions about the nature, and causes, 
of IPV, as well as value judgements, for instance, about the 
relative importance of privacy and security. Those who are 
the victims-survivors of IPV have expert knowledge of these 
matters as well as a right to be heard on them. It is also clear 
that the use of smart speakers to combat IPV would need to 
be carefully regulated, especially given the extent to which it 
will draw on the resources of the police force and other state 
agencies. Again, then, both justice and a concern for good 
policy require that victim-survivors from a diverse range of 
backgrounds, as well as government and non-government 
stakeholders, be involved in formulating regulations of the 
use of smart speakers to combat IPV.
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Finally, and for the same reasons, it will be essential that 
victim-survivors of IPV, as well as the community more 
generally, is included in the conversation, which we believe 
is urgently necessary, about the wisdom of embracing Big 
Sister. We hope our discussion here might play a useful role 
in prompting, and informing, this conversation.
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