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Abstract
Over the past decade, the Five Eyes Intelligence community has argued cryptosystems with end-to-end encryption (E2EE) 
are disrupting the acquisition and analysis of digital evidence. They have labelled this phenomenon the ‘problem of going 
dark’. Consequently, several jurisdictions have passed ‘responsible encryption’ laws that limit access to E2EE. Based upon 
a rhetorical analysis (Cunningham in Understanding rhetoric: a guide to critical reading and argumentation, BrownWalker 
Press, Boca Raton, 2018) of official statements about ‘going dark’, it is argued there is a need for a domain-specific principle 
of cryptographic justice to reorient the debate away from competing technocratic claims about the necessity, proportional-
ity, and accountability of digital surveillance programs. This article therefore specifies a principle of cryptographic justice 
by adapting more general norms of information justice to decision-making about encryption law and policy. The resulting 
principle is that encryption laws and policies should be designed to empower the comparatively powerless to protect them-
selves from domination (i.e., morally arbitrary forms of surveillance). It is argued this principle can reorient decision-making 
about encryption law and policy towards consideration of how cryptography impacts systems-level power dynamics within 
information societies.
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Introduction

Access to cryptography is a problem of justice. This is 
because cryptography shapes power dynamics within infor-
mation societies. Over the past decade, the Five Eyes Intel-
ligence community has argued cryptosystems with end-to-
end encryption (E2EE) are disrupting the acquisition and 
analysis of digital evidence (Office of Public Affairs, 2020; 
Five Country Ministerial, 2018; Rodenstein, 2017; Comey, 
2014). They have labelled this phenomenon the ‘problem of 
going dark’ (Caproni, 2011; see also Weimann, 2016) and 
the associated rhetoric has been deployed to justify ‘respon-
sible encryption’ laws that limit access to E2EE (see Rozen-
shtein, 2018; Vandenberg, 2017). In response, digital rights 
advocates have argued citizens have a ‘right to encrypt’ in 
pursuit of data privacy and security, freedom of expression, 
and protection against compelled speech (EFF, 2021; Gray, 

2019; Scheurer, 1995). However, these rights-based argu-
ments have struggled to respond to the rhetoric of going 
dark.

This article specifies a principle of cryptographic justice 
as a framework for moral decision-making about encryption 
laws and policies: that they should be designed to empower 
the comparatively powerless to protect themselves from 
domination (i.e., morally arbitrary forms of surveillance). It 
is argued this principle reorients the debate towards delib-
eration about the systems-level impacts of cryptography on 
power dynamics within information societies. This argument 
is developed across three sections. The first section exam-
ines the problem of going dark in detail, including examples 
of E2EE, recent attempts to pass ‘responsible encryption’ 
laws, and reasons for recognising an instrumental ‘right to 
encrypt’ data. Building upon this analysis, the second sec-
tion examines the rhetoric of going dark via a rhetorical 
analysis (Cunningham, 2018) of statements made by officials 
based within FVEY jurisdictions. It is argued rhetoricians 
have used ‘going dark’ to politically justify these ‘responsi-
ble encryption’ laws by ‘bracketing out’ fundamental moral 
questions and focusing narrowly on competing technocratic 
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claims about the (un)necessity, (dis)proportionality, and (un)
accountability of digital surveillance programs. The third 
section then specifies (i.e., Beauchamp, 2003) a principle of 
cryptographic justice by adapting general norms of informa-
tion and data justice (Butcher, 2009; Dencik et al., 2016) 
to decision-making about encryption law and policy. The 
article then concludes by briefly applying, and critiquing 
the strengths and limitations of, the specified principle of 
cryptographic justice.

The problem of going dark

In recent years, the Five Eyes Intelligence Community 
(FVEY) have advocated for ‘responsible encryption’ laws 
by invoking the problem of going dark. These laws require 
service providers to assist law enforcement and intelli-
gence agencies to access the contents of encrypted com-
munications (Walden, 2018, p. 905). This section examines 
this policy problem in detail. The first subsection provides a 
brief explanation of cryptography and surveys the ongoing 
‘cryptographic arms race’ within information societies. The 
second subsection focuses on implementations of E2EE and 
associated attempts to pass ‘responsible encryption’ laws. 
Finally, the third subsection examines the countervailing 
justifications for recognising a ‘right to encrypt’ data.

The cryptographic arms race

Understanding the debate about ‘going dark’ requires 
basic knowledge of cryptology, the “study of secret writ-
ing” (Dooley, 2018, p. 5), and more specifically, E2EE as 
a means of securing data-in-transit. Cryptology is consti-
tuted by two subfields: cryptography and cryptanalysis. 
Cryptography is the “art and science” of securing com-
munications against access and interception by unauthor-
ised third parties (Ferguson et al., 2010, p. 3). It is an 
applied form of mathematics that reorders and replaces 
data (Stallings, 2017; Guru & Ambhikar, 2020). Crypta-
nalysis is the converse process of “deciphering a message 
without any [or partial] knowledge of the enciphering 
details” (Stallings, 2017, p. 68). Encryption is the process 
of transforming plaintext into ciphertext using a cipher (an 
algorithm), while decryption is this process in reverse. The 
use of a cipher also requires a key—the information that 
tells the cipher precisely how data will be encrypted and 
decrypted. While a cipher is often public knowledge, keys 
often remain confidential. A cryptosystem is the broader 
structure within which ciphers are implemented. Finally, 
End-to-end encryption (E2EE) involves encrypting data 
client-side and decrypting it when it arrives at its intended 
destination (Ermoshina et al., 2016). Generally, this is 
implemented using public key encryption algorithms that 

include both public and private keys that are respectively 
stored server and client-side. If a cryptosystem is correctly 
implemented, E2EE provides the most secure method of 
transmitting data across a network.

Yet there is an ongoing “cryptographic arms race” within 
information societies insofar as wherever communications 
are encrypted there are efforts by adversaries to crack the 
corresponding ciphers (e.g., Sandywell, 2011, p. 58; Jarvis, 
2021). Cryptography is not a static field as new and differ-
ent ciphers are consistently being developed and improved 
in response to advancements in cryptanalysis. Indeed, as 
Singh (1999, p. 317) has argued, “every cipher has, sooner 
or later succumbed to cryptanalysis” and this motivates the 
development of new and better ciphers. This dynamic goes 
back to the beginnings of the field: the Vigenère cipher 
was developed as a secure alternative to basic substitution 
ciphers (Kahn, 1996, pp. 145–148). As a modern example, 
the Advanced Encryption Standard (AES) was developed 
after it became apparent that the 56-bit key length used for 
the Data Encryption Standard (DES) was vulnerable to, 
among other techniques, brute-force attacks (Diffie & Hell-
man, 1977; EFF, 1998). In contrast, the AES is a symmetric 
key algorithm that uses a key length up to a  2256 (Daemen 
& Ragmen, 2002) and is widely used for both secure disk 
encryption and the secure transfer of data across computer 
networks (Jayasinghe et al., 2014, p. 173; Heron, 2009, 
pp. 8–11). Recently, the Transport Layer Security (TLS) 
protocol was developed to ensure the security of network 
communications in response to vulnerabilities identified in 
the earlier Secure Socket Layer (SSL 3.0) protocol (CISA, 
2014). In this sense, ciphers evolve in response to advance-
ments in cryptanalysis.

Attempts to regulate encryption technologies are thus 
attempts to influence the dynamics of this cryptographic 
arms race through the instrument of law. There are various 
policy options available to governments seeking to regu-
late cryptography. These include the criminalisation of the 
supply, possession, or use of certain types of cryptography, 
placing restrictions of the export of encryption technolo-
gies, criminalising the non-disclosure of a decryption key 
upon provision of a lawful order or warrant, and passing 
‘exceptional access laws’ that require ‘backdoors’ for law 
enforcement and intelligence agencies (see Walden, 2018; 
Koops & Kosta, 2018 for comprehensive discussion of these 
alternatives). Among these alternatives are also ‘responsible 
encryption’ laws that require telecommunications service 
providers to ‘assist’ law enforcement and intelligence agen-
cies to gain access to the contents of encrypted communica-
tions (Walden, 2018, p. 905). This might involve building in 
a ‘backdoor’ into a cipher itself, inspecting client-side data 
before or after it is encrypted, or requiring service providers 
to simply avoid implementing E2EE entirely.
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Indeed, even where E2EE is implemented there may 
remain methods of gaining access to data (e.g., Kerr & 
Schneier, 2017). For example, side-channel attacks target 
vulnerabilities in either the software or hardware used to 
encrypt data (Standaert, 2010; Lawson, 2009). Payload 
attacks can similarly be used to install remote access soft-
ware on a device to enable surveillance of client communi-
cations at the points of encryption or decryption. As Kerr 
and Schneier (2017, p. 1008) observe, all messages “will be 
readable in an unencrypted form on the sender’s keyboard 
and on the recipient’s screen”. This highlights the viability 
of alternative solutions to the problem of going dark, such as 
relying upon methods of lawful hacking (i.e., cryptanalysis) 
and covert investigations (Walden, 2018, pp. 905–906). For 
example, social engineering techniques can target human 
vulnerabilities in cybersecurity through methods of manipu-
lation, deception, and persuasion (Krombholz et al., 2015, 
p. 114). Such methods can be employed by white, grey, or 
black hat hackers (including law enforcement) seeking to 
circumvent seemingly secure cryptosystems.

‘Responsible encryption’ laws

There has been widespread adoption of E2EE by popu-
lar communications systems, allowing billions of users to 
securely transmit data. For example, Meta (2023) reports 
that its E2EE WhatsApp messaging service has over 2 billion 
active users. WhatsApp is based upon the Signal messag-
ing protocol, which uses a Triple Diffie-Hellman (3-DH) 
asymmetric key cipher involving multiple sets of public and 
private keys stored server and client-side (Blake-Wilson 
et al., 1997; Kudla & Paterson, 2005). Messages sent via 
Signal (and thus WhatsApp) are encrypted using these mul-
tiple key pairs, some of which will only be used one time. 
Similar protocols are implemented in a variety of proprietary 
and open-source E2EE communications systems, such as 
Telegram and Wire. It is the ease of access to these secure 
communications systems that concerns law enforcement and 
intelligence agencies within FVEY jurisdictions (Office of 
Public Affairs, 2020; Five Country Ministerial, 2018).

In response to the implementation of E2EE in these 
systems, the FVEY jurisdictions have pursued a range of 
‘responsible encryption’ laws. For example, within Aus-
tralia and the United Kingdom, law enforcement agencies 
(with judicial approval) can issue ‘technical capabilities 
notices’ to service providers requiring the development and 
maintenance of a ‘technical capability’ for intercepting and 
decrypting data (Telecommunications Act 1997 [Aust.], 
s317T; Investigatory Powers Act 2016 [UK], s253). Simi-
larly, New Zealand police have full interception capabilities 
under section 9 of the Telecommunications (Interception and 
Security) Act 2013 (NZ). These investigatory powers compel 
service providers to implement a ‘man-in-the-middle’ within 

their networks, allowing data to be intercepted, decrypted, 
and inspected during transit. This power does not cur-
rently exist in the United States, although there have been 
recent attempts to legislate similar powers via the Compli-
ance with Court Orders Bill 2016 (US) and Lawful Access 
to Encrypted Data Bill 2020 (US). Instead, while US law 
enforcement can gain access to data under s103(a) of the 
Communications Assistance for Law Enforcement Act 1994 
(US), they cannot compel service providers to develop and 
maintain interception capabilities. Still, investigators have 
identified ways to conduct server-side surveillance via 
assuming direct control over messaging platforms, such 
as during Operation Trojan Shield (aka. Operation Iron-
side) where the FBI and Australian Federal Police covertly 
operated the messaging application ANOM for over 2 years 
(Department of Justice, 2021).

There are also ongoing debates about the scope of client-
side monitoring of E2EE data. For example, under clause 
110 of the proposed Online Safety Bill 2022 (UK), the UK 
Office of Communications could compel service provides to 
use ‘accredited technologies’ to monitor electronic devices 
for unlawful content. The ambiguity of the language has 
prompted concerns from service providers that the legis-
lation could mandate the use of ‘client-side scanning’ to 
monitor communications prior to being encrypted or at the 
point of decryption (Hern, 2023). This would add to the 
existing investigatory powers for client-side monitoring 
within FVEY jurisdictions, such as Australia’s surveillance 
device warrants enabling the covert installation of ‘data sur-
veillance devices’ on electronic devices for the purpose of 
monitoring data inputs and outputs (Surveillance Devices 
Act 2004 [Austl.], s6). Similarly, the FBI has deployed a 
‘Network Investigative Technique’ involving the installation 
of spyware on devices used by suspects during the PlayPen 
investigation, although the admissibility of the evidence has 
been challenged on the basis it was obtained illegally (Wei-
dman, 2017, pp. 977; 995). Overall, it is clear the FVEY are 
pursuing a policy agenda of restricting access to E2EE via 
the passage of various ‘responsible encryption’ laws that 
compel server-side interception and client-side monitoring 
of communications.

Recognising a right to Encrypt

There is a broad coalition of privacy advocates and crypto-
anarchists who oppose such efforts to restrict access to E2EE 
(e.g., Jarvis, 2020; Levy, 2001). As such, this subsection sur-
veys the reasons for recognising a ‘right to encrypt’. Impor-
tantly, rights are justified “not just in and of themselves, but 
in terms of the consequences of their existence” (Waldron, 
2003, p. 208). That is, arguments for recognising the exist-
ence of a right require moral deliberation about what under-
lying interests it will serve. This is also true for arguments 
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about recognising an instrumental ‘right to encrypt’, which 
routinely draw upon four categories of interests: cyberse-
curity, data privacy, freedom of expression, and protection 
against compelled speech (e.g., Gray, 2019; Scheurer, 1995). 
These four categories of interests underpin most arguments 
advanced by the advocates of a ‘right to encrypt’.

The first reason for recognising such a right is its conse-
quences for cybersecurity. Specifically, its capacity to pro-
tect “cyberspace itself, the electronic information, the ICTs 
that support cyberspace, and the users of cyberspace in their 
personal, societal and national capacity” (von Solms & van 
Niekerk, 2013, p. 101). Indeed, strong or E2EE is essential 
for the secure transmission of data within cyberspace, while 
full disk encryption is the most secure method for storing 
data-at-rest. Cryptography has thus enabled the assimilation 
of ICTs into the everyday lives of citizens, allowing them 
to make secure phone calls, perform secure online transac-
tions, and safely browse the web (Martin, 2020, pp. 1–2). 
For example, the TLS/SSL protocol is specifically designed 
to “prevent eavesdropping, tampering, and message forgery” 
by providing E2EE of data-in-transit (Turner, 2014, p. 60). 
It is the foundation of modern client-server communica-
tions. Furthermore, the AES-256 cipher (which is part of the 
TLS/SSL protocol) is essentially ‘uncrackable’ by modern 
computers (Heron, 2009, pp. 8–11; Jaysinghe et al., 2014, 
p. 173). In the absence of encryption like the TLS/SSL, 
data-in-transit would be vulnerable to unauthorised access 
and interception (e.g., Holtfreter & Harrington, 2015). A 
‘right to encrypt’ thereby protects underlying interests in 
cybersecurity.

A second reason for recognising a ‘right to encrypt’ is the 
role of cryptography in protecting data privacy. The concept 
of privacy is most frequently understood as freedom from 
interference—a right “to be let alone” based upon a propri-
etary right in oneself (Warren & Brandeis, 1890, p. 205). 
Interests in privacy therefore include protection against the 
unauthorised access and interception of data. Online har-
assment, identity fraud, and image-based sexual abuse can 
constitute privacy harms independent of any material losses 
(e.g., Šepec, 2020). It is for this reason that cryptography 
is often marketed as a privacy-enhancing technology that 
enables individuals to control who has access to their data. 
For example, Phil Zimmerman (1994) named the first release 
of public key encryption software Pretty Good Privacy to 
reflect the privacy protective properties of the technology. 
Similarly, as modern examples, Telegram (2021) markets 
its service as “private” insofar as its “messages are heavily 
encrypted and can self-destruct”, while Express VPN (2021) 
notes its service allows users to “[t]ake charge of your online 
privacy and security with best-in-class encryption”. As such, 
the value of a ‘right to encrypt’ is linked to the dignity asso-
ciated with control over personal information (Bloustein, 
1964, p. 962), while losing control over personal information 

that is considered sensitive is “inherently distasteful” and 
harmful (Whitman, 2004, p. 1192).

A third reason for recognising a ‘right to encrypt’ is 
concerned with the consequences for freedom of expres-
sion. The ‘right to encrypt’ is associated with this interest 
in two distinct ways: (1) as preventing the chilling of lawful 
speech; and (2) as a form of free expression itself. The first 
is an extrinsic property of encryption, as it enables speech 
to occur free from the chilling effects of state surveillance 
(Dencik et al., 2016, p. 4). Researchers have observed such 
chilling effects impacting lawful online activity. For exam-
ple, web searches for information about terrorism decreased 
following the Snowden disclosures, as users worried search-
ing for phrases such as ‘pipe bomb’ would attract suspi-
cion from law enforcement (Marthews & Tucker, 2015, pp. 
16–25; Penney, 2015, p. 146). The use of E2EE for secure 
data transmission disrupts the digital surveillance capa-
bilities that deter lawful speech. Furthermore, anonymis-
ing technologies that incorporate cryptography such as The 
Onion Browser (TOR) are marketed as “tools for safeguard-
ing against mass surveillance” (Tor Project, 2021, para. 11). 
Indeed, privacy-enhancing technologies such as TOR are 
popular within jurisdictions characterised by normative 
commitments to individual freedoms and regions experienc-
ing political repression (Li et al., 2013, pp. 1272–1273; Jar-
dine, 2018, pp. 448–449). A ‘right to encrypt’ thus has value 
as it enables free expression outside the control of the state.

A related argument is that encrypted speech is, itself, a 
form of free expression. Dulay (2019, p. 131) has described 
this as a “right to speak in code” as encrypted speech is 
simply speech that is not comprehensible to a third party. 
During the ‘crypto war’ of the 1990s, Jill Ryan (1996, p. 
1201) similarly described this aspect of the ‘right to encrypt’ 
as the “freedom to speak unintelligibly”. From this perspec-
tive, encrypted speech is considered morally equivalent to 
speaking with another person using a language that a third 
party to the conversation cannot understand. Infringing on 
a ‘right to encrypt’ would be like coercing a person to not 
speak in a particular language. However, this line-of-reason-
ing can be challenged by distinguishing between speech and 
conduct. The process of encrypting (or translating) speech 
using computer code might be classified as ‘conduct’ as it 
requires an action. Indeed, Collins (1997, p. 2691) has criti-
cised any “right to speak in cryptographic computer code” 
as a misunderstanding of the ‘act’ of encryption insofar as 
it is a form of conduct rather than speech. If this is the case, 
the process of encryption would fall within the scope of 
legitimate regulation without interfering with free expres-
sion (Petersen, 2015, p. 415).

A fourth reason for recognising a ‘right to encrypt’ is pro-
tection against compelled speech by the state. Specifically, 
interfering with a ‘right to encrypt’ by compelling disclosure 
of a cryptographic key has been argued to interfere with 
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the common law privilege against self-incrimination (Daly, 
2014, p. 59). This argument hinges on whether the disclosure 
of a cryptographic key is considered a form of testimonial or 
non-testimonial evidence (e.g., McAdow, 1966). Generally, 
non-testimonial evidence can be lawfully acquired during 
criminal investigations without the consent of a suspect. An 
analogous example is a production order that compels access 
to premises under the authority of a warrant, including 
requirements to grant access to a locked filing cabinet filled 
with documentary evidence. This is the approach adopted 
by most common law jurisdictions (Hochstrasser, 2021). 
However, there is disagreement about whether the ‘act’ of 
disclosing a cryptographic key is “implied testimony that the 
suspect is familiar with the contents of the device” (Adam 
& Barns, 2020, p. 224; Kerr, 2019). From this perspective, 
compelling an individual to disclose a cryptographic key 
may be morally equivalent to compelling implied testimony 
against themselves. As such, a “right to remain encrypted” 
(Soares, 2012, p. 2001) might be derived on the basis that 
disclosure of a cryptographic key is compelled acknowledge-
ment of the contents of an encrypted device.

The rhetoric of going dark

The recent success of the rhetoric of going dark is par-
tially attributable to the technocratic character of contem-
porary rights-based discourse. That is, there is a tendency 
for debates about ‘going dark’ and the ‘right to encrypt’ 
to descend into competing claims about the (un)necessity, 
(dis)proportionality, and (un)accountability of digital sur-
veillance programs. This section thus explores the rhetoric 
of going dark via a rhetorical analysis (Cunningham, 2018) 
of the language used to justify ‘responsible encryption’ 
laws and the corresponding limitations of technocratic lan-
guage as an argumentative strategy for justifying a ‘right 
to encrypt’. Drawing upon Jeremy Waldron’s (1989, 2003) 
work on rights in conflict, it will be argued the rhetoric 
of going dark invariably narrows the scope of a ‘right to 
encrypt’ using technocratic principles of necessity, pro-
portionality, and accountability. As such, the first subsec-
tion will examine how the rhetoric of going dark is used to 
‘bracket out’ fundamental moral questions from the debate, 
while the second subsection will examine how the rhetoric 
of going dark narrows the scope of an instrumental ‘right to 
encrypt’ using these technocratic discourses.

Justifying ‘responsible encryption’ laws

One key feature of the rhetoric used to justify ‘responsi-
ble encryption’ laws is a focus on empirical claims rather 
than normative issues. In this sense, the rhetoric of going 
dark  'brackets out' moral discourse from historical and 

contemporary policy debates about E2EE. The first contem-
porary attempt within the FVEY to regulate E2EE by invok-
ing a precursor to the rhetoric of going dark came within the 
US Comprehensive Counter-Terrorism Bill (1991) and asso-
ciated efforts at implementing backdoors into telecommu-
nications (i.e., Key Escrow). For example, Section 2201 of 
the Comprehensive Counter-Terrorism Bill (1991) included 
a non-binding resolution expressing a view that:

[P]roviders of electronic communications services and 
manufacturers of electronic communications service 
equipment shall ensure that communications systems 
permit the government to obtain the plain text contents 
of voice, data, and other communications when appro-
priately authorized by law.

While the Bill was ultimately withdrawn, it was soon 
followed by the US Government’s Clipper Chip initiative. 
This initiative involved implementing escrowed keys into 
American telephones by installing a chip with a symmetric 
key cipher called Skipjack. Copies of the cryptographic keys 
stored by the government would be available to law enforce-
ment upon issue of a judicial warrant (Pednekar-Magal & 
Shields, 2003, p. 443). Once again, the US Government’s 
argument was a precursor to the rhetoric of going dark. For 
example, the White House (1994, para. 2) explained the 
rationale for key escrow in the following terms:

Advanced encryption technology offers individuals 
and businesses an inexpensive and easy way to encode 
data and telephone conversations. Unfortunately, the 
same encryption technology that can help Americans 
protect business secrets and personal privacy can also 
be used by terrorists, drug dealers, and other criminals.

The implementation of key escrow would therefore “pro-
vide Americans with secure telecommunications without 
compromising the ability of law enforcement agencies to 
carry out legally authorized wiretaps” (The White House, 
1994, para. 4). This framing narrowly focuses on the empiri-
cal utility of key escrow as a policy solution. Ultimately, 
through a coalition of digital rights advocacy and corporate 
interests in secure e-commerce (Levy, 2001, pp. 305–311), 
various efforts at weakening E2EE during the 1990s failed.

Following the September 11, 2001 attacks, the US Gov-
ernment significantly expanded the digital surveillance capa-
bilities of law enforcement and intelligence agencies. Con-
sequently, debates about encryption law and policy mostly 
disappeared from the public sphere as the FVEY focused on 
covert methods of digital surveillance. For example, Project 
BULLRUN was an NSA operation involving multiple strate-
gies for cracking encryption, including the intentional weak-
ening of cryptographic standards, pursuing developments in 
cryptanalysis without public disclosure, and forming covert 
agreements with technology companies to enable access to 
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data (Yoo, 2014, p. 34). It has been reported the NSA pushed 
for the standardisation of a flawed pseudorandom number 
generator for use in cryptosystems known as the Dual EC 
Standard (Dual_EC_DRBG) as part of BULLRUN (Bern-
stein et al., 2016; Menn, 2013, para. 2). During this period 
the ‘arms race’ was more covert—taking place behind the 
scenes. This was aided by assertions that digital surveillance 
capabilities needed to remain secret to protect national secu-
rity (Masco, 2010, p. 448).

Yet the rhetoric of going dark re-emerged within pub-
lic debates about encryption law and policy in the post-
Snowden era. Use of the rhetoric thus reflected a renewed 
commitment by the FVEY to justify restrictions on E2EE. 
Specifically, the phrase ‘going dark’ was introduced into the 
encryption policy lexicon during an appearance before the 
US House Judiciary Committee by FBI General Counsel 
Caproni (2011, para. 4), where she described a “capabili-
ties gap” between the state’s lawful authority and technical 
abilities:

We call this capabilities gap the “Going Dark” prob-
lem. As the gap between authority and capability wid-
ens, the government is increasingly unable to collect 
valuable evidence in cases ranging from child exploi-
tation and pornography to organized crime and drug 
trafficking to terrorism and espionage—evidence that 
a court has authorized the government to collect. This 
gap poses a growing threat to public safety.

By focusing narrowly on the ‘lawfulness’ of the author-
ity to intercept communications, Caproni (2011) sidesteps 
questions about the ethics of digital surveillance. Instead, 
she presumes the state ought to have such authority. Simi-
larly, in the aftermath of the 2015 San Bernardino attack, 
the FBI argued Apple needed to assist with providing access 
to the contents of a perpetrator’s mobile phone due to the 
mere existence of a warrant (Bay, 2017). Thereby, the FBI 
employed a rhetorical device known as a metonym to sub-
sume moral concerns about data access into the fact that a 
legal ‘warrant’ had been issued (Lauer & Lauer, 2018, p. 
54).

Appeals to the problem of going dark has thus become the 
dominant rhetorical strategy deployed by the FVEY for jus-
tifying ‘responsible encryption’ laws over the past decade. 
For example, in an address to the Brookings Institute, FBI 
Director Comey (2014, paras. 11, 32 and 59) made the fol-
lowing remarks about access to encrypted communications:

Those charged with protecting our people aren’t always 
able to access the evidence we need to prosecute crime 
and prevent terrorism even with lawful authority. We 
have the legal authority to intercept and access com-
munications and information pursuant to court order, 
but we often lack the technical ability to do so… We 

aren’t seeking a back-door approach. We want to use 
the front door, with clarity and transparency, and with 
clear guidance provided by law. We are completely 
comfortable with court orders and legal process—
front doors that provide the evidence and informa-
tion we need to investigate crime and prevent terrorist 
attacks… We need assistance and cooperation from 
companies to comply with lawful court orders, so that 
criminals around the world cannot seek safe haven for 
lawless conduct.

Again, this rhetoric avoids addressing underlying ques-
tions about whether citizens ought to be able to render their 
communications inaccessible to the state. A presumption 
that the state has moral authority to access data is articu-
lated using metonyms of ‘lawfulness’, ‘warrants’, and ‘front 
doors’. Indeed, public officials have argued they are simply 
introducing the ‘rule of law’ into otherwise ‘lawless spaces’, 
‘law-free zones’, and ‘hiding places’ (Hewson & Harrison, 
2021, pp. 11, 12). Furthermore, the audience is directed to 
focus on the ‘needs’ of law enforcement and the reasonable-
ness of ‘assistance and cooperation’ from service providers. 
As such, fundamental ethical questions are ‘bracketed out’ 
and replaced by technocratic claims about the necessity and 
proportionality of ‘responsible encryption’ laws mandating 
access to plaintext copies of encrypted communications (see 
also Rodenstein, 2017, paras. 50–52). This strategy of nar-
rowly focusing on empirical questions is particularly evident 
in the argumentative discourse between privacy advocates 
and law enforcement officials.

Narrowing the right to encrypt

There are persuasive reasons for recognising an instrumen-
tal ‘right to encrypt’. However, rights are never absolute, 
and conflicts must be resolved through the application of 
moral principles (Waldron, 1989, 2003). It may be useful 
to first consider this problem in abstract terms. Within a 
community, Alice might be considered ‘free’ insofar as she 
is not interfered with by Bob. Thus, to protect Alice’s right 
to non-interference, Bob must be prevented from interfer-
ing. Some degree of interference with Bob’s freedom is thus 
required to protect Alice’s freedom. In this sense, interfer-
ences with freedoms are built into the basic logic of rights. 
Furthermore, such logics justify pre-emptive interferences 
with freedoms (e.g., see Ashworth and Zedner, 2014). For 
example, to prevent Bob interfering with Alice, access to the 
‘instruments of interference’ (such as E2EE) might need to 
be regulated by the state. This can thus limit Carol’s right to 
access such instruments. Thus, resolving conflicts of rights, 
and thereby defining their scope, requires the elucidation of 
moral principles.
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The rhetoric of going dark excels at narrowing the ‘right 
to encrypt’ using a façade of technocratic precision by apply-
ing principles of necessity, proportionality, and account-
ability (see Mann et al., 2018, p. 378). Indeed, such prin-
ciples are used to ‘trade-off’ interests in ways that favour 
the advocates of digital surveillance programs (Bronitt & 
Stellios, 2005, p. 887; Barnard-Wills, 2011, p. 555; Suzor 
et al., 2017, p. 3). Competing claims about the (un)neces-
sity and (dis)proportionality of digital surveillance go to 
questions about their capacity to achieve desired outcomes, 
the reasonableness of an interference, and the viability of 
less intrusive policy options (Macnish, 2018, pp. 145, 151), 
while claims about (un)accountability concern what social 
and legal structures provide sufficiently independent over-
sight of decisions about, and the exercise of, digital surveil-
lance powers (Mann et al., 2018, pp. 378, 379). Yet it is 
the malleability of such principles that render them vulner-
able to distortion in rhetorical justifications for ‘responsible 
encryption’ laws.

The first requirement for satisfying the necessity princi-
ple is that there is, indeed, a policy problem that requires 
state intervention. Few scholars contest that cryptogra-
phy is misused by criminals. Indeed, offenders have been 
observed to consciously use encryption to evade detection 
by law enforcement and intelligence agencies (van der 
Bruggen & Blokland, 2021, p. 960; Jardine, 2021, p. 13; 
Kowalski et al., 2019, p. 248; Hutchings and Holt, 2015, 
p. 600). While the specific offences vary in severity, this 
includes harms such as the distribution of child exploitation 
material (O’Brien, 2014, pp. 247, 248; Maras, 2014, p. 22) 
and the sale of illegal drugs and weapons (Phelps & Watt, 
2014, pp. 266, 267; Martin, 2014, p. 358). For example, 
a semantic analysis of indexed webpages on the dark web 
(n = 1171) suggests at least 18% of darknet sites are being 
used for distributing child exploitation material (Guitton, 
2013, p. 2809). Similar research using an automated web 
crawler suggests 10–15% of darknet pages distribute such 
material (Spitters et al., 2014, p. 223). Further, an analysis 
of the Silk Road 2.0 marketplace suggests illicit substances 
constituted 19% of all advertised products (Dolliver, 2015, 
p. 1119). Thus, it is easy to satisfy the first requirement of 
the necessity principle.

Yet despite these criminal misuses of cryptography, the 
critics of ‘responsible encryption’ laws argue they are still 
not necessary. That is, the necessity principle is not satisfied 
if there are alternative solutions available (e.g., Swire and 
Ahmad, 2012, p. 420). This claim suggests law enforcement 
have (more than) enough access to information for the pur-
poses of criminal investigations. For example, the Ameri-
can Civil Liberties Union (2015, para. 9) has argued that 
“encryption is not a problem to be solved” on the basis that:

[L]aw-enforcement authorities are now operating in a 
“golden age of surveillance.” While technology prom-
ises to secure the content of our communications, it 
has at the same time made our lives more transparent 
to law enforcement than ever before. With little effort, 
police forces can now determine a suspect’s exact 
location over a period of months, his every confeder-
ate, and every other digital fingerprint he leaves when 
interacting with technology.

As such, it is claimed the investigative capabilities of law 
enforcement have not been unduly disrupted by cryptogra-
phy (e.g., Walden, 2018; Koops and Kosta, 2018). Alterna-
tive investigatory options include undercover operations, the 
use of cryptanalysis to target vulnerabilities in the imple-
mentation of cryptosystems, metadata surveillance capabili-
ties, and open-source intelligence gathering (Walden, 2018, 
pp. 905, 906). Indeed, one analysis of Dutch court cases 
between 2015 and 2019 (n = 3214) suggests, of those cases 
that proceed to trial, “law enforcement appears to be as suc-
cessful in prosecuting offenders who rely on encrypted com-
munication as those who do not” (Hartel & van Wegberg, 
2021, p. 1).

However, the necessity principle remains malleable to 
distortion by the rhetoricians of going dark. These advocates 
of ‘responsible encryption’ laws merely assert such powers 
are necessary by focusing on the impacts on investigations 
rather than prosecutions. For example, former FBI director 
Wray (2017, para. 36) noted that “in the first 11 months of 
this fiscal year alone, we were unable to access the con-
tent of more than 6900 mobile devices using appropriate 
and available tools, even though we had the legal authority 
to do so”. Similarly, the Australian Department of Home 
Affairs (2018, p. 5) has argued that over 90% of the Austral-
ian Security Intelligence Organisation’s priority investiga-
tions are disrupted by encryption. This data is drawn from 
law enforcement agencies themselves, rendering it difficult 
for digital rights advocates to contest. The claim is reiterated 
by the rhetoricians of going dark, who deploy the necessity 
principle to narrow the scope of any ‘right to encrypt’.

The proportionality principle is similarly deployed to 
both justify and criticise the reasonableness of ‘responsi-
ble encryption’ laws. For example, cybersecurity experts 
have warned that weakening cryptosystems will “open 
doors through which criminals and malicious nation-states 
can attack the very individuals law enforcement seek to 
defend” (Abelson et al., 2015, pp. 24, 25). Thus, they argue 
‘responsible encryption’ (and exceptional access) laws will 
lead to greater costs than their purported benefits. Therein, 
even if such powers are necessary to prevent the criminal 
misuses of cryptography, the detrimental consequences for 
cybersecurity interests undermine the state’s claims about 
proportionality. Yet the rhetoricians of going dark simply 
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focus on different categories of harm to satisfy the propor-
tionality principle and justify ‘responsible encryption’ laws. 
For example, the top law enforcement officials in the FVEY 
(Office of Public Affairs, 2020, paras. 2, 3) have argued:

Particular implementations of encryption technology, 
however, pose significant challenges to public safety, 
including to highly vulnerable members of our socie-
ties like sexually exploited children… We call on tech-
nology companies to work with governments to… [e]
nable law enforcement access to content in a readable 
and usable format where an authorisation is lawfully 
issued, is necessary and proportionate, and is subject 
to strong safeguards and oversight.

The proportionality principle is here deployed to assert 
that harms to “sexually exploited children” are severe 
enough to warrant “law enforcement access to content in 
a readable and usable format”. This strategy of framing the 
issue as about selective types of harm is well-documented as 
appealing to the “horsemen of the infopocalypse” (Jordan, 
2015, pp. 104, 105; Carey and Burkell, 2007). As such, the 
rhetoricians of going dark focus on selective harms, ignor-
ing concerns about cybersecurity vulnerabilities if access to 
E2EE is restricted.

This rhetorical strategy is possible because of the fluid-
ity of ‘harm’ as a moral signifier. Indeed, counterarguments 
that digital surveillance programs are disproportionate rely 
upon competing claims that the ‘harms’ occurring in cyber-
space are being exaggerated (Yar & Steinmetz, 2019, pp. 
97; 210–213). For example, technologist Schneier (2019, 
paras. 2, 7) has argued regulators are “scaring people into 
supporting backdoors”:

Since the terrorist attacks of 9/11, the US government 
has been pushing the terrorist scare story. Recently, 
it seems to have switched to pedophiles and child 
exploitation… None of us who favor strong encryp-
tion is saying that child exploitation isn’t a serious 
crime, or a worldwide problem. We’re not saying that 
about kidnapping, international drug cartels, money 
laundering, or terrorism. We are saying three things. 
One, that strong encryption is necessary for personal 
and national security. Two, that weakening encryption 
does more harm than good. And three, law enforce-
ment has other avenues for criminal investigation than 
eavesdropping on communications and stored devices.

These types of claims that “weakening encryption does 
more harm than good” similarly assume there are objective 
measures of ‘harm’ that can inform assessments of propor-
tionality. Yet the severity of a ‘harm’ is not only about the 
quantity of events. It is also linked to intersubjective judge-
ments about the moral gravity of an action. Indeed, Cohen 
(2002, p.xxxiv), the theorist of moral panics, has observed, 

“we have neither the quantitative, objective criteria to claim 
that R (the reaction) is ‘disproportionate’ to A (the action) 
nor the universal moral criteria to judge that R is an ‘inap-
propriate’ response to the moral gravity of A”. As such, 
given how cryptography can be misused by criminals, the 
proportionality principle is readily distorted by rhetoricians 
to narrow the scope of a ‘right to encrypt’.

The proportionality principle is also malleable due to 
the connections rhetoricians draw between ‘harm’ and the 
‘risk’ of harm. As Ashworth and Zedner (2014, p. 95) have 
argued, “[i]f a certain form of wrongdoing is judged seri-
ous enough to criminalize, it ought surely to follow that 
the state… should assume responsibility for taking steps 
to protect people from such wrongdoing and harm”. This 
is the logic of preventive justice, where “the possibility 
of forestalling risks competes with and even takes prec-
edence over responding to wrongs done” (Zedner, 2007, p. 
262). Indeed, interviews with cybersecurity experts high-
light how concerns about ‘harm’ are predominantly based 
upon hypothetical, rather than actual, scenarios (Carroll & 
Windle, 2018, p. 285). For example, former FBI director 
Comey (2014, paras. 11, 32) made the following observa-
tion about the protective and preventive functions of law 
enforcement access to encrypted communications:

We call it “Going Dark,” and what it means is this: 
Those charged with protecting our people aren’t 
always able to access the evidence we need to pros-
ecute crime and prevent terrorism even with law-
ful authority… We are completely comfortable with 
court orders and legal process—front doors that pro-
vide the evidence and information we need to inves-
tigate crime and prevent terrorist attacks.

These protective and preventive functions of digital sur-
veillance programs are thereby invoked within the rhetoric 
of going dark to further shift the ‘balance’ in assessing 
proportionality. Consequently, competing claims about 
the disproportionality of ‘responsible encryption’ laws are 
readily neutralised by invoking the risks of cybercrime 
and terrorism.

One final aspect of the rhetoric of going dark used to 
narrow the scope of the ‘right to encrypt’ is the principle 
of accountability. Such rhetoric invokes the ‘objective’ 
and ‘neutral’ role of the judiciary or subject-matter experts 
as arbiters of striking the right ‘balance’ between compet-
ing interests. However, such ‘safeguards’ are also readily 
deployed in pursuit of digital surveillance programs (Mann 
et al., 2018, p. 378). For example, one Five Country Min-
isterial Communique (2018, paras. 25–26) included the 
following comments:

Each of the Five Eyes jurisdictions will consider how 
best to implement the principles of this statement, 
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including with the voluntary cooperation of industry 
partners. Any response, be it legislative or otherwise, 
will adhere to requirements for proper authorization 
and oversight, and to the traditional requirements 
that access to information is underpinned by war-
rant or other legal process.

The rhetoricians of ‘going dark’ thus employ the account-
ability principle (‘authorization and oversight’) as a strat-
egy for negating concerns about the scope of ‘responsible 
encryption’ laws. In this sense, the requirement to obtain a 
‘warrant’ is framed as sufficient for satisfying the principle 
(e.g., Lauer and Lauer, 2018). There is no consideration that 
such powers might require democratic or individual mod-
els of consent, and instead faith is placed in judicial and 
technical experts as sources of non-arbitrary power. This 
highlights the limitations of existing arguments for a ‘right 
to encrypt’ insofar as they rely upon the same technocratic 
principles as the advocates of ‘responsible encryption’ laws. 
Consequently, rhetoricians are able to narrow the scope of 
such a right via the malleability of necessity, proportionality, 
and accountability.

The principle of cryptographic justice

Resolving conflicts between rights invariably requires the 
‘balancing’ of the underlying interests they serve (Waldron, 
2003; Raz, 1986). Moral principles can thus help to guide 
decisions about how such conflicts ought to be resolved. As 
noted, the advocates of a ‘right to encrypt’ and the rhetori-
cians of ‘going dark’ similarly focus on technocratic claims 
about the (un)necessity, (dis)proportionality, and (un)
accountability of digital surveillance programs. These types 
of technocratic principles attempt to ‘balance’ interests using 
utilitarian standards and the pretence of scientific precision. 
Yet their rhetorical malleability allows those with social and 
political power to influence the outcomes of their applica-
tion. This highlights the need for a domain-specific principle 
of justice to guide moral deliberation about the impacts of 
cryptography on power dynamics within information socie-
ties. Such a principle can highlight the value of a ‘right to 
encrypt’ without relying on technocratic language.

The process of specification involves identifying domain-
specific moral principles for decision-making, including 
within technology and cybersecurity ethics (e.g., Formosa 
et al., 2021, p. 3). It involves “reducing the indeterminate-
ness of general norms to give them increasing action guid-
ing capacity, while retaining the moral commitments to the 
original norm” (Beever & Brightman, 2016, p. 282, sum-
marising Beauchamp, 2003). Indeed, for a moral principle to 
be useful for decision-making, it should ideally be specified 

to a particular domain (Beauchamp & DeGrazia, 2004, p. 
61). A principle of cryptographic justice should therefore be 
specified with reference to existing scholarship about data 
and information justice (e.g., Butcher, 2009; Johnson, 2014; 
Dencik et al., 2016) and broader literature about the moral 
characteristics of cryptography and surveillance (e.g., Belt-
ramini, 2021; Rogaway, 2015). These literatures can provide 
the basis for a domain-specific principle of cryptographic 
justice.

Existing norms and moral characteristics

The concepts of information justice and data justice provide 
ideal foundations as they already adapt the broader concept 
of justice to the context of information societies. Broadly, 
information societies are where “economic relations are 
no longer primarily organized on the basis of material 
goods… everything is organized on the basis of informa-
tion and knowledge” (Lyon, 2013, p. 1). It is within this 
context that the notions of information and data justice have 
been developed. For example, the concept of ‘information 
justice’ describes how socio-economic inequities are being 
exacerbated by the integration of ICTs within most facets 
of the economy, thereby “conferring power disproportion-
ately on the information-wealthy at great expense to the 
information-poor” (Butcher, 2009, p. 57; Johnson, 2014). 
This concept was further developed by Dencik et al. (2016, 
p. 9) as ‘data justice’ to articulate how the commodification 
of personal information “requires us to scrutinise the inter-
ests and power relations at play in ‘datafied’ societies that 
enfranchise some and disenfranchise others”. Broadly, data 
justice is thus about “fairness in the way people are made 
visible, represented and treated as a result of their production 
of digital data” (Taylor, 2017, p. 10).

Access to data is thus a problem of justice as it influ-
ences power dynamics within information societies. As 
such, the concepts of information and data justice have been 
deployed to critique the ethics of data collection regimes 
(Dencik et al., 2016). For example, scholars have examined 
how the datafication of community transport services using 
information from cellular phones has led to the invisibility 
of elderly populations in policy-making processes (Sourbati 
& Behrendt, 2021), how government practices of verifying 
the identities of displaced persons impact patterns of urban 
planning policymaking that disadvantage them (Heeks & 
Shekhar, 2019), how the datafication and automation of wel-
fare programs has accelerated the surveillance of impover-
ished populations (Mann, 2020), and how transparency laws 
governing fossil fuel industries can enhance citizen oversight 
and regulation (Jalbert et al., 2019). In each of these scenar-
ios, scholars have critiqued how access to information vari-
ously (dis)empowers individuals, corporations, and the state.
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Cryptography further complicates these types of prob-
lems because it enhances control over who has access to this 
information. Indeed, as Rogaway (2015, p. 42) has argued, 
cryptography “can be developed in directions that tend to 
benefit the weak or the powerful” and this requires moral 
deliberation about both its character and consequences. In 
this sense, there are unique issues associated with encryp-
tion law and policy that require further specification and 
consideration. Here, it is useful to engage with the broader 
literature about the underlying moral characteristics of 
cryptography. One view among ‘crypto anarchists’ is that 
cryptography is, itself, morally neutral. That it is merely 
a tool that may be (mis)used by human decision-makers. 
This worldview is succinctly expressed by crypto anarchist 
Timothy C. May (quoted in Moore and Rid, 2016, pp. 24, 
25) within the phrase “crypto = guns”, where he draws a 
moral equivalence between access to cryptography and the 
right to keep and bear arms. It is consistent with the value-
neutrality thesis (Pitt, 2014), which asserts that technical 
artifacts do not contain intrinsic normative characteristics. 
Indeed, a content analysis of the hacker publication 2600: 
The Hacker Quarterly between 2002 and 2012 reveals how 
‘individual responsibility’ is the central rhetorical device 
used by computer hackers to oppose state regulation of tech-
nology, regardless of any harmful consequences (Steinmetz 
& Geber, 2015, pp. 37–42). This is a line-of-reasoning that 
informs techno-libertarianism and thus reflects one model 
of justice (i.e., Nozick, 1974) that a principle could be based 
upon.

However, not all ‘crypto anarchists’ subscribe to a form 
of radical individualism, place faith in free markets, or sub-
scribe to meritocracy as a model for a just society. There 
is diversity of thought within the movement and this is 
reflected in the descriptions of cryptography as a “surpris-
ingly political” (Zimmerman, 1994, para. 4) or “inherently 
political tool” (Rogaway, 2015, p. 1). In this sense, the 
moral character of cryptography is intrinsically linked to 
how it “rearranges power” based upon who can (and cannot) 
secure their data (Rogaway, 2015, p. 1). In contrast to the 
value-neutrality thesis, moral values are therefore built into 
cryptographic artefacts by virtue of their purpose (or telos) 
within an information society (see Miller, 2021). In this vein, 
crypto anarchists intuitively understand cryptography as a 
technology for resisting domination – the arbitrary exercise 
of surveillance powers (Beltramini, 2021, p. 102; Kinna and 
Prichard, 2019). This prompts the development and dissemi-
nation of new and better ciphers for the purpose (or telos) 
of resisting arbitrary state and corporate surveillance. For 
example, David Chaum’s (1985, p. 1030) foundational paper 
on cryptocurrencies argued for their revolutionary potential 
to “make big brother obsolete” by empowering citizens to 
circumvent centralised financial institutions, Phil Zimmer-
man’s (1994) release of Pretty Good Privacy empowered 

ordinary citizens to use public key cryptography to avoid 
state surveillance programs, and WikiLeaks’ use of cryptog-
raphy as a “technology of dissent” enables whistleblowing 
about state crimes (Curran & Gibson, 2013, p. 307). Far 
from a form of techno-libertarian praxis, such ‘anti-surveil-
lance’ technologies are often developed collaboratively and 
released as Free and Open-Source Software in pursuit of 
the common good (Taffel, 2015; Rogaway, 2015). It is in 
this sense that a principle of cryptographic justice should 
acknowledge the purpose (or telos) of cryptography as about 
empowering the comparatively powerless.

This is consistent with recent scholarship in surveillance 
ethics that argues a civic republican model of ‘non-dom-
ination’ is useful for conceptualising when interferences 
with privacy are morally arbitrary. From this perspective, 
arbitrary interferences with privacy are those that have not 
been authorised via meaningful democratic decision-mak-
ing processes (Newell, 2014, p. 520). For example, Newell 
(2014, p. 520) has argued that even benevolent surveillance 
programs are akin to benevolent dictators who retains the 
potential to dominate citizens in the absence of democratic 
checks and balances. This metaphor of the ‘friendly des-
pot’ is a useful device for conceptualising liberty as being 
about non-domination, as a ‘friendly despot’ may change 
their mind and arbitrarily interfere at any point in the future 
(Pettit, 2011, p. 714). From this perspective, depriving the 
subjects of surveillance the opportunity to participate in self-
government via paternalistic ‘responsible encryption’ laws is 
an act of domination regardless of the intentions of lawmak-
ers. Given concerns about the tendency of FVEY officials 
to engage in a politics of fear and ‘policy laundering’ to 
legitimate surveillance powers (Ogasawara, 2022; Simone, 
2009), it is argued a moral language of ‘non-domination’ 
better captures the concerns of digital rights advocates with 
regards to how access to E2EE influences power dynamics 
within information societies.

Specifying the principle of cryptographic justice

Building upon these literatures, the principle of crypto-
graphic justice can be specified in the following way: the 
design of encryption laws and policies should empower 
the comparatively powerless to protect themselves from 
domination (i.e., arbitrary surveillance). This acknowledges 
the inherently moral character of cryptography as impact-
ing power dynamics within information societies and not 
merely as a tool that is (mis)used by individuals. As such, 
the principle of cryptographic justice can guide more robust 
decision-making about the morality of alternative options for 
encryption law and policymaking.

For example, a decision to implement ‘responsible 
encryption’ laws will have the consequence of empower-
ing eavesdroppers to intercept encrypted communications. 
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Indeed, undermining the availability of encryption tech-
nologies will invariably expose ordinary users to man-in-
the-middle attacks and other data breaches orchestrated by 
malicious third parties. Potential eavesdroppers include state 
and non-state actors with high levels of digital literacy, and 
they are therefore powerful agents within an information 
society. While it is true that virtuous eavesdroppers might 
protect the comparatively powerless, ‘responsible encryp-
tion’ laws will always have the effect of further disempow-
ering the comparatively powerless—the ordinary users 
who lack knowledge of information security. In this sense, 
‘responsible encryption’ laws cannot satisfy a principle of 
cryptographic justice as they further empower the already 
powerful. Alternatively, relying and expanding upon existing 
methods of cryptanalysis, undercover network operations, 
and criminalising non-compliance with production orders 
for documentary evidence, all serve the interests of victims 
while not systemically weakening the data privacy and secu-
rity of ordinary users. Overall, a domain-specific principle 
of cryptographic justice can enable a systems-level critique 
of how encryption laws and policies (dis)empower moral 
agents to protect themselves.

A moral principle that embraces an orientation towards 
the interests of the comparatively powerless addresses some 
(but not all) of the limitations identified with the technocratic 
language used to justify and narrow the ‘right to encrypt’. 
Indeed, the supposed neutrality of ‘balancing’ using princi-
ples of necessity, proportionality, and accountability lends 
itself to reinforcing and exacerbating existing power dynam-
ics within information societies, as those already with power 
can shape the outcomes of debates within the public sphere. 
As noted above, the rhetoricians of going dark effectively 
distort the concepts of harm, risk, and reasonableness to 
influence judgements about the necessity, proportionality, 
and accountability of alternative encryption laws and poli-
cies. By way of contrast, a principle of cryptographic justice 
that explicitly adopts an orientation towards the interests of 
the comparatively powerless does not pretend to neutrality 
or objectivity in moral decision-making. Rather, by asserting 
the moral priority of empowering the comparatively pow-
erless, rather than the interests of the state (and its agents) 
to paternalistically protect them, the moral calculus shifts 
more clearly in favour of justifying the ‘right to encrypt’ and 
encouraging law enforcement to adopt alternative investiga-
tive strategies for responding to the problem of going dark.

Yet this is not a silver bullet for those who wish to argue 
for an absolute ‘right to encrypt’ or dismiss the problem 
of going dark. Even where the interests of the compara-
tively powerless are morally prioritised there remains ten-
sion and conflicts. Two key issues concern the need to 
develop shared and unambiguous definitions of who con-
stitutes the ‘comparatively powerless’ and what constitutes 
‘non-arbitrary’ sources of power. Without some measure 

of agreement, a principle of cryptographic justice will 
be similarly vulnerable to rhetorical distortion. This will 
require further research beyond the scope of the present 
article. Further, the data privacy and security of ordinary 
users will always conflict with the interests of cybercrime 
victims. Indeed, cryptography does empower malicious 
actors to engage in harmful activities and undermines the 
potential for victims to restore material and non-material 
losses. However, despite these limitations, a principle 
of cryptographic justice has one significant benefit: it 
requires decision-makers to consider the broader social 
and political impacts of cryptography, rather than focusing 
exclusively on the actions of individuals. It is thus useful 
for highlighting the benefits of E2EE for ordinary users, 
including data privacy and security, protecting freedom 
of expression, and protection against compelled speech. It 
acknowledges that in adjudicating conflicts there can be no 
‘scientific’ balancing of interests. As such, the principle of 
cryptographic justice reorients the debate away from any 
pretence of technocratic objectivity and towards a systems-
level analysis of power relations. It can thus assist deci-
sion-makers to avoid reinforcing unjust power dynamics 
by, for example, granting the state increasingly invasive 
access to the data of ordinary citizens. In this sense, a 
principle of cryptographic justice serves to complement 
and contextualise the application of other principles—such 
as necessity, proportionality, and accountability—rather 
than replace them.

Conclusion

Access to cryptography is a problem of justice within infor-
mation societies as it shapes who has access to what infor-
mation. Yet despite the efforts of digital rights advocates to 
articulate the value of a ‘right to encrypt’, multiple jurisdic-
tions within the FVEY have recently passed ‘responsible 
encryption’ laws that restrict access to E2EE. As such, this 
article has specified a principle of cryptographic justice as 
a response to the problem of going dark: encryption laws 
and policies should be designed to empower the compara-
tively powerless to protect themselves from domination 
(i.e., arbitrary surveillance). This principle helps to reorient 
the debate towards systems-level analyses of power within 
information societies. Such a principle is therefore useful for 
addressing some (but not all) of the limitations associated 
with the language used to justify a ‘right to encrypt’. Indeed, 
there are good reasons for recognising such a right, includ-
ing users’ data privacy and security, protecting freedom of 
expression within cyberspace, and protection against com-
pelled speech by the state. However, the rhetoricians of the 
problem of going dark have successfully narrowed the scope 
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of any such right by appealing to technocratic principles of 
necessity, proportionality, and accountability. It is argued 
this rhetoric is more effectively responded to by avoiding 
any pretence of technocratic ‘neutrality’ or ‘objectivity’ in 
moral decision-making, and instead by invoking an explicit 
orientation towards the telos of cryptography as empower-
ing the comparatively powerless to resist morally arbitrary 
forms of surveillance.
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