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ethics washing (Wagner, 2018) to problems of representa-
tion or checks and balances (Delacroix & Wagner, 2021; 
Nemitz, 2018; van Dijk et al., 2021; Yeung et al., 2020). By 
contrast, there has been little reflexivity on (1) the history 
of the ethics of AI as an institutionalized phenomenon1 and 
(2) the comparison to similar episodes of “ethification”2 in 
other fields, to highlight common (unresolved) challenges.3

For the scope of this article, institutionalization refers to 
the creation of bodies, expert groups or committees with 
administrative and consultive functions, as a method for 

1  This is not the case, for instance, in the field of Responsible 
Research and Innovation (RRI), which will be discussed below. See 
(Owen, Schomberg, et al., 2021; Shanley, 2021).

2  Ethification is “the proliferation of invocations of ‘ethics’ and ‘ethi-
cal principles and values’ in legal, policy, academic and corporate 
discourses about the governance of technology and the growing 
institutional importance of ethical expertise through bodies such as 
ethical committees, advisory groups and boards, as well as through 
procedures enshrined in methodological documents such as ethical 
guidelines and checklists”. See (van Dijk et al., 2021, p. 2).

3  With some notable exceptions, e.g. (Mittelstadt, 2019)

Introduction

Especially in the last decade, several scholars, policymakers 
and organizations in the European Union (EU) have turned 
their attention to the ethics of (trustworthy and human-cen-
tric) Artificial Intelligence (AI). So far, scholarly works have 
gone in two main directions. On the one hand, some schol-
ars have focused on which ethical principles are the most 
suited for this field and how they should be operationalized 
in practice (Jobin et al., 2019; Sartor, 2020), often looking at 
the precedent of bioethics (Floridi et al., 2018; Morley et al., 
2021). On the other hand, other scholars have been skeptical 
of these invocations of AI ethics for several reasons, from 
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decision-making in controversial issues involving science 
and technology. The focus is on institutionalization in more 
“governmental” terms, looking at initiatives of some promi-
nent EU institutions and expert groups.4 In these contexts, 
ethics has had an increasing influence on the governance and 
regulation of emerging technologies at the EU level. The 
decisions, opinions and guidelines of ethics expert bodies 
have had consequences within the landscape of innovation 
governance. This warrants a critical check, both regarding 
the institutional aspects and the narratives about the history 
of the institutionalization process of ethics.

The dominant narrative on AI ethics, backed up not only 
by some scholars, but also by political institutions such 
as the European Commission (EC), is that quick digital 
technological developments are to some extent inevitable 
and/or necessary to address societal challenges, since they 
bring about terrific opportunities, but they also pose new 
unpredictable risks. Therefore, a mix of ex-ante and ex-
post approaches, often, but not always, grouped under the 
label of “ethics”,5 that consider the most desirable paths for 
technological developments and assess their social impacts, 
are deemed necessary to govern emerging technologies 
and mitigate risks and harms to individuals. Many of these 
approaches have become, throughout the years and to differ-
ent degrees and in different ways, institutionalized.

In the field of ethics of AI, this narrative can be observed 
in the European landscape in the documents and initiatives 
of the European Commission’s Robotics and AI Unit at the 
Directorate-General for Communications Networks, Con-
tent and Technology (DG Connect) (European Commission, 
2018b, 2018a) and European Parliament’s Committee on 
Legal Affairs (JURI) on AI (García del Blanco, 2020), but 
also in the work of ethical advisory bodies like the European 
Group on Ethics in Science and new technologies (EGE) 
(European Group on Ethics in Science and New Technolo-
gies, 2018) or of expert groups created ad hoc to address 
ethical issues around the digital domain or AI, such as the 
EDPS EAG (European Data Protection Supervisor Ethics 
Advisory Group, 2018) or the AI HLEG (High-Level Expert 
Group on Artificial Intelligence, 2019a).

4  There are different ways to conceive institutionalization (Tal-
lacchini, 2009, p. 287). While the focus of this article is on policy 
instruments for science and technology governance and develop-
ment, institutionalization can also be conceived more broadly as the 
creation of university curricula, conferences and events, or of codes 
of conduct, in areas other than science and technology. Focusing on 
these alternative modes of institutionalization requires, however, 
separate work. See e.g. (Owen, Pansera, et al., 2021)

5  These methods have been labeled “ethical” even if they belong to 
different methodological and disciplinary traditions, including e.g. 
philosophy, sociology, management, media studies or computer sci-
ence. See (Reijers et al., 2018).

However, this narrative seems to overlook certain aspects 
of the history of the institutionalization of ethics both in the 
US and the EU. Science and Technology Studies(STS)-
informed perspectives have highlighted additional explana-
tions for the rise of institutionalized ethics. Although there 
is no agreement on historical and sociological accounts of 
institutionalized ethics, since these phenomena are all still 
too recent (Eckenwiler & Cohn, 2007), STS scholars have 
described the ways institutions and organizations have long 
resorted to ethics in other fields, primarily in the life sci-
ences (Jasanoff, 2011; Tallacchini, 2009), by looking at 
what the actors discursively perform and construct as ethics 
and by analysing the institutional settings in which different 
interests and strategies are pursued (van Dijk et al., 2021). 
Examples are the need for governments to gain more control 
of scientific research (e.g. bioethics or Technology Assess-
ment (TA) in the US) or to bring institutions closer to the 
public on controversies related to emerging technologies 
(e.g. in the EU, Jecker et al., 1997).

Building on these insights, this article analyzes how dif-
ferent approaches, i.e., bioethics, TA, Ethical Legal and 
Social (ELS) research and Responsible Research and Inno-
vation (RRI), followed one another, often “in the name of 
ethics”, to address previous criticisms and/or to legitimate 
certain scientific and technological research programs. It 
focuses on how some historical and sociological accounts 
(Evans, 2012; Jecker et al., 1997; Jonsen, 1998; Rothman, 
1991) of these approaches can provide insights into pres-
ent challenges to the ethics of AI related to methodological 
issues, mobilization of expertise and public participation. 
This brief history does not only highlight disruptive changes 
but also continuity, i.e. how, in practice and partially in con-
trast with the proclaims and visions of some programmatic 
documents, different ethical approaches and the ethics of 
AI6still co-exist and draw on each other.

   The structure7 of the article is the following. In Sec-
tion 2, an overview of traditional bioethics in the US will 
be presented,8 starting from its origin in the 1960s. The 
political and methodological context around its birth will 
be sketched and compared to that of Europe in the early 
1990s. Section 3 will summarize the history of TA, looking 
into the rise and fall of the Office of Technology Assess-
ment (OTA) in the US and into the several initiatives that 

6  Since several articles have been already written mapping the cur-
rent institutionalization of AI ethics, this part will be omitted here due 
to space constraints. See e.g. (Hagendorff, 2020; Jobin et al., 2019; 
van Dijk et al., 2021)

7  I thank the anonymous reviewer for the useful suggestions to re-
structure part of the paper.

8  The scope of the article is the EU, but, since the US influenced the 
EU in the development of bioethics and other forms of ethics, it is 
important to look at the American context too before moving to the 
EU.
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took inspiration from it in Europe since the 1980s. Section 4 
will sketch the spread of ELS- programs in the US and EU. 
Each Section will end with a subsection (2.3, 3.3 and 4.3) 
in which “older” forms of institutionalized ethics are com-
pared to the current AI ethics. Section 5 will conclude and 
provide some recommendations.

Common morality and “principlism” bioethics

The origins in the US: public scandals and the birth 
of bioethics

The term “bioethics” was revived9 in the US by biochemist 
Van Rensselaer Potter (1911–2001) as an ethical reflection 
on human, animal and natural life triggered by scientific 
and technological developments (Potter, 1970). In the same 
years, it is André Hellegers, physician and theology pro-
fessor (1926–1979), and later the Georgetown model of 
bioethics,10 however, that conceived bioethics in a narrower 
sense, more related to “medical ethics”.11

Bioethics in this narrow sense provided a new language 
that could address the problems resulting from a series of 
medical research scandals in the 1960s, when it was more and 
more questioned whether scientists should have the author-
ity or decisional power over the ethics of their experiments. 
After public scandals appeared in the press12 and discus-
sions took place in the Senate, the US government adopted 
the National Research Act, which established in 1974 “The 
National Commission for the Protection of Human Subjects 
of Biomedical and Behavioral Research” (which lasted until 
1978; hereinafter “the National Commission”).13

The National Commission published the Belmont Report 
and the Institutional Review Board (IRB) Report. The IRB 
report endorsed the creation of IRBs, independent ethical 

9  The term goes back to at least the German theologian Fritz Jahr 
(1895–1953). See (Jahr, 1927; Sass, 2007).

10  The first US-based institute for bioethics, the Kennedy Institute, 
was established at Georgetown University in Washington DC. See 
(Reich, 1995).
11  This tradition goes back to the Greek physician Hippocrates 
(460 − 370 BC) but that was first coined by English physician Thomas 
Percival (1740–1804) in his book “Medical Ethics; or, a Code of Insti-
tutes and Precepts, Adapted to the Professional Conduct of Physicians 
and Surgeons” (1803).
12  Especially the Tuskegee syphilis case, on which the New York 
Times published an article in 1972, available at https://www.
nytimes.com/1972/07/26/archives/syphilis-victims-in-us-study-went-
untreated-for-40-years-syphilis.html. When the story came out, the 
medical community ignored it or criticized the press for being irre-
sponsible and interfering with research. See (McNeill, 1993, p. 61).
13  It was an independent body made of eleven members, five scien-
tists and six nonscientists, including social scientists and theologians. 
See (Evans, 2012, p. 40; Yesley 2008, p. 3).

committees to peer review publicly funded research,14 later 
legally established in 1991, the Federal Policy for the Pro-
tection of Human Subjects, also known as the “Common 
Rule”.15 The Belmont report, published in 1979, identified 
three basic principles for human research that were later 
given a scholarly/philosophical foundation, i.e. respect for 
persons (linked to informed consent), beneficence (linked 
to risk-benefit analysis) and justice.16 Such principles were 
not groundbreaking or new for scientists, but rather “a post 
hoc philosophical backfilling of justifications for practices 
scientists had supposedly endorsed for many years” (Faden 
& Beauchamp, 1986, p. 216).

Philosophical thought, as a form of secularized thinking 
(as opposed to theology), but still “external” and critical to 
science, eventually influenced the National Commission 
and a particular philosophy provided a background for the 
new profession of bioethics. Philosophers Tom Beauchamp 
and James Childress co-authored a textbook (Beauchamp & 
Childress, 2019) that formalized the principles of the Bel-
mont report in a coherent philosophical theory, later called 
also “principlism”.

Also referred to as the common morality principle, this 
method has become the reference point for bioethics pro-
fessionals, and not primarily for its academic excellence or 
internal coherence. The method, for instance, was endorsed 
by the US government, being attractive to government’s 
officials for the claim to represent common morality (Evans, 
2012, p. 57) and speaking in the name of the values of the 
people. It was a good fit with American law (Evans, 2012, 
p. 48), having an appealing basic structure ensuring sim-
plification of decision making as opposed to disorderly or 
somehow arbitrary systems used before, and with bureau-
cratic authorities in health care institutions. It provided an 
opportunity to increase trust, to counter the decline of trust 
in physicians, also due to the debates and scandals about 
human experiments and their coverage by the press (Roth-
man, 1991, p. 61). Finally, academically, it was a middle 
ground between the two competing moral theories of deon-
tology and consequentialism and, in line with utilitarian 

14  The concept of oversight by an independent committee was already 
introduced by the Declaration of Helsinki at Art. I.2: “The design and 
performance of each experimental procedure involving human sub-
jects should be clearly formulated in an experimental protocol which 
should be transmitted to a specially appointed independent committee 
for consideration, comment and guidance.” (Text from the revision of 
1975).
15  Department of Health and Human Services Rules and Regulations; 
Title 45; Code of Federal Regulations (CFR); Part 46.
16  The limited number of principles was chosen to simplify deci-
sion-making in bioethics and enhance calculability. A member of the 
National Commission, for instance, complained that in earlier drafts 
of the Belmont Report there were “too many principles” (originally 
7) and that the list was not “crisp enough”. See (Evans, 2012, p. 52; 
Jonsen 1998, p. 103).
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Second, ethics allowed the EU legislator to address value-
related issues in life sciences despite these being usually 
regulated at a national level, avoiding conflicts and negoti-
ating between diverging positions of EU Member States.20 
The role of the GAEIB was thus also of political integra-
tion, making the discrepancies regarding moral visions at 
the EU and Member States’ level, as well as disharmony in 
the respective legal frameworks, coexist (Tallacchini, 2009, 
p. 293). One of the main contrasts in life sciences in the 
1990s, for example, regarded the opposition to some forms 
of genetic engineering research, for instance in Germany, in 
contrast to more accepting and experimental attitudes, such 
as in the UK (Jasanoff, 2005).

The criticisms by the European Parliament 21 contributed 
to the replacement of the GAEIB by the EGE in 1997, which, 
until today,22 has been tasked to cover all areas of applica-
tion of science and technology, not just biotechnology. The 
list of opinions of GAEIB and EGE is a good example of 
how to “neutralize”23 socially and politically divisive con-
flicts resulting from the EC policies in life sciences. The 
EGE became an “obligatory passage point” (Callon, 1986) 
for the EU legislator, since whenever directives had any-
thing to do with values, their opinions had to be explicitly 
considered (Tallacchini, 2015, p. 165).

Bioethics and the limits of principle-based ethics

The system of traditional bioethics was successful through-
out the 1970 and 1980 s in the US, but it started showing its 
major political weaknesses in the late 1980s, which were 
reflected in the EU in the 1990s. Despite its steady grow-
ing influence since the 1950s until today, in academia, hos-
pitals and biomedical research centers, bioethics has been 

20  In this sense, ethics was used, paraphrasing (Levidow & Carr, 
1997), also as a “political lubricant”. I thank the anonymous reviewer 
for this insightful remark.
21  The Parliament criticized the GAEIB for focusing too much on 
the interests of research and not enough on the possible effects on 
society; their sometimes-unclear statements; the fact that the EP was 
not consulted on the appointment of the members of the GAEIB. See 
(European Parliament, 1997).The GAEIB was also criticized earlier 
by Green MEPs: “Many public-interest groups see the Bioethics Com-
mittee as a tranquilizer pill for public opinion. […] To instrumentalize 
the ethical debate in this way, by dictating a priori where its findings 
should lead, is an utterly unethical and unacceptable approach to eth-
ics” in H. Breyer, “Committee on Energy, Research and Tech- Nology: 
Draft Response to Bangemann Report [CEC 1991],” 1992, 15.
22  Commission Decision (EU) 2021/156 of 9 February 2021 renew-
ing the mandate of the European Group on Ethics in Science and New 
Technologies, C/2021/715, OJ L 46, 10.2.2021, p. 34–39.
23  The term, used by Jasanoff, refers to the instrumental use of ethi-
cal opinions to de-politicize, or technocratically defuse, value-laden 
conflicts (Jasanoff, 2005, p. 90).

considerations (i.e. balancing risks and benefits), it fits with 
a pluralist society and market-oriented framing of regula-
tory issues on biotechnology (Jasanoff, 2005, p. 177).

The origins of bioethics in the EU (1991–1994)

Bioethics in the US was more a response to controversies 
questioning the authority of scientists, focusing on their 
individual responsibility because of big research scandals 
that attracted public attention. In the EU, by contrast, its 
history is related to solving the problem of democratic defi-
cit and building a European identity (Jasanoff, 2005), in a 
moment of transition from the economic to the political 
unification of the European Community with the Maastricht 
Treaty of 1993 (Tallacchini, 2015, p. 164). In particular, 
the 1990s turn to ethics by the EC took place in a time of 
political clash between the vision of economic growth and 
competitive development held by the EC and the resistance 
or opposition of EU citizens and Member States (Busby et 
al., 2008, p. 804).17 In this historical context, ethics helped 
to mitigate the friction between the EC, EU citizens and EU 
Member States in two ways.

First, to bring EU institutions closer to the public,18 eth-
ics offered a way out of the impasse, for example, between 
a clear Research & Development (R&D) agenda for further 
industrializing agriculture, and the risks to the environment 
perceived by citizens, while the official policy language 
downplayed value judgments on such risks, presenting 
them as “objective” science (Levidow & Carr, 1997). These 
problems were recognized in an EC communication in 1991 
(European Commission, 1991), where ethics is associated 
with the need to avoid uncertainty and confusion in the pub-
lic debate. In this communication, the EC sketched the role 
of what ethics should have been (European Commission, 
1991, p. 16), i.e. (1) opening up the discussion to “inter-
ested parties” and (2) enabling experts to participate in the 
legislative process. Regarding the latter point, a few months 
later, in 1991, the Group of Advisers on the Ethical Impli-
cations of Biotechnology (GAEIB) was established, made 
of six members including scientists, lawyers, philosophers 
and theologians, to advise the EC and identify ethical issues 
raised by biotechnologies, as well as to inform the public.19

17  For instance, this was exemplified by debates concerning agricul-
tural biotechnology, e.g. the “mad cow” crisis, Genetically Modified 
Organisms and hormone treated beef (Jasanoff, 2005, p. 89; Levidow 
& Carr 1997).
18  Ethics was used “as a social lubricant” to help increase the accept-
ability of technological changes that were supposed to serve the com-
mon interest (Levidow & Carr, 1997, p. 30).
19  The mandate of the GAEIB 1991–1997 is available at https://
ec.europa.eu/archives/bepa/european-group-ethics/archive-mandates/
mandate-1991-1997/index_en.htm.
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Nonetheless, there are different problems with prin-
ciplism as a method in the first place. Principlism, as an 
expression of analytic philosophy (Callahan, 1982, p. 4), has 
long been considered too narrow and simplifying compared 
to other richer approaches (Callahan, 1982). Since princi-
plism became so dominant, groups of scholars who were 
more interested in debating ends rather than an abstract sys-
tem of knowledge or “engineering philosophy” where ends 
were pre-defined, were cut off from the discussion (Evans, 
2012, p. 65). All items about metaphysics, world view or 
the impacts of technologies on society at large became seen 
as beyond the scope of “mainstream” bioethics (Zwart et 
al., 2014, p. 6). Despite these criticisms, it is surprising to 
observe that AI ethics still heavily relies on the principle-
based approach of bioethics. In analogy to bioethics, the 
ethical debate on AI seems largely limited to design and 
implementation, not on whether AI systems should be built 
in the first place (Greene et al., 2019, p. 2127). Ethical char-
ters are framed as imperatives and not as discussions about 
the possibility of not doing anything. This was evident in 
the work of the AI HLEG, where the section discussed in 
the public draft of the ethical guidelines on “red lines” that 
should never be created by AI developers, was removed 
from the final version of the document (Metzinger, 2019). 
Many people in the group, it was reported, were not com-
fortable with the idea that more guidance was needed on 
distinguishing between what people can do about AI and 
what people should (not) do with AI systems (High-Level 
Expert Group on Artificial Intelligence, 2018, p. 11).

Technology assessment and anticipatory 
governance (1972–1995)

Origins: OTA in the US

Another major approach to understanding and assessing the 
impact of emerging technologies, Technology Assessment 
(Tallacchini, 2009, pp. 284–287), developed in the US in 
parallel with institutionalized bioethics. At least initially, 
narratives on ethics did not play an explicit role in the estab-
lishment of TA as a dominant science governance approach, 
but the development of institutionalized TA and (bio)ethics 
are interconnected. In common with bioethics, TA was ini-
tially expert-based, providing an alleged neutral and factual 
input, but afterward, because of criticisms, it broadened up 
to other stakeholders.26 Additionally, it supported traditional 
approaches to legislation in governing science and technol-
ogy (Paula, 2008, p. 1) and a form of cost-benefit analy-
sis, to mitigate the costs of technological development and 

26 See Sect. “From ELSI and ELSA to RRI”.

said to be “in crisis” (Evans, 2012, p. 75; Solomon 2014),24 
due to the increasing (political) controversies about the 
legitimacy and authority of the field and its methodological 
orientations,25 to the point of questioning its very existence 
(Turner, 2009).

Among these criticisms, scholars have noted a problem of 
“quality control” (Benatar, 2006). In a narrower sense, bio-
ethics could be considered a branch of philosophical inquiry, 
having to meet the quality standards of academic philoso-
phy. However, bioethics seems to be often interpreted in a 
much broader sense, with many practices involved under 
its umbrella, each one with its own terminology and meth-
ods. As a result, many people can speak in the name of bio-
ethics but without the need to adhere to any constraint or 
peer-review process, thus leaving little room to check the 
soundness of an ethical argument, principle or reasoning. A 
parallel in the ethics of AI could be found in the confusion 
between fundamental rights, from a legal perspective, and 
ethical principles. In the AI HLEG’s guidelines, while the 
principles are said to be anchored in, and operationalization 
of, fundamental rights (High-Level Expert Group on Artifi-
cial Intelligence, 2019a, p. 10), the reduction of the latter to 
basic principles such as “prevention of harm” empty them 
out of their legal and normative meaning, thus leading to a 
“watering down” (Delacroix & Wagner, 2021, p. 4).

More specifically, due to its short life, in the field of AI 
ethics there is a lack of proven methods to translate princi-
ples into practice (Mittelstadt, 2019, p. 503). While bioeth-
ics, throughout the decades, has relied on more robust ways 
that medicine has developed to translate high-level princi-
ples into practical requirements (e.g., professional codes of 
conduct, ethics review committees or licensing schemes), 
the same cannot be said for AI yet. There is general agree-
ment on high-level principles in the field (Jobin et al., 2019), 
but there is no accepted hierarchy of principles in case of 
conflicting norms as well as little enforcement and account-
ability mechanisms in place (Delacroix & Wagner, 2021, p. 
7). However, several attempts are being made to translate 
principles into practice (European Commission, 2020; Mor-
ley et al., 2021), so one could argue that it is just a matter of 
time before principlism acquires the same robustness in AI 
as in the biomedical field.

24  For Evans, this crisis regards mostly bioethics as a profession or 
“public policy bioethics” and not, for instance, research bioethics or 
healthcare ethics consultations (Evans, 2012, p. xxxiii).
25  In a debate over healthcare reform in the US in 2009, for instance, 
conservatives used selected passages of some bioethicists on topics 
like euthanasia to erode support for the Democrats’ plan, to which 
famous bioethicists responded by defending their colleagues and 
more generally the role of bioethicists in society (Evans, 2012, p. xvi). 
Another controversy in the US was about the establishment of the so-
called “Kass Council” (Briggle, 2009; Plomer, 2008).
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for the Congress, producing hundreds of reports on a wide 
range of topics.27

Just like for the case of bioethics, looking at the dynam-
ics originating TA in the US is useful to better understand 
how it developed separately in Europe and in the EU’s and 
its Member States’ institutions.

TA in the EU

The OTA was an influential example for many European 
States that established their own agencies in the mid-1980s 
(Grunwald, 2019, p. 704; Van Eijndhoven 1997, p. 269).28 
Among the first ones there were the German Bundestag 
Technology Assessment Bureau (established in 1989), the 
Netherlands Office for Technology Assessment (established 
in 1986; later renamed Rathenau Institute), the French 
Office Parlementaire d’Evaluation des Choix Scientifiques 
(established in 1983), the UK Parliamentary Office of Sci-
ence and Technology (established in 1989) and the Danish 
Board of Technology (established in 1986).29 Together, the 
European TA institutions founded the European Parliamen-
tary Technology Assessment (EPTA) network in 1990, later 
joined by other international countries.

The OTA also had an influence at a supra-national level, 
on the European Community. In 1978 the European Com-
mission approved the Forecasting and Assessing for Science 
and Technology (FAST, 1978–1983)30 to develop a coherent 
long-term policy on science and technology. The EP later 
established the Scientific Technology Options Assessment 
(STOA), originally launched as a pilot project in 1987, to 
provide objective, comprehensive and independent assess-
ment of science and technology issues to the Parliament.31 
One of the reasons behind the creation of STOA, just like 
OTA, was the idea to balance the power between the Parlia-
ment and EC on matters related to impacts of technologies 
(Van Eijndhoven, 1997, p. 273).

In its specific instances of Member States and EU institu-
tions, TA evolved differently from the initial conception of 

27  The OTA online archive includes all the publications. Available at 
https://ota.fas.org/otareports/.
28  Attempts to create a variant of the OTA in some European states, 
such as Germany and France, were already made in the 1970s (Smits 
& Leyden 1995 25). However, the proposals were turned down by the 
governments that feared that the parliaments would get too strong.
29  Each of these organizations has its history and structure, reflect-
ing cultural and political differences in each country (Van Eijndhoven, 
1997, p. 271).
30  Established by decision of the Council of the Ministers in July 
1978. Its goal was to help Member States to choose objectives of 
future research and development options.
31  The STOA wrote some reports in the 1990s to advise the EC on 
the ethical aspects of EU-funded research. See e.g. (Chadwick et al., 
1998, 1999)

maximize their benefits, in a kind of formal and transparent 
manner.

The Office of Technology Assessment (OTA) in the US 
was established by the US Congress in 1972, but its his-
tory has deeper origins in the 1960 and 1970s regarding (a) 
the concerns about the relations between technology and the 
environment and (b) the tensions between the executive and 
legislative branches of the US federal government (Bimber 
& Guston, 1997; Grunwald, 2009, p. 1104; Kunkle 1995, p. 
176). As for b), in the light of technological developments, 
e.g. in aeronautics, Congress members felt they needed 
more and better technical advice to legislate and choose 
research and development policies on matters involving sci-
entific and technical complexity, in contrast with the more 
thorough and wider scientific and technical advice the US 
president had (Kunkle, 1995, p. 177). As a result, the idea 
of creating a separate advisory mechanism for the Congress, 
independent from the executive branch, emerged.

Given the early suspicions and hostility on this vision of 
TA, e.g. that what it really meant was regulating technol-
ogy (left-oriented “regulation in disguise” (Kunkle, 1995, 
p. 180)) or that it would infringe the authority of the Con-
gress regarding policy-making powers, Emilio Daddario 
(1918–2010), and his successor as chairman John Davis 
(1916–1992), started emphasizing more the informative and 
supplementary role of a hypothetical Office of TA for the 
Congress, which would restore the imbalances of federal 
powers in the light of the advisory deficiencies of the Con-
gress vs. executive agencies (Kunkle, 1995, p. 182).

In its early years, instead of a proactive channel for pub-
lic input for a coherent technology policy, with a broad 
monitoring function, OTA was more of a means to provide 
technical advice, requested ad hoc, to members of the Con-
gress. Its goal was more related to parity of information 
among executive and legislative branches rather than to 
assessing the consequences of technological developments. 
Outside experts, for instance, were consulted only post hoc, 
on topics that had already been decided beforehand by the 
Technology Assessment Board (TAB), i.e. the twelve mem-
bers body governing the OTA (Kunkle, 1995, p. 188). In 
this first phase, TA mostly fulfilled an “early warning func-
tion”, by providing information on possible future “second-
ary effects” (i.e. social, cultural, political) of technologies to 
policymakers. However, it became soon clear that, in prac-
tice, impacts of technologies could only be partially fore-
seen and providing neutral information to policymakers was 
not possible. Therefore, OTA moved from an early warn-
ing function to the development of policy alternatives. OTA 
earned, until 1995, with this new approach, the reputation of 
a reliable, informative and “unbiased” source of information 
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experience in policy-making and no stable research infra-
structure regardless of the quality of the report (Smits et al., 
1995, p. 292). A quality problem was that the scale of EU 
initiatives was too small (with a small budget) and varied, 
leading to insufficient quality, and therefore not taken seri-
ously at the policy-making level.

In other words, there was a problem with the politici-
zation of TA. In the US, OTA was criticized for being too 
close to democrats; in the EU, political dynamics made TA 
a residual instrument in the hands of parliaments. Advi-
sory groups on ethics, sometimes falling under the label of 
“expert groups”36 at the EC, are also vulnerable to being 
politicized. The politicization of ethical advice takes place 
when the norms defended for the legitimation of a particular 
ethical body (e.g. balance, independency or transparency) 
are eroded by partisan bias (Briggle, 2009, p. 314), although 
often presented as objective and neutral.

Depending on the composition balance of an ethics 
group, internal discussions could lead to almost opposite 
results depending on who was part of such groups (Evans, 
2012, p. 95). In the EU, it was noted how ethics has been 
used as a way to push the economic and political visions of 
the EC on emerging technologies (Levidow & Carr, 1997, 
p. 38). In this rule of experts’ system, ethical decisions are 
claimed to be legitimated based on a “common morality”. 
In the case of the EU, this “common morality” consists of 
values enshrined in the EU Charter of Fundamental Rights 
and EU Treaties, representing European citizens. However, 
in fact, their legitimation is technocratic, as experts of these 
groups are not democratically elected, but selected based 
on their specialized knowledge (Evans, 2012, p. 129; Tal-
lacchini 2009).37 In this sense, ethics becomes an exercise 
of offering “technical” and “value-free” solutions to fixed 
facts, while addressing problems that were originally con-
sidered to involve conflicting values and political inter-
ests, such as in cases of Genetically Modified Organisms 
(GMOs) (Levidow & Carr, 1997; Wynne, 2001, 2005) or 
biotechnologies (Jasanoff, 2005; Tallacchini, 2015). Such 
values are then removed from consideration and only a pre-
defined subset of them is taken for granted to achieve the 
most efficient solution.

To reflect on the ways technocracy and politicization 
are affecting AI ethics, it is necessary to first look at the 
responses that bioethics and TA, from the 1990s onward, 

36  Expert groups are consultative bodies set up by the EC to provide 
advice and expertise to the latter. EC expert groups are more or less 
the equivalent of advisory committees at a national level. See (Metz, 
2015, p. 5).
37  Technocracy here is opposed to representative democracy, accord-
ing to which elected representatives are the main decision-makers in a 
given area regarding scientific or technological knowledge.

OTA, both for political (e.g. differences in political systems)32 
and contingent reasons (e.g. budget and capacity).33 Two 
new features of (some) European TA stemmed from the 
idea that the decision-making process should be broadened. 
First, a strand of TA called “public” or “participatory” TA 
(Van Eijndhoven, 1997, p. 278), focused on empowering 
democracy and promoting a more pluralistic and inclusive 
approach (Van Eijndhoven, 1997, p. 278; Vig 1992, p. 5). 
Second, a strand, developed in the Netherlands, called “con-
structive” TA or CTA (Schot & Rip, 1997), had a more eco-
nomically driven focus on new technological opportunities 
(Vig, 1992, p. 5), influencing technology development at 
early stages, where technologies are considered as evolv-
ing in close interaction with social systems, to select those 
technologies that can maximize social, economic and envi-
ronmental benefits.

TA and the politicization of (ethical) expertise

Despite some similarities, the challenges faced by institu-
tionalized TA in the US were different from those for bioeth-
ics. By the early 1990s, OTA had come to a dilemma: on the 
one hand, if it claimed more autonomy concerning technol-
ogy policy, it would have been put down by the Republicans 
who, in the mid-1990s, controlled both houses of Congress 
(Kunkle, 1995, p. 193); on the other hand, if its role was 
only to provide ad hoc advice, it would have been seen 
as superfluous. OTA eventually closed in 1995, to reduce 
expenditures and avoid duplicate functions, and the OTA’s 
functions were relocated to the Library of Congress.34

In parallel to the decline of OTA, however, but for dif-
ferent reasons and dynamics, TA in Europe progressively 
became a minor, marginalized tool in comparison to the 
“use” of ethics as an instrument to build a European identity 
or to promote market integration.35 TA in the EU became a 
“residual instrument” for parliaments with a marginal posi-
tion in the exploration of policy options, with little impact 
and too little use of results (Smits et al., 1995). Two major 
problems contributed to this outcome. A political problem 
was that the EU initiatives on TA had no respectable posi-
tion due to a lack of political legitimation, little insight into 
decision-making on technology, few opportunities to gain 

32  Examples are the more adversarial political culture and the stricter 
separation between the legislative and executive branches in the US 
compared to many European parliamentary systems, where the divi-
sion of power is rather between government and opposition (Van 
Eijndhoven, 1997, p. 277; Vig 1992, p. 4).
33  The OTA was much larger and “richer” than its European counter-
parts, allowing them to undertake many more projects per year.
34  The research library that serves the US Congress. See (Kunkle, 
1995, p. 175).
35 See Sect. “Bioethics and the limits of principle-based ethics” and 
(Paula, 2008; Tallacchini, 2009, p. 287).
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ELS- aspects were considered for the first time in the 
EU in the context of the European Framework Programmes 
(FP) for Research and Technological Development, i.e. the 
EU’s main policy instrument to guide research and promote 
socio-technical integration and support R&D.41 After the 
spread of ELSA in the EU’s FPs, ELSA approaches started 
appearing in national funding bodies in several Member 
States since the 1990s, such as the Economic and Social 
Research Council Genomics Network in the UK or the Cen-
tre for Genomics and Society in the Netherlands.42

Just like for TA, it is difficult to generalize about one 
single ELSA approach or object in Europe. The several ini-
tiatives that go under the name of ELSA share some general 
characteristics43 but are also highly heterogeneous in terms 
of scope, expertise mobilized, and methods used to predict 
the future and engage stakeholders (Hilgartner et al., 2017, 
p. 828; Zwart & Nelis 2009, p. 541).

After a “golden decade” of ELSA approach (2002–2012), 
where different fields underwent a process of “elsification” 
(Zwart et al., 2014, p. 11), a new concept was introduced 
in the policy and research discourses of the EC, i.e. RRI,44 
presented as a groundbreaking change with the ELSA 
(recent) past (Owen, Pansera, Owen et al., 2021a, b; Owen, 
Schomberg, Owen et al., 2021a, b). In the period around 
2011–2013, there was a growing impression at the EC that 
elsification of research was inadequate to address ethical 
aspects of emerging technologies, including AI and robot-
ics. In the words of the main promoters of RRI,45 a broader 
concept of responsibility and a more open design for inno-
vation was needed (Owen, Schomberg, Owen et al., 2021a, 
b, p. 220).

RRI, compared to ELSA, offered a way not only to evalu-
ate risks and ethical aspects of technologies, but to broaden 
the research process, promoting the active involvement of 
several stakeholders (e.g., from industry) that were absent 
in previous research programs of the EC. Such involvement 

41  The Treaty on the Functioning of the European Union (TITLE 
XIX: Research and technological development and space, Article 179) 
states that “The Union shall have the objective of strengthening its 
scientific and technological bases by achieving a European research 
area in which researchers, scientific knowledge and technology cir-
culate freely, and encouraging it to become more competitive, includ-
ing in its industry, while promoting all the research activities deemed 
necessary by virtue of other Chapters of the Treaties”. Consolidated 
version of the Treaty on the Functioning of the European Union, OJ C 
326, 26.10.2012, p. 47–390.
42  Some ELSA approaches, especially in the Netherlands, were par-
ticularly influenced by concepts and methods of TA.
43  See Sect. “Ethical, Legal and Social Impacts research programs”.
44  Other parallel initiatives, overlapping with RRI, emerged in this 
period, such as Responsible Innovation in the UK (Owen, Pansera, 
Owen et al., 2021a, b).
45  Including, for instance, René Von Schomberg and Robert Madelin, 
then Director General at the EC’s DG Connect.

tried to implement to partly address the problem of expertise 
in the first place.

From ELSI and ELSA to RRI

Ethical, legal and social impacts research programs

It was the problem of expertise that mostly contributed to 
the crisis of traditional bioethics (Solomon, 2014) and the 
decline of traditional TA. These dynamics contributed to the 
emergence of different approaches, mostly motivated by the 
need to open up ethical discussions and involve more stake-
holders, focusing on increased collaboration with experts 
from different fields (Zwart et al., 2014, p. 6).

In the US, many other (ethical) committees were cre-
ated to support the work of the National Commissions,38 
including, later, the Ethical, Legal, and Social Implica-
tions (ELSI) Working Group (WG) of the Human Genome 
Project (HGP),39 which became worldwide the basis for 
a distinctive research approach bearing the same name 
label. In contrast to expert-based traditional bioethics and 
TA (Hedgecoe, 2010), ELSI proposed an earlier upstream 
engagement, trying to “predict” or anticipate new techno-
logical developments also through the involvement of inter-
disciplinary stakeholders in the discussion. The idea was to 
collectively explore alternative paths to integrate societal 
concerns in the scientific practice, e.g. by allowing social 
scientists to engage with scientists in the laboratory.40

The turn to ELSA in Europe (1994–2012) and the rise 
of RRI (2012-present)

ELSI initiatives were successful in proliferating outside the 
US, constituting a role model for ELSA in the EU and Mem-
ber States’ research programs. Like the case of bioethics, 
ELSA in Europe played a different political role than ELSI 
in the US. ELSA was envisioned to contribute to integrating 
new scientific and technological development in European 
society, by legitimizing research and facilitating societal 
uptake of technological innovation, as a result of e.g. the EU 
backlash against agri-food technology in the 1990s (Levi-
dow & Carr, 1997; Rodríguez et al., 2013).

38  The National Commission of 1974 was succeeded by other com-
parable National Commissions, e.g. the “President’s Commission 
of the Study of Ethical Problems in Medicine and Biomedical and 
Behavioral Research” (1980–1983), the “National Bioethics Advisory 
Commission” (1996–2001) or the “President’s Council of Bioethics 
(2001–2009).
39  International project whose goal was to sequence the DNA genome.
40 See CTA at Sect. “TA in the EU”.

1 3

28 Page 8 of 14



Anything new under the sun? Insights from a history of institutionalized AI ethics

“inadvertent reproduction of an established set of institu-
tional reflexes and habits which inadvertently create pub-
lic alienation” (Wynne, 2005, p. 217). Anchored to the old 
model of framing the public, they lack to acknowledge that 
the public is a construct, a reflection of the needs of those in 
power (Wynne, 2005, p. 218). It has been also noted how the 
effect of participatory efforts was limited, which was said to 
rarely produce significant benefits because of asymmetries 
of power (Hilgartner et al., 2017, p. 838), insufficiently deep 
and democratic participatory exercises (Wynne, 2006) or 
the risk of producing misleading representations of public 
preferences (Casiraghi et al., 2021; Hilgartner et al., 2017; 
Tait, 2009).

Despite the effort made to distinguish RRI from ELSA, 
so far, it has been pointed out how RRI has had similar 
problems as ELSA. RRI remains vaguely defined, or at 
least different visions are not necessarily consistent with 
each other.48 One of the ways to define RRI is precisely the 
emphasis on public engagement, to associate citizens with 
the scientific process from the start, since integrating soci-
etal actors from different backgrounds is pictured as a way 
to nurture innovation and help to solve societal challenges. 
However, integrating societal actors with researchers, poli-
cymakers, and innovators is more complex than it seems in 
RRI discourses (Felt et al., 2016; Rommetveit et al., 2019, 
p. 89).

Similarly, the AI ethical agenda also (inadvertently?) 
further reflects problematic commitments. The deficit 
model comes under a new shape, from a deficit in scientific 
knowledge to a deficit in trust (Stilgoe & Guston, 2017, p. 
862), as noted in the AI HLEG guidelines: “Trustworthi-
ness is a prerequisite for people and societies to develop, 
deploy and use AI systems. Without AI systems – and the 
human beings behind them – being demonstrably worthy of 
trust, unwanted consequences may ensue and their uptake 
might be hindered, preventing the realisation of the poten-
tially vast social and economic benefits that they can bring” 
(High-Level Expert Group on Artificial Intelligence, 2019a, 
pp. 4–5).

The main idea is that a lack of acceptance hinders inno-
vation and blocks economic and competitive benefits, rather 
than signaling something else. The main concern is to 
smooth the integration of AI into society, rather than ques-
tion its very necessity or impact.49

48  It was noted how RRI oscillates between an interactive process, 
responsible innovation or anticipatory governance (Rommetveit et al., 
2019, p. 89).
49  In biosciences, Huijer calls this approach “regulative ethics”, and, 
by extension, “regulative ethicists” are those that prepare and edu-
cate society to accept new technologies and instruct scientists how 
to behave responsibly, rather than challenging the hard core of sci-
ence and its societal implications. Life scientists usually prefer to col-
laborate with this group rather than, say, STS scholars or healthcare 

would help draw up different research agendas to better 
define and address “grand societal challenges” (Von Schom-
berg, 2012, p. 15). Additionally, instead of seeing ethical 
aspects as constraints or restrictions, RRI promoted a posi-
tive attitude to ethics, as an enabler of technology devel-
opment (Von Schomberg, 2012, p. 16). Unlike ELSA, it 
targeted the whole innovation process and not just at the 
very end, from research to production and distribution, espe-
cially at early stages, in an anticipatory way (Von Schom-
berg, 2012).46 In short, RRI sought to challenge, more 
ambitiously than ELSA, the seemingly linear and apolitical 
“technology/market dyad” that had dominated innovation 
in the previous decades, by re-configuring norms, institu-
tions and political systems that govern innovation processes 
(Owen, Schomberg, et al., 2021, p. 221).

RRI was introduced to have a substantial role from the 
FP Horizon 2020 (H2020) onwards, as a top-down decision 
of the EC, and later established as an academic field and sci-
entific-intellectual movement too.47 Today, it is being dis-
cussed whether the initial promises and expectations around 
RRI are being kept (Owen, Schomberg, et al., 2021, p. 223).

ELSA-I, RRI and the limits of public participation

ELSI-A (as well as, later on, RRI in the EU) was developed 
to counter some of the problems of politicization and exper-
tise of classical bioethics and TA highlighted in Sect. “TA 
and the politicization of ethical expertise”. While initially 
also ELSI, in the early 1990s, was meant to provide substan-
tive ethical and social sciences expertise, its mission shifted 
a decade later, with a new emphasis on public participation, 
especially in the EU in the aftermath of the mad cow cri-
sis and the rejection of GMOs (Hilgartner et al., 2017, p. 
830). The alleged solution to this problem was to promote 
a two-way public engagement with science, abandoning the 
“public deficit” model explanation, which assumes that the 
general public lacked sufficient knowledge and understand-
ing of basic science and technology (Flynn, 2007, p. 10). 
This lack of knowledge, in turn, would produce hostility 
towards science and technology, and therefore needs to be 
overcome to release the full potential benefits of the latter.

This abandonment, however, has been more apparent 
than real (Wynne, 2005). Some policy actors still misun-
derstand or ignore their causal role in public mistrust prob-
lems, not only because of individual responsibility, but also 

46  It was pointed out how some of these differences are rather cari-
catural and actually ELSA and RRI share many characteristics (Zwart 
et al., 2014, p. 13).
47  See, for instance, the creation of dedicated journals (e.g. Journal 
of Responsible Innovation), handbooks or (online) training courses 
(e.g. https://ocw.tudelft.nl/courses/responsible-innovation-building-
tomorrows-responsible-firms/). See also the idea of RRI as a scientific/
intellectual movement in (Shanley, 2021).
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Conclusions

To wrap up, the article investigated some origins of the 
institutionalization of ethics of AI. This article does not aim 
to be exhaustive, but to highlight some patterns and charac-
teristics that past examples of institutionalized approaches 
to technology assessment (some of which recall explicitly 
“ethics”, i.e. bioethics and ELSA/I, others not, i.e. TA and 
RRI) have in common with the ethics of AI in EU institu-
tions. Bioethics, TA, ELSA-I and RRI have followed one 
another as institutionalized approaches to assess and govern 
the impacts of emerging technologies, for different reasons 
in the US as well as in the EU, especially in the life sciences. 
These approaches share similarities (including discourses 
and methods used, the importance given to expertise and/
or to public participation) but they have also developed in 
opposition to their predecessors (e.g. ELSI vs. traditional 
bioethics, RRI vs. ELSA), to bridge their gaps and address 
their challenges.

First, the institutionalization of “traditional” bioethics 
was described, in the US and in the EU. While the origin 
of bioethics in the US was more related to controversies 
questioning the authority of scientists, and the role of the 
federal government in taking control of research ethics, the 
case of the EU was more related to solving the problem of 
democratic deficit and building a European identity. Sec-
ond, the case of TA was presented. The history of TA in the 
US was inextricably linked with that of the OTA, and its role 
in mediating the tensions between the executive and legisla-
tive branches of the US federal government. In the EU, TA 
evolved differently from the initial conception of OTA, both 
for differences in political systems and contingent reasons 
of budget and capacity. Third, the developments of ELSI/A 
and RRI were described. ELSA in Europe played a different 
political role than ELSI in the US, supposed to “predict” or 
anticipate new technological developments also through the 
involvement of interdisciplinary stakeholders in the discus-
sion. ELSA was envisioned to contribute to integrating new 
scientific and technological development in the European 
society, a role that was later taken up by RRI, that empha-
sized boosting innovation and addressing the “grand (socio-
economic) challenges” of EU society through greater public 
participation and collaboration with the industry. Finally, 
the challenges faced by these forms of institutionalized eth-
ics were related to the ones that AI ethics is facing today 
in the EU. The comparison showed that, despite changing 
labels and approaches, from bioethics to TA to ELSI/A and 
RRI, there are some recurring, unresolved challenges in eth-
ics regarding methods employed, vulnerability to politiciza-
tion and (misuse of) public participation.

From a methodological perspective, the value of princi-
plism, and in general of the “quest” for the best principles 

A further problem is that participatory exercises have 
been insufficiently deep and democratic (Wynne, 2006) or 
bear the risk of producing misleading representations of 
public preferences (Hilgartner et al., 2017, p. 830). The EU 
strategy on AI stresses the element of public participation as 
a salient feature of human-centric AI. As an example, in the 
AI HLEG guidelines, stakeholder participation is part of the 
requirement as ‘non-technical methods’ to ensure trustwor-
thy AI (High-Level Expert Group on Artificial Intelligence, 
2019a, p. 23). After the publication of the guidelines, the 
AI HLEG organized a piloting phase in which stakehold-
ers were invited to provide feedback on the AI assessment 
list included in the guidelines, which resulted in the ALTAI 
assessment list (High-Level Expert Group on Artificial 
Intelligence, 2020).

Although these forms of participation should empower 
different groups and allow them to be heard in the debate 
on AI ethics, there are reasons to be skeptical about these 
outcomes (van Dijk et al., 2021, p. 11). First, concerning the 
piloting phase, only the last part of the document including 
guiding questions to operationalize the insights of the rest of 
the document was open to revision and comments, and not 
the whole document. The idea behind it was that “organiza-
tions working on AI” would “test” the assessment list of the 
ethics guidelines, which mostly included tech companies. 
Also, it was mentioned that the feedback loop would help 
to better understand how to implement the assessment list 
within an organization, thus being a vehicle to spread prin-
ciples and requirements that were not open for discussion in 
the first place. By contrast, the first two parts of the guide-
lines, laying the conceptual foundations, requirements and 
principles, were not open to consultation. Second, this form 
of participation was limited to providing feedback, which 
could (or could not) be considered at the discretion of the 
EC.

These elements suggest how the ethics described rather 
empowers EU institutions while disempowering its citizens. 
Ethics documents often demarcate between “the public”, 
which needs to be passively surveyed and educated rather 
than genuinely involved, and stakeholders (e.g. scientists or 
businesspersons) who actively survey and educate (Greene 
et al., 2019, p. 2126) and are expert enough to provide valu-
able feedback. Public participation can be used by EU bod-
ies, in these cases, rather for self-legitimation purposes and 
as a means of validation, or as a “smokescreen” to distort 
attention from the excessive involvement of the ICT indus-
try in ethics initiatives (Metzinger, 2019; Wagner, 2018), 
resulting in too little room for, e.g., civil society to be part 
of these groups (Stolton, 2018).

ethicists that use unconventional bioethics approaches like ethics of 
care or narrative bioethics (Huijer, 2015, p. 94).
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To conclude, there may be opportunities to change the 
governance of AI based on specific ethical considerations, 
but structural and discursive changes in institutionalized 
ethics are needed to avoid the pitfalls of the US and EU’s 
recent past. To implement these changes, two different strat-
egies could be followed. On the one hand, if the language of 
ethics in the public discourse is considered useful, a differ-
ent approach to this ethics, methodologically and institution-
ally, would be advisable. Conflicts and different standpoints 
about the governance of AI can be embraced rather than 
avoided by seeking consensus at any cost (Mouffe, 2001) in 
the name of “objective” values held by all EU citizens. On 
the other hand, a clarification of the use of the term “ethics” 
in general is needed,53 since, having acquired so many dif-
ferent meanings in the documents and discourses analyzed, 
it has almost become an empty signifier (Mouffe, 2001; van 
Dijk et al., 2021) that can freely change its meaning (Buell, 
2001). In some cases, this could mean a clarification of the 
philosophical basis (e.g., metaethical assumptions or nor-
mative theory) behind ethical claims that are made. In oth-
ers, a “deflation” of the use of the term could be advisable. 
Human-centric and trustworthy approaches for AI and pub-
lic participation initiatives, for example, do not always need 
to be named “ethical”, which can be misleading and lead to 
instrumentalization, but they could be robustly conceptual-
ized by referring, for instance, to human rights, democracy 
and the rule of law.54
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53  In the context of clinical ethics consultations, some authors have 
argued for a “terminological cleansing”, i.e. that the terms moral 
or ethics expertise should be replaced by more explicit and precise 
accounts of what the expertise involves. See (Iltis & Sheehan, 2016).
54  This is the approach, for instance, taken by the Committee on Arti-
ficial Intelligence (CAI) of the Council of Europe. For a theoretical 
reflection in this vein, see (Nemitz, 2018).

for AI ethics, should be questioned more. While the EU 
ethics claims to be fundamental rights-based and founded 
on EU values, it too often bluntly refers to bioethical prin-
ciples, which are rooted in a cost-benefit perspective and 
risk-based discourses. While the very same idea of opera-
tionalizing principles may seem appealing from an engi-
neering perspective, it poses serious challenges to the ways 
fundamental rights are articulated and operationalized in the 
EU context. One way to still draw on the knowledge of aca-
demic ethics could be to re-qualify the use of “moral philos-
ophy”. Training in moral philosophy can still offer several 
contributions, such as framing debates and clarifying differ-
ent positions, evaluating different positions and facilitating 
cooperation and engagement (Bietti, 2020).

Regarding the politicization of ethics, what is concerning 
is the exclusion, from ethical debates, of people and groups 
interested in discussing ends rather than how to develop 
ethical frameworks and principles to achieve, ex-post, pre-
defined ones. Civil society groups are often marginalized in 
the debates, while they have been very active on the topic 
of e.g. ethics washing50 and the text of the EC’s AI Act.51 
Political and procedural questions are of crucial importance 
in institutionalized ethics (Briggle, 2009, p. 321). Despite 
the recent reforms of EC’s expert groups,52 primarily tar-
geted at corporate dominance, there are still shortcomings 
in the way these groups function, especially regarding the 
balance of disciplinary backgrounds and political opinions 
of their members. In any case, deviation from rules to avoid 
disciplinary and bias imbalance should be enforced with 
sanctions.

As for public participation, it is too simplistic to simply 
call for more participation and involvement “of all stake-
holders” or a “multi-stakeholder approach” “through the 
whole process of implementing AI systems” (High-Level 
Expert Group on Artificial Intelligence, 2019b, p. 37, 
2019a, p. 19). There are different understandings, modali-
ties and aims of participatory activities, from restoring trust 
in scientific institutions to legitimate policy commitments 
to encourage mutual understandings of different disciplines 
and interests (Felt et al., 2007, p. 56). Therefore, calls for 
more stakeholder involvement should be more specific and 
reflect on how participatory activities are performed, for 
whom and for what are they pursued, or who is supposed to 
participate and at which stage.

50  For a plea for the use of human rights language 
rather than that of ethics, see https://edri.org/our-work/
attention-eu-regulators-we-need-more-than-ai-ethics-to-keep-us-safe/.
51  The civil society statement on the AI Act is available at https://edri.
org/wp-content/uploads/2021/12/Political-statement-on-AI-Act.pdf.
52  Expert groups are now subjected to horizontal rules established 
by Commission Decision C(2016)3301 of 30.5.2016 establishing 
horizontal rules on the creation and operation of Commission expert 
groups.
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