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Abstract
A challenge faced by defenders of the precautionary principle is to clarify when the 
evidence that a harmful event might occur suffices to regard this prospect as a real 
possibility. Plausible versions of the principle must articulate some epistemic thresh-
old, or de minimis requirement, which specifies when precautionary measures are 
justified. Critics have argued that formulating such a threshold is problematic in the 
context of the precautionary principle. First, this is because the precautionary prin-
ciple appears to be ambiguous about the distinction between risk and uncertainty: 
should the principle merely be invoked when evidential probabilities are absent, or 
also when probabilities have low epistemic credentials? Secondly, defenders of the 
precautionary principle face an aggregation puzzle: in judging whether or not the de 
minimis requirement has been met, how should first-order evidential probabilities 
and their second-order epistemic standing be aggregated? This article argues that 
the ambiguity can be resolved, and the epistemological puzzle can be solved. Focus-
ing on decisions in the context of climate uncertainty, I advance a version of the 
precautionary principle that serves as a plausible decision rule, to be adopted in situ-
ations where its main alternative—cost–benefit analysis—does not deliver.

1 Introduction

The precautionary principle (henceforth: PP) is subject to substantial disagreement. 
Critics question its unity, coherence, and non-triviality (Sunstein, 2005); support-
ers argue that each of these can be vindicated (Steel, 2013, 2014). But controver-
sies aside, about one issue all scholars working on PP seem to agree: precaution 
is only warranted if a threat of harm constitutes a realistic possibility, rather than 
a far-fetched fantasy (e.g. Betz, 2010; Carter & Peterson, 2015; Gardiner, 2006; 
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Hartzell-Nichols, 2017). We should not take precautionary measures in the face of 
any dreamed-up catastrophe, however fanciful. Instead, envisioned doom scenarios 
should surpass a minimal level of plausibility to warrant such measures.

This plausibility requirement goes by different names. Shue (2010, p. 549) des-
ignates it as PP’s “anti-paranoia requirement”. Gardiner (2006, pp. 52–53) calls for 
restricting PP to “realistic outcomes”. Carter and Peterson (2015, p. 8) speak of a 
“de minimis requirement”, from the legal principle de minimis non curat lex—the 
court should not concern itself with trifles. The underlying ideas are the same and 
well established in the literature on PP: any plausible version of the principle should 
ignore sufficiently improbable risks, to avoid precautionary paranoia.

A plausibility requirement is not unique to PP: all normative approaches to 
decision-making under risk or uncertainty face the question of what level of evi-
dence suffices for a call to action. However, the question of what possibilities we 
should regard as satisfying the minimal epistemic threshold for being regarded as 
realistic—i.e. the question of how the de minimis requirement should be operational-
ized—seems particularly pressing in the context of PP, for two reasons. First, exist-
ing defenses of PP tend to leave the relation between real possibilities and evidential 
probabilities unclear. Some defenders of PP argue that the principle should only be 
invoked in contexts where evidential probabilities cannot be calculated, but where 
we nonetheless have reason to believe that a given outcome constitutes a real pos-
sibility (e.g. Gardiner, 2006; Shue, 2010; Steel, 2013). But this raises a problem 
regarding the de minimis requirement: if we cannot rely on evidential probabilities, 
then what are the grounds for identifying realistic possibilities? To operationalize 
PP as a decision rule, the muddled relation between real possibilities and evidential 
probabilities requires clarification.

Secondly, as Carter and Peterson (2015) argue, in the face of the de minimis 
requirement PP faces an aggregation puzzle. One way to formulate this puzzle is by 
distinguishing between the first-order probabilities associated with a given piece of 
evidence and the second-order epistemic credentials of this evidence. Consider an 
example from climate science, which will be the reference point for case-studies in 
this paper. Assuming a given level of anthropogenic forcing on the climate system, 
a climate projection might indicate that the probability that the West Antarctic ice 
sheet will start to collapse by 2050 is 18%. However, this first-order probability is 
itself subject to uncertainty: not only is the actual level of anthropogenic forcing up 
until 2050 uncertain, but the model on which the probability assessment is based 
might be inadequate. How should first-order probabilities and their second-order 
evaluations be combined, to judge whether the de minimis requirement has been sat-
isfied? Carter and Peterson argue that it is far from obvious how this should be done 
in the context of PP, and that this saddles defenders of PP with a serious challenge—
a challenge that has not yet been resolved.1

The aim of this article is to address and resolve both unclarities. I will argue that 
epistemic challenges notwithstanding, PP constitutes a plausible decision-rule to 

1 Steglich-Petersen (2015) attempts to do so but fails to resolve the original puzzle, as Carter and Peter-
son (2016) point out in reply. The solution I offer in Sect. 5, I submit, does solve the puzzle.
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adopt in the face of realistic possibilities of harm that are couched in substantial evi-
dential uncertainty. To make this case I first outline in Sect. 2 how PP can be under-
stood as a decision rule and clarify how the de minimis requirement relates to it. In 
Sect. 3 I contrast PP with cost–benefit analysis (henceforth: CBA) and argue that the 
former may be preferable to the latter, though only in circumscribed decision-con-
texts: CBA is preferable as a decision-rule in contexts that are epistemically trans-
parent, whereas PP is superior in decision-contexts that are epistemically opaque but 
do involve real possibilities of substantial harm. In Sect. 4 I address the abovemen-
tioned unclarity about PP, by elucidating how real possibilities relate to evidential 
probabilities. This sets the stage for addressing Carter and Peterson’s challenge in 
Sect. 5: how can PP solve the aggregation puzzle, to arrive at an all-things-consid-
ered-judgment of whether the de minimis requirement is satisfied? Sect. 6 concludes 
by offering suggestions for future scholarship on real possibilities in relation to cli-
mate uncertainty.

2  The Precautionary Principle as a Decision Rule

Any treatment of PP faces the foundational question of clarifying how the principle 
should be understood. This is no trivial matter, as the principle has been framed 
in various ways. Important statements of PP have been given in legal and political 
documents, including the canonical statement in article 15 of the 1992 Rio Declara-
tion on Environment and Development:

where there are threats of serious or irreversible damage, lack of full scientific 
certainty shall be not used as a reason for postponing cost-effective measures 
to prevent environmental degradation

as well as the 1998 Wingspread Statement on the Precautionary Principle:

when an activity raises threats of harm to human health or the environment, 
precautionary measures should be taken even if some cause and effect relation-
ships are not fully established scientifically.

In philosophical discussions, on the other hand, PP is typically abstracted from 
applied contexts and treated as a general principle. Yet there is substantial variety 
in philosophical interpretations over what kind of principle PP might be taken to be. 
PP has been explicated as a midlevel moral principle (Sandin & Peterson, 2019) and 
as a procedural approach to risk-assessment (Goklany, 2001); it has been associated 
with the epistemic counsel of reversing the burden of proof (Birch, 2017) and with 
the normative decision rule of maximin (Gardiner, 2006). In the context of climate 
ethics PP is commonly associated with frameworks for decision-making (Hartzell-
Nichols, 2017). Even understood as an approach to or rule for decision-making, 
however, several different statements of PP might be given (e.g. Koplin et al., 2020; 
Selgelid, 2016).

In this paper I will operationalize  PP as a rule for decision-making, which is 
meant to avoid particularly bad outcomes in situations of uncertainty. I argue that 
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this principle can be vindicated, though only in a circumscribed set of decision con-
texts: PP is plausibly endorsed in decision-contexts that involve real possibilities of 
substantial harm, which are epistemically opaque. Before discussing the merits of 
the principle—and defending it from recent objections—in this section I specify 
how PP can be understood as a decision-rule. I do so by largely following the work 
of Steel (2013, 2014), who suggests that, notwithstanding appearances to the con-
trary, there is in fact substantial unity to existing formulations of PP. Inductively 
generalizing from existing statements, Steel presents PP as a decision-rule made up 
of three components. In the present exposition I add a fourth component to this gen-
eralization—the rule of ‘inverse linkage’—which is commonly associated with PP 
and helps to shed light on the role of the de minimis requirement.

The first and core component of PP is the so-called ‘decision tripod’ (Carter & 
Peterson, 2015; Hartzell-Nichols, 2017; Manson, 2002), which consists of the fol-
lowing three conditions:

• A damage condition (D), which specifies a threat of harm, or anticipated cata-
strophic outcome, which should be avoided.

• An epistemic condition (E), which serves to substantiate that the evidential prob-
ability that this outcome will occur is non-negligible, or that there are good epis-
temic grounds to take the threat seriously (i.e. that the de minimis requirement is 
satisfied).

• A suggested remedy (R), which prescribes or recommends the measures that 
should be taken in order to avoid the catastrophe, or to reduce its risk.2

These three conditions jointly constitute the decision rule of PP: if an envisioned 
outcome is regarded as damaging (D), and the prospect that damage will materialize 
lest precautionary measures be taken is sufficiently plausible (E), then precaution-
ary measures—i.e. the suggested remedy—should be prescribed (R). The tripod can 
serve to generate more distinct versions of PP, tailored to specific contexts (Manson, 
2002; Steel, 2013). Both D, E and R admit of degrees: the anticipated harm may 
be more or less severe, the evidence related to its occurrence may be more or less 
substantial, and the suggested remedy may be more or less effective. Precisely how 
these three conditions are specified is case-dependent. Indeed, this flexibility partly 

2 The remedy (R) can be formulated either to highlight the costs of acting or the costs of inaction (cf. 
Steglich-Petersen 2015). The former emphasis is appropriate where the introduction of novel risky tech-
nologies is concerned: if undertaking action, e.g. by conducting a risky technological experiment, seems 
harmful, then PP will counsel to prohibit action in the face of dangerous unknowns (cf. Taleb et  al., 
2014; Wingspread Statement). The latter emphasis is appropriate in the face of a threat towards which 
societies are presently heading, lest precautionary action be taken (cf. Rio Declaration). Anthropogenic 
climate change fits the latter description: action is needed to reduce global levels of  CO2 emissions, to 
reduce potentially catastrophic risks. Notice, however, that nothing of substance hinges on whether R is 
formulated in terms of action or inaction. Ultimately such formulations are interchangeable; they depend 
on how an issue is framed. For instance, the extent to which humanity is contributing to atmospheric 
concentrations of  CO2 might be framed as an unprecedent experiment, with enormous risks of harm. 
Adopting PP, one might argue that the proper remedy consists of preventing action in the face of these 
risks: i.e. the reckless experiment should be halted, by sharply reducing global  CO2 emissions.
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explains the multiplicity of existing formulations of PP. Yet the basic skeleton of the 
tripod remains: at minimum, there should be some anticipated harm, some grounds 
for thinking that this harm will occur in the absence of the suggested remedy, and 
some grounds for thinking that the suggested remedy can mitigate the harm.

Steel (2013, 2014) extends PP with two further components, which set constraints 
on the decision-tripod and its application. A first extension is what he calls the rule 
of proportionality. The general idea behind this constraint is that precautionary 
measures should be calibrated to the degree of uncertainty and the seriousness of 
the consequences feared. Steel specifies proportionality in terms of what he calls 
‘consistency’ and ‘efficiency’: the cure should not be worse than the disease and the 
negative side-effects of precautionary measures should be kept to the minimum. A 
second extension of the decision tripod is what Steel calls the meta-precautionary 
principle, which sets a general constraint on the kinds of decision rules that policy-
makers should adopt. The meta-rule says that scientific uncertainty should not lead 
to paralysis in decision-making, in the face of a threat of serious harm (Steel, 2013). 
This is, for instance, how the emphasis of the Rio Declaration can be understood, 
which highlights that:

(…) lack of full scientific certainty shall be not used as a reason for postponing 
cost-effective measures to prevent environmental degradation.

On Steel’s account, the decision tripod, together with these two extensions, consti-
tute the three components of PP.

Note that the exact contents of the tripod are open to substantive debate (cf. Bog-
nar, 2011; Gardiner, 2006). Some PP adherents frame the damage condition (D) in 
terms of catastrophic outcomes. But what makes an outcome catastrophic? Hartzell-
Nichols (2017, p. 46) designates catastrophes as “outcomes in which millions of 
people could suffer severely”. But surely, we might consider alternative specifica-
tions. Does a loss of species-diversity count as a catastrophe? Does a sea-level rise 
of five meters by the end of this millennium? What outcomes we regard as harmful, 
and how grave we take this harm to be, is a matter of ethical debate. PP does not 
preclude such debate, nor does it settle it. Instead, PP is better thought of outlining 
a decision rule that is conditional on the outcome of normative debate. The contri-
bution of ethicists and epistemologists will be specifically important in specifying 
which standards D and E should satisfy: what makes an outcome damaging, and 
which amount of evidence should be in place to take a threat seriously?

With this exposition in place, let me propose one further extension of the tripod 
that merits explicit discussion in the present context, because it is regularly appealed 
to by defenders of PP and because it helps to illuminate the role of the de mini-
mis requirement in the principle. This is the rule of inverse linkage: the greater the 
envisioned catastrophe, the less evidence is needed to warrant precautionary action. 
Conversely, the lesser the catastrophe, the more evidence is needed to warrant 
precaution. Hence, if we hold the envisioned remedy (R) fixed, then D and E are 
inversely linked: if the magnitude of the impact is enormous, then only little evi-
dence is needed to justify precautionary action (Carter & Peterson, 2015).

Prima facie, this rule might seem to conflict with the decision tripod as outlined 
above, which specifies the damage condition (D) and the epistemic condition (E) 
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independently, thereby indicating that the evidential probability that an outcome will 
occur should not hinge on the anticipated damage. Indeed, linkage of the epistemic 
condition and the damage condition has often been raised as an objection to PP (e.g. 
Sunstein, 2005), and for good reasons, or so it seems. After all, such linkage seems 
to entail that only very little evidence is needed to warrant precaution with respect 
to choice X when the envisioned catastrophe is immense—say the gradual extinc-
tion of all species on our planet after centuries of suffering—even if the evidence 
that choice X will have this detrimental impact is incredibly weak. But a decision 
rule along these lines seems misguided: if the relevant evidence is indeed incred-
ibly weak, then a precautionary stance is uncalled for, irrespective of the envisioned 
impact. Indeed, examples along these lines invoke the very worry of precautionary 
paranoia that an epistemically credible version of PP is meant to rule out.

However, the rule of inverse linkage is not meant to trump the anti-paranoia 
requirement—or what we have called the de minimis requirement. Instead, the 
de minimis requirement has lexical priority over the inverse linkage of D and E: 
such linkage comes into play only after this requirement has been fulfilled. That 
is, evidential standards may be lowered in the face of impending harm, provided 
that the minimal evidential threshold has been satisfied in the first place.3 By way 
of example, consider proposals to develop technologies for solar radiation man-
agement, which have raised the worry among opponents that catastrophic harm to 
human health or the environment might ensue. Invoking PP, opponents should first 
inquire whether the de minimis requirement is satisfied: are there indeed good epis-
temic grounds for taking this threat seriously? If this is the case, then inverse link-
age comes into play: even limited evidence that the worry of catastrophic harm is 
justified should suffice to forestall the technology’s implementation. That is, if the 
anticipated harm (D) is indeed catastrophic, then the standards to satisfy E should be 
low, such that R can easily be triggered. This is, for instance, how the emphasis of 
the Wingspread Statement could be interpreted:

when an activity raises threats of harm to human health or the environment 
[i.e.: D is substantial], precautionary measures should be taken [i.e.: R should 
be triggered] even if some cause and effect relationships are not fully estab-
lished scientifically [i.e.: it might be justified to lower the standard for E, com-
pared to the default scientific standard].

Similar reasoning might also be employed to shift the burden of proof (Powell, 
2010; Steglich-Petersen, 2015). For instance, given a suspected risk of substantial 
harm, it might be argued that proponents of a novel technology must provide posi-
tive evidence of its safety, over and above standard procedures. Hence, a heavier 

3 It has been argued against PP that it makes decisions overly sensitive to the bounds of what probabili-
ties count as realistic, and insensitive to any further probabilities (Peterson 2006, p. 597; Roser 2017, p. 
1402). This criticism, however, is misguided. PP is sensitive to all evidential probabilities. The realism 
criterion does not demarcate a point beyond which further evidence is arbitrarily ignored, but a reason-
able distinction between what evidence does, and what evidence does not suffice to take precautionary 
measures. The boundary itself may be vague and contested, but there are paradigm examples on either 
side.
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burden of proof might be placed on proponents of solar radiation management tech-
nology to show that the technology is safe, rather than on regulators to show that it 
is unsafe.

Does this not suggest that PP is overly restrictive? Consider the fear, common 
among contemporary conspiracy theorists, that deploying the 5G telecommunica-
tions network will have detrimental health effects. With the enormous health risks 
that are at stake, does the rule of inverse linkage not imply that evidential stand-
ards should be lowered, and precautionary measures are warranted? That implica-
tion would appear to make PP quite implausible—after all, there does not seem to 
be a credible scientific basis underlying these health concerns. But again, the rule of 
inverse linkage only comes into play after the de minimis requirement has been satis-
fied, and regarding the envisioned health risks of the 5G network this does not seem 
to be the case. The de minimis requirement serves to prevent precautionary paranoia.

To sum up, we have identified four components of PP:

• Decision tripod: if an envisioned outcome is regarded as damaging (D), and the 
prospect that damage will materialize lest precautionary measures be taken is 
sufficiently plausible (E), then precautionary measures—i.e. the suggested rem-
edy—should be prescribed (R).

• Rule of proportionality: the aggressiveness of precautionary measures should 
correspond to the plausibility and severity of the threat.

• Meta-precautionary principle: uncertainty should not lead to inaction.
• Inverse linkage: holding R fixed, D and E are inversely linked: the magnitude of 

one depends on the magnitude of the other. As a result, depending on how cata-
strophic an envisioned outcome is, evidential standards may be lowered and the 
burden of proof may be shifted, provided that the de minimis requirement is still 
satisfied.

Each of these components appears to be quite reasonable. At first face, then, this 
fourfold PP constitutes a plausible decision rule.

3  Adopting PP or CBA? A Criterial Approach

Even if PP is a plausible decision rule, it may be of little use if it is subordinate 
to another plausible decision rules in its vicinity. More specifically, it has been 
objected that PP is merely a muddled version of CBA (Goklany, 2001; Sunstein, 
2001). According to CBA, it is rational to take whichever course of action has the 
highest sum of benefits minus costs, adjusted for the probability that these will be 
realized.4 PP, too, involves a probability adjusted weighting of costs and benefits. 
However, in CBA these costs and benefits are quantified precisely, whereas PP 

4 CBA admits of different versions (Boardman et  al., 2018). When applied under conditions of risk, 
CBA is sometimes framed in terms of expected value theory (e.g. Broome 2012), or in terms of expected 
utility theory (e.g. Koplin et al., 2020).



2438 J. Hopster 

1 3

proponents rely on what seem to be rather vague and interpretable criteria, such 
as the de minimis requirement. If it turns out that decisions generated by CBA do 
not clearly differ from decisions generated by PP, but that CBA provides a more 
straightforward and precise method to generate them, then we would be better off 
to rely on CBA, or so it seems.

Now, I submit that in a circumscribed set of contexts CBA is indeed more 
straightforwardly applicable than PP. Consider situations involving a small but 
determinate probability of a specific catastrophic event. If both the probability 
and the outcome are determinate—we are quite certain about what to expect, and 
how to value it—then so is the expected value of the action we decide to pursue. 
Colloquially, we might still say that in seeking to avoid catastrophic outcomes 
with a low probability, we are relying on precautionary measures, but doing so is 
not unique to PP. If the harm of a low probability risk is sufficiently grave, then 
CBA will counsel to avoid it just as well. If, on the other hand, the risk of harm is 
insufficiently grave and substantial benefits are at stake, then CBA will not coun-
sel to avoid it, but neither does PP. After all, PP is only triggered if the de mini-
mis condition (E) as well as the damage condition (D) are met.

Following Knight’s (1921) distinction, decision contexts which involve deter-
minate probabilities are typically labeled contexts of risk, which should be dis-
tinguished from contexts of uncertainty. The defining aspect of contexts of risk 
is that decision-makers have access to well-defined probabilities: the risk of a 
given outcome is understood as the probability of its occurrence times its nega-
tive consequences. In contexts of uncertainty, however, decision-makers do not 
have access to well-defined probabilities, although they do have some positive 
knowledge about the prospect that a given outcome will occur. Probabilities may 
be vague, or perhaps it is unclear how the knowledge that decision-makers pos-
sess can be framed in probabilistic terms. Even so, in conditions of uncertainty 
decision-makers do possess at least some knowledge that is relevant to decision-
making. Hence, uncertainty should not only be distinguished from risk, but also 
from the epistemic state of pure ignorance.

CBA seems to be more practicable than PP in contexts of risk: it allows for more 
clarity and expression of quantitative detail than PP. Proponents of PP, however, 
typically argue that the same does not hold for contexts of uncertainty, which lack 
determinate probabilities, but do involve a threat of substantial harm. Such charac-
teristics frequently apply to policy-decisions concerning climate change, especially 
where local variations and long-term impacts are concerned (e.g. Sutton, 2019). 
Returning to our previous example, while it has been well-established that melting 
land-ice is likely to provide a major contribution to future sea-level rise, there is 
significant uncertainty about the rate and timing with which ice sheets melt. It is 
particularly difficult to anticipate the timing of potential threshold effects, such as 
the collapse of the West Antarctic marine ice sheet, which could raise global sea-
levels by approximately 3.3 m in the long run (Bamber et al., 2009). Importantly, the 
process resulting in collapse is likely to be irreversible once a tipping point has been 
crossed. Hence, there appears to be a real possibility of substantial harm, but there is 
substantial uncertainty as well, as the rate of melting and the exact tipping point are 
difficult to pin down.
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Such conditions, which involve potentially catastrophic events that should be 
taken seriously on scientific grounds (they constitute real possibilities), but the prob-
abilities of which are themselves subject to substantial uncertainty, confront CBA 
with a dilemma. Let’s call real possibilities of this kind U-events. The dilemma, for 
CBA-proponents, is whether to incorporate U-events in their calculations. On the 
one hand, if they do take U-events into account, then CBA cannot deliver precise 
recommendations. After all, U-events do not come along with precise probabilities; 
therefore, the balance of expected benefits and costs remains unclear.5 As a result, 
relying on CBA can lead to paralysis in decision-making (Steel, 2013). Since this 
renders CBA unhelpful as a decision rule, the only viable alternative for CBA-pro-
ponents is to take on the second horn of the dilemma and ignore U-events. In doing 
so, however, CBA ignores decision-relevant information. Even worse, it does so in 
a way that seems decidedly immoral—namely, by ignoring outcomes that involve 
existential risks (Bostrom, 2013). In practice, some economists applying a version 
of CBA, such as Nobel laureate William Nordhaus, try to escape the dilemma by 
relying on best guesses (Hartzell-Nichols, 2017, ch. 4). But this simply brings us 
back to the dilemma: to be incorporated into CBA, these best guesses need to be 
quantified. This is problematic given the uncertainty at issue, whereby quantification 
can easily amount to false precision. Moreover, it is likely that false precision still 
comes at the cost of neglecting the most catastrophic outcomes, whose systemic and 
all-encompassing effects involve too many unknown variables. Hence, CBA seems 
to have an inherent tendency to shy away from ‘fat tailed’ risks of catastrophic harm 
(Weitzman, 2011).

Proponents of PP, by contrast, resolve the dilemma in a different manner. 
U-events should not be ignored, nor should uncertainty lead to inaction. This 
is exactly why the decision-making tripod is extended with the aforementioned 
meta-clause that uncertainty should not lead to paralysis. What is more, rather 
than risking false precision, it would be much more appropriate to make the genu-
ine scientific uncertainty that comes along with U-events explicit and the focal 
point of decision-making. PP does just this, by focusing on the question of how E 
and D should be specified, both of which are normative questions. Subsequently, 
moral, political, and scientific debate over whether these conditions are satisfied 
should serve to break the deadlock and to avoid paralysis. Such debate is more 
likely to lead to clear policy advice. Of course, as with any normative issue, it 

5 Some proponents of CBA might want to resist this characterization. Employing expected value analy-
sis, they might argue that it is possible to generate a weighted account of the different probabilities that 
are at play, adjusted for their respective epistemic credentials. For instance, John Broome (2012), who 
defends expected value theory, grants that to work out expected values in the context of climate change, 
we need much more detailed information about probabilities than climate scientists can typically provide. 
But he also maintains that “[w]hile we are waiting for it to be supplied by scientists, we have to do the 
best we can. On the basis of what evidence we can muster, we have to assign each event a probability as 
well as we can. In any case, the lack of firm probabilities is not a reason to give up expected value the-
ory.” (Broome 2012, p. 129) Defenders of PP should agree with Broome that “we have to do the best we 
can” in terms of assigning probabilities to the best of our knowledge. But contrary to Broome, they main-
tain that doing our best is not good enough to stick with CBA as a practicable decision rule: the unclarity 
of the probabilities involved will either paralyze CBA or lead to false precision.
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is possible that no clear consensus will be reached, such that PP, too, ultimately 
leads to paralysis. But if so, then paralysis should not be diagnosed as a failure 
of economic quantification, but rather as a failure of reaching moral or political 
agreement—which seems entirely appropriate, given the nature of the issues that 
give rise to U-events, such as the issue of climate change (Gardiner, 2011).

To sum up, when deciding about how to act in the face of risks of harm under 
conditions of uncertainty, PP seems preferable over CBA, both for moral rea-
sons and for reasons of clarity. PP seems preferable on moral grounds, because 
it does not shy away from considering realistic risks of catastrophe, even if these 
are themselves uncertain. PP seems preferable for reasons of clarity because it 
adequately identifies the key normative issues around which decisions regarding 
U-events revolve and raises the prospect of delivering a straightforward prescrip-
tion for action, rather than resulting in paralysis. But, importantly, these practical 
advantages of PP over CBA only emerge when scientific probabilities are subject 
to substantial uncertainty. Hence, we arrive at what Gardiner (2006) calls a crite-
rial approach to PP: PP might be preferred over CBA as a decision-rule, if and 
only if specific criteria are met.

4  Real Possibilities and Evidential Probabilities

A challenge that has been raised for criterial accounts of PP is that they leave the 
relation between real possibilities and probabilities unclear. Consider Gardiner’s 
(2006) account. Gardiner outlines four conditions that should be jointly met to 
legitimately invoke PP, or what he calls RCPP—the ‘Rawlsian Core Precaution-
ary Principle’ (which is spelled out in terms of Rawls’ maximin principle). Let’s 
look at the two epistemic conditions of this version of PP. First, echoing Rawls 
(1999), Gardiner argues that deciding on the basis of RCPP requires that:

decision-makers either lack, or have reason to sharply discount, information 
about the probabilities of the possible outcomes of their actions. (Gardiner, 
2006, p. 47)

I will call this the ‘no probabilities criterion’. Second, Gardiner submits that:

the range of outcomes considered are in some appropriate sense “realistic,” 
so that, for example, only credible threats are considered. (idem 2006, p. 51)

I will call this the ‘realism criterion’.
As it stands, the ‘no probabilities condition’ is ambivalent between two 

options: probabilities are either absent or unclear. If we assume the former, then a 
tension arises: identifying real possibilities seems impossible in situations where 
probabilities are entirely absent. After all, if we cannot attach any meaningful 
probabilities to a given outcome, then it seems that we are also in no position to 
identify that outcome as a real possibility. Differently put, if we can identify an 
outcome as a real possibility, then there must be at least some evidence on the 
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basis of which we can justifiably do so. This evidence, in turn, could be described 
in terms of evidential probability.6 Hence, in situations where we can identify real 
possibilities, evidential probabilities cannot be entirely absent (Roser, 2017).

A better interpretation of the ‘no probabilities condition’, then, is that probabili-
ties are unclear, rather than absent. This conforms to the idea that for almost any 
outcome that is of scientific interest we can attach some probability to its occur-
rence (Powell, 2010). These probabilities might be too coarse-grained to provide 
much insight, or to be practicable in decision-making. Still, ascribing them is at least 
possible, albeit with low epistemic credentials. That is, if we have at least some evi-
dence that X will occur, then we are also in a position to ascribe an evidential prob-
ability to X, although the epistemic credentials of this ascription may be rather low, 
depending on the quality of the evidence on which the statement rests. Moreover, 
as Roser (2017) argues, in principle there are myriad evidential grounds on which 
probabilities can be ascribed. For instance, in the context of climate change, the evi-
dence of decision-makers ranges from things such as

background knowledge about the stability of natural systems under human 
influence (…), the tone of voice with which scientists speak about the dangers 
of climate change, the track record of science in forecasting long-term trends, 
the probabilities that scientists give in IPCC reports which in turn are based 
on empirical data and the general body of natural science, etc. (Roser, 2017, 
p. 1405)

Of course, some of these evidential sources are very weak, and not all of them may 
satisfy the de minimis requirement of realistic possibilities. But they are evidential 
sources nonetheless, and that holds for any context in which we are dealing with 
realistic possibilities: these are not contexts of pure ignorance, but contexts in which 
we possess at least some relevant evidence, which could in principle be framed in 
terms of (imprecise) evidential probabilities.

In sum, while probabilities are neither always necessary, nor always the preferred 
mode of expressing information that pertains to a body of evidence, such expres-
sion is nonetheless possible. The uncertainty that comes along with evidential prob-
abilities can be expressed, for instance, in terms of a probability interval (Hansson, 
2018). Scientists might claim, after integrating different models, that the probabil-
ity that the West Antarctic marine ice sheet has already become unstable is, say, 
between 1 and 18%. This practice of assigning probability ranges is widespread in 
climate science. It is adopted, for instance, by the IPCC, which in its recent assess-
ment reports employs a quantitative ‘likelihood scale’ that explicitly links specific 
probability ranges with specific statements of likelihood (a 99–100% probability 

6 Evidential probabilities express the degree of support for a proposition given by the evidence. For 
instance, if we consider the proposition that the collapse of the West Antarctic marine ice sheet ulti-
mately becomes inevitable at a temperature level of 1.5–2 °C above pre-industrial levels (cf. Pattyn et al., 
2018), then the evidential probability expresses to what degree the evidence supports this proposition.
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range has the qualifier ‘virtually certain’; a 90–100% probability range is ‘very 
likely’, and so on; see Mastrandrea et al., 2010).7 Hence, indeterminate probabilities 
often serve to designate likely ranges of outcomes.

One way of probabilistically expressing uncertainty about a given body of evi-
dence is by distinguishing between first-order and second-order probabilities (Ord 
et al., 2010). First-order probabilities refer to the evidence itself (they might express, 
for instance, the probability of an outcome as given by a specific climate model), 
whereas second-order probabilities refer to the epistemic standing of the evidence 
(how reliable should we take the specific climate model to be?). Second-order prob-
abilities might also be attached to probability ranges. Sticking with our example, 
scientists might claim that the first-order probability range that the West Antarctic 
ice sheet has already become unstable is 1% to 18%, alongside a second-order order 
probability which expresses the reliability of this claim—i.e. the probability that the 
assessment of the first-order probability is correct. Once again, such expressions are 
familiar from IPCC assessment reports, which do not only involve a quantitative 
likelihood scale, but also a qualitative scale which expresses the level of confidence 
in the validity of a finding, as a function of the nature of the evidence and the degree 
of expert agreement on the evidence (Mastrandrea et  al., 2010). These qualitative 
expressions (‘low confidence’, ‘medium confidence’, etc.) could, in principle, be 
expressed in terms of second-order probabilities. With regard to criterial accounts 
of PP, whether or not the relevant evidence is presented in probabilistic terms is 
ultimately beside the point. What matters is whether this evidence is couched in sub-
stantial epistemic uncertainty.

5  Solving the Aggregation Puzzle

In the last section I have argued that, framed in terms of the distinction between 
first and second-order probabilities, PP should be adopted in  situations where our 
second-order epistemic probabilities regarding the soundness of our first-order 
evidential probabilities is low.8 But this leads to a further question pertinent to the 
epistemology of PP: how should these two probabilities be integrated, in making 
an all-things-considered judgement concerning the risk that a given threat will 
actualize? Carter and Peterson have recently argued that “it is far from obvious 
how the defender of the precautionary principle should combine the two types of 

7 Going by the IPCCs likelihood scale, this (fictitious) range of 1–18% would be qualified as ‘unlikely’. 
Arguably, however, this label does not communicate quite the right message to the public and to policy-
makers. A more appropriate message, it seems, if this range were accurate, is that instability of the West 
Antarctic ice sheet constitutes a possibility that is very real. In its most recent Assessment Report (AR6), 
the IPCC has begun to place more emphasis on “low-likelihood, high-impact outcomes” of this sort.
8 It might well be the case that one’s uncertainty about the correctness of a given first-order evidential 
probability is greater than the uncertainty the first-order probability itself expresses. That is, the probabil-
ity estimate given by any scientific analysis might be dwarfed by the probability that the analysis itself is 
flawed (Ord et al., 2010). Therefore, to establish which outcomes constitute real possibilities, it is crucial 
to scrutinize second-order epistemic considerations.
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probability.” (Carter & Peterson, 2015, p. 10) This seems problematic for PP, espe-
cially since one of the principal reasons for preferring PP over CBA in contexts of 
uncertainty is that the former can offer more clarity than the latter. If it turns out that 
PP cannot present a clear formula for handling uncertain probabilities, then this pur-
ported advantage disappears. Hence, we are faced with the puzzle of how first- and 
second-order probabilities should be aggregated, to arrive at an overall judgement 
of whether the de minimis requirement is satisfied. Let’s call this the aggregation 
puzzle.

Carter and Peterson (2015, 2016) frame the puzzle in terms of a dilemma for pro-
ponents of PP: either they aggregate the first- and second-order probability functions 
into a single measure of uncertainty, or they refrain from aggregating the two prob-
abilities. Suppose that PP proponents take on the dilemma’s first horn. The obvi-
ous candidate aggregation rule would be to multiply first- and second-order prob-
abilities. This rule entails that if a second-order probability is very small—i.e. if we 
should have very little confidence in the validity of a first-order probability—then 
the all-things-considered probability will be even smaller. Hence, the greater the 
uncertainty about our first-order probabilities, the less likely it is that the de minimis 
requirement will be satisfied, and that PP can be legitimately invoked. But according 
to Carter and Peterson (2015, p. 10) “[t]his is clearly the wrong conclusion. Intui-
tively, it would make more sense to apply the precautionary principle if the first-
order probability is highly uncertain, which is the opposite of what the multiplica-
tive rule suggests.” The rationale underlying their intuition is that if a first-order 
probability is uncertain, then there seems to be a real possibility that things might 
turn out worse. Therefore, plausibly, we should be more, rather than less, cautious in 
our decision-making.

If multiplying first- and second-order probabilities delivers the wrong result with 
respect to the de minimis requirement, then the first horn of the dilemma is unattrac-
tive. But the second horn—refrain from aggregating the two measures—is unattrac-
tive too. Multiplication constitutes the intuitive guideline for combining probabili-
ties in PP and it is not clear whether another guideline is tenable. But if there are 
no clear guidelines for how second-order considerations should be incorporated into 
PP, then the principle itself is rendered unclear.

This apparent puzzle, I contend, can be solved. Pace Carter and Peterson, the cor-
rect way to aggregate first- and second-order probability functions is indeed to mul-
tiply them, in order to generate an overarching judgment of whether or not a given 
outcome constitutes a real possibility (i.e., of whether de minimis is satisfied). But 
crucially, this rule only applies if the outcome is held fixed and targets what might 
be realistically considered as the worst case. Under these conditions, the intuition 
articulated by Carter and Peterson that greater uncertainty warrants greater precau-
tion misfires: if our first-order evidence suggests that a given outcome constitutes a 
realistic worst-case possibility, then the shakier this first-order evidence turns out to 
be, the less likely that de minimis is satisfied.

What explains the puzzlement of Carter and Peterson is that they treat the out-
come to which the multiplication rule applies as variable. Their intuition that the 
multiplicative rule fails, after all, relies on there being a real possibility that things 
might turn out worse. Now, it is certainly true that if the outcome is variable, then 



2444 J. Hopster 

1 3

greater uncertainty about the standing of the first-order evidence pertaining to this 
outcome might justify greater precaution. Consider the proposition that the sea-
level of the North Sea will rise with maximally 1 m during the twenty-first century. 
Judged by scientists’ current first-order evidence, this constitutes approximately the 
worst-case possibility (van den Hurk et  al., 2014). However, taking into account 
higher-order evidence about this first-order prediction, the all-things-considered 
realistic possibility envisioning the worst case should arguably employ a wider 
uncertainty margin. In this scenario, Carter and Peterson’s intuition is appropriate: 
since the second-order probability implies that matters might turn out worse, we 
should be more cautious in our decision-making.

But if we focus on the worst-case realistic outcome taking into account both first- 
and second-order probabilities, and if we treat this this outcome as fixed, then the 
puzzle disappears. Say, for instance, that our all-things-considered estimate (i.e. the 
estimate based on our first-order evidence, calibrated by our second-order epistemic 
assessment) is that the North Sea will rise with maximally 1–2 m during the twenty-
first century. Any envisioned outcome above this range (> 2 m.) should be consid-
ered as too grandiose to take seriously. Now, if this is the case, then the multipli-
cation rule does apply: the more solid the second-order epistemic standing of this 
worst-case estimate, the more likely it will be that the de minimis requirement is 
satisfied.

Hence, it turns out that aggregation is no real puzzle for PP. Carter and Peter-
son’s intuition that multiplication delivers the wrong result with respect to de min-
imis is misleading: it is an artifact of how Carter and Peterson frame the puzzle, 
rather than a deficit of PP. Reframed in terms of the decision-tripod, they treat the 
damage condition (D) as variable when considering the epistemic threshold (E) that 
should be satisfied to undertake action (R). But in the scenario under discussion, 
we are already considering the worst-case realistic outcome. In other words, it is 
not realistic that things will get any worse. Therefore, greater second-order uncer-
tainty regarding the first-order probability that the damage condition will be satisfied 
should lead to a less, rather than a more precautionary stance.

The solution to the aggregation puzzle connects with a further lesson about how 
to handle imprecise probabilities, in the context of PP. Suppose that the probability 
that some catastrophic event will occur can only be specified in terms of a probabil-
ity range of 0.001–10%. Given the wide extent of this range, what outcome should 
we anticipate? Some proponents of CBA might proceed by making an educated 
guess of which value in this range is most plausible and adopt this value in their 
calculations. Proponents of PP, by contrast, will argue that a strategy along the lines 
of ‘maxiprobability’ (maximize the most probable outcome) is reckless, if we are 
dealing with potentially catastrophic outcomes (cf. Rendall, 2019; Weitzman, 2011). 
It is an example of wishful thinking, akin to the decision of not concluding a fire 
insurance, even after evidence has been presented that one lives in an area where 
wildfires are becoming increasingly common. For proponents of PP, by contrast, the 
relevant outcome to focus on is the upper bound of the realistic range. If, on scien-
tific grounds, the whole range of 0.001–10% should be regarded as realistic, then 
it is only natural to treat a 10% probability of catastrophe as a worst-case realistic 
outcome. The epistemic credentials of this assessment should thereby of course be 
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considered: it makes a difference whether the evidence is solid or shaky. Pace Carter 
and Peterson, however, shaky evidence should not be taken to imply that things 
might still turn out worse, since we are already considering the worst-case realistic 
possibility.

6  Conclusion

I have argued that the PP can be understood as a plausible guide to decision-making 
under uncertainty, which is specifically useful when considering worst case out-
comes that seem to constitute real possibilities—i.e. possibilities that are couched in 
substantial evidential uncertainty, but that satisfy the de minimis requirement none-
theless. It would be a mistake to think that PP should only be appealed to when 
evidential probabilities are entirely absent: in principle the evidence on the basis of 
which one assesses whether the de minimis requirement has been met can be framed 
in probabilistic terms, although the resultant probabilities may be rather imprecise 
and not very helpful for purposes of decision-making. Furthermore, I have argued 
that the task of aggregating first- and second-order probabilities constitutes no dis-
tinct challenge for PP. In principle we can come up with an all-things-considered 
probability estimate to assess whether the de minimis criterion has been met—
though I hasten to add that in practice an alternative approach, not couched in proba-
bilistic terms, might well be equally, or more, opportune.

Several second-order epistemic considerations are relevant to the task of identi-
fying realistic possibilities (cf. Hansson, 2005). In the case of climate uncertainty 
these include, among other things, the question of whether there is a solid mechanis-
tic understanding of the system under consideration (e.g. Shue, 2018), whether there 
are independent lines of evidence supporting an envisioned outcome (e.g. Winsberg, 
2018), the level and quality of expert consensus (e.g. Oreskes, 2018), the question of 
whether surprises are to be expected in the system under consideration (e.g. Parker 
& Risbey, 2015), as well as the question of whether there are historical precedents, 
which may help us to calibrate our assessments of what the climate system is capa-
ble of (Woo, 2019). These and other guidelines help to ascertain whether the de 
minimis criterion has been met and to make an all-things-considered judgement of 
whether a given outcome constitutes a real possibility.

Important philosophical work remains to be done in outlining these guidelines in 
a more rigorous fashion and assessing their epistemic merits. Additionally, impor-
tant work remains to be done on the question of how to articulate and communicate 
real possibilities (e.g. van der Bles et al., 2019), by coming up with the fine-grained 
distinctions necessary to navigate the knowledge space just above the level of igno-
rance, but involving substantial uncertainty. The sources of uncertainty in making 
predictions about future states of the climate are manifold (Hopster, 2021), but so 
are the sources of evidence that lift us from ignorance. For instance, we might take 
an outcome to constitute a realistic possibility because our best scientific models 
suggest its occurrence lies within a plausible range, or because analogous events 
have occurred in the past. But we might also be uncertain about evidential probabili-
ties because we are still at the initial stage of our research, and only have preliminary 
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data at our disposal, with no independent lines of supporting evidence. These dif-
ferent epistemic conditions, in turn, might call for different kinds of precautionary 
remedies. For instance, if we only have preliminary findings at our disposal, then 
the remedy (R) of PP might gravitate towards conducting further research. But if 
outcomes are uncertain because of properties inherent to the system being studied, 
then further research is unlikely to diminish uncertainty in the short run, and pre-
cautionary resources should be allocated differently. Hence, the differences between 
the kinds of uncertainty at issue in PP can be decision-relevant: they might call for 
different precautionary responses. To develop a more fine-grained vocabulary that 
distinguishes between these different types of uncertainty, then, in a language suit-
able for decision-makers, is an important task for future scholarship.
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