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Abstract
I utilize the I(2) cointegration model to assess the empirical relevance of the envi-
ronmental Kuznets curve for CO2 emissions in the US between 1960 and 2014. This 
takes the non-linearity of CO2 emissions into account by directly incorporating data 
that are integrated of order two, I(2). As a result, it enables an extensive dynamic 
analysis of the relationship between emissions and economic growth, as postulated 
by the environmental Kuznets curve both in the short, medium, and long run. The 
results indicate that the primary drivers behind the non-linear shape of US CO2 
emissions in the long run are an increase in emissions caused by energy use and a 
decrease caused by more trade and the utilization of less polluting energy sources. 
GDP only exhibits short run effects. Hence, I do not find evidence in favor of a long-
run relationship between economic development and the concave shape of emis-
sions, as suggested by the environmental Kuznets curve.

Keywords  Environmental Kuznets curve · CO2 emissions · Cointegration · I(2) 
model

JEL Classification  C32 · Q43 · Q56

1  Introduction

One of the most widely used theoretical models on the relationship between eco-
nomic activity and environmental effects such as greenhouse gas emissions or pol-
lution, is the environmental Kuznets curve (EKC). The theory postulates a concave 
relationship between the two variables, where environmental degradation is increas-
ing until a certain level of income is reached and then declines as the income level 
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becomes higher. The theoretical framework of the EKC was first presented in the 
World Development Report 1992 (see World Bank 1992), based on research by 
Shafik (1994) and motivated by the relationship between inequality and the level 
of income in Kuznets (1955). Many studies have investigated the environmental 
Kuznets curve both theoretically and empirically since then; see e.g. Stern (2017) 
for a recent literature review.

The EKC suggests that CO2 emissions should increase until a certain level of 
GDP per capita is reached, and then decline. This non-linearity and concave shape 
of CO2 emissions over time is taken into account in empirical work on the EKC 
using different approaches. A common approach is to add a quadratic term for (real) 
GDP per capita as an explanatory variable in the model, which yields a polynomial 
relationship, but other approaches are also used. As pointed out by Stern (2017), a 
lot of the approaches in empirical work on the EKC are not statistically robust, and 
there is no consensus on the driver of the changes in emissions. However, there are 
recent works that use statistically robust methods in order to take non-linearity into 
account, see the next section for more information about the relevant work.

If I(2) trends are present in the standard cointegrated vector autoregressive 
(CVAR) model, there are some concerns that should be addressed (see Juselius 
(2006), p. 293). It is not possible to say anything about the number of I(2) trends in 
the short-run matrix of the vector error correction model (VECM), and the determi-
nation of the rank of the long-run matrix of the VECM may have poor small sam-
ple properties. The latter can be important in the investigation of the EKC because 
one often utilizes annual data and thereby has a relatively small sample size. Addi-
tionally, the cointegration relations cannot be interpreted in the same way as if only 
I(1) variables are used in the model, since these are not I(0) in the presence of I(2) 
trends but rather I(1). Hence, it is possible to estimate long-run relations in the pres-
ence of I(2) trends in the VECM, but the interpretation of the results is different, 
see Johansen (1995). By using the I(2) model, we are able to take this into account, 
and the estimated I(2) model will provide a rich dynamic analysis of the data, ena-
bling us to analyze the relationship between economic activity and CO2 emissions 
thoroughly. The non-linearity of CO2 emissions may be investigated through an I(2) 
model if there are double unit roots, or “I(2)-ness”, in the data. Using this frame-
work also enables estimating a system of non-linear variables, thus treating all vari-
ables as endogenous from the outset.

I am going to follow the empirical EKC literature on output, CO2 emissions, 
energy consumption, and trade, by including and controlling for (the log of) all 
of them in the model and investigate the joint effects. Hence, I use the same per 
capita variables as e.g. in Halicioglu (2009), reducing the problem of omitted vari-
able bias. This combines testing the EKC hypothesis with the nexus of investigating 
the relationship between economic growth and energy consumption, following Ang 
(2007, 2008); Soytas et al. (2007) and Soytas and Sari (2009). Including trade as an 
explanatory variable is also in line with the Hecksher-Ohlin trade theory (see Arrow 
et al. (1995) and Stern et al. (1996)), which suggest that developed countries will 
specialize in producing goods that are intensive in human capital as well as focusing 
on capital-intensive activities. This will result in pollution being reduced in devel-
oped countries and increased in developing countries, which specialize in producing 
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labor and natural resource-intensive goods, due to trade. Hence, I test both the EKC 
hypothesis, the link between energy consumption and economic growth, and aspects 
related to the Hecksher-Ohlin trade theory such as the pollution haven hypoth-
esis (see Cole (2004)) or carbon leakage (see Babiker (2005)). My contribution is 
thereby to investigate the EKC for CO2 emissions using the I(2) model, allowing for 
a rich dynamic analysis of the link between economic activity and emissions. We 
also use other data sets and models as robustness and sensitivity analyses.

For the US, I find that CO2 emissions show signs of being I(2). We may therefore 
use the I(2) model in order to take this into account, enabling the identification of 
common I(2) trends as the non-linear effects between the variables. I find that there is 
a non-linear relationship between the variables, but that the factors causing the non-
linearity/concavity of CO2 emissions in the long run seem to be related to trade and 
energy use and not GDP, suggesting that the pollution haven hypothesis or carbon 
leakage, along with changing energy sources, may have contributed to the concave 
shape of CO2 emissions and the decline in emissions over the past years in the US.

The next section provides a brief motivation and literature review related to 
empirical research on the EKC. Section  3 presents the EKC model and the I(2) 
model as well as using simulated data to estimate the EKC model, Sect. 4 presents 
the data, estimates the unrestricted I(2) model and performs preliminary tests, while 
the next section shows the empirical results and analysis of the estimated I(2) model. 
The final section concludes. A description of the data sources, as well as robustness 
and sensitivity analyses, are in the Appendices.

2 � Empirical assessment of the environmental Kuznets curve

By using cointegration analysis, both country specific analyzes (see e.g. Perman and 
Stern (2003), Halicioglu (2009) or Saboori et al. (2012)) and panel analyzes of mul-
tiple countries (see e.g. Apergis and Ozturk 2015 or Perman and Stern (2003)) have 
been carried out. Studies have utilized, among other methods, autoregressive distrib-
uted lag (ARDL) models (see e.g. Jalil and Mahmud 2009) and Granger non-causal-
ity tests such as those in Soytas et al. (2007) and Halicioglu (2009). Spatial effects 
have also been investigated (see e.g. Maddison 2006). However, as pointed out by 
Stern (2017), the econometric methods used for analyzing the EKC relationship are 
often not appropriate regarding the consideration of the properties of the data. For 
instance, Stern (2004) emphasizes that few econometric investigations of the EKC 
consider serial dependence or stochastic trends in time series, and that the empirical 
investigations of the EKC have been weak. For a more detailed overview, see Stern 
(2017) who provides a detailed recent literature review of work that assesses the 
empirical relevance of the EKC. See also Copeland and Taylor (2004) for a theoreti-
cal framework of the EKC.

Wagner (2008) accounts for non-linearity by replacing GDP by de-factored 
GDP, and Wagner (2015) extends the Fully modified OLS procedure to deal with 
this and estimates the EKC. See also Knorre et al. (2021) and Wagner et al. (2020) 
for newly developed procedures for monitoring polynomial regressions. Esteve and 
Tamarit (2012) and Sephton and Mann (2013) employ threshold cointegration to 
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take the non-linear effects into account. Nonlinear cointegration is also taken into 
account in Sephton and Mann (2016) through the multivariate adaptive regression 
spline model, while Sephton (2020) and Sephton (2022) investigate mean reversion 
through non-linearity. Pata and Aydin (2022) utilize a wavelet unit root test in order 
to take non-linearity into account.

The concave behavior of CO2 emissions can be taken into consideration by 
using a structural break, implying that there is one regime when CO2 emissions 
are increasing and one when decreasing (or several breaks to account for multiple 
increases and decreases throughout the sample). See e.g. Campos et al. (1996) for 
using structural breaks in conjunction with cointegration, and Santos et al. (2008) 
and Johansen and Nielsen (2009) for impulse indicator saturation techniques to auto-
mate testing for the temporal location of these breaks. It is also possible to include 
multiple breaks (Castle et al. 2012). A recent modeling of UK CO2 emissions using 
structural breaks has been carried out by Hendry (2020). A broken linear trend may 
then be a proxy for an omitted variable explaining changes in CO2 emissions such as 
the composition of different types of manufacturing firms in the economy or activ-
ity in the agricultural sector in the country. Using structural breaks is in line with 
Narayan and Smyth (2008) who investigate how GDP depends on energy consump-
tion by using the Westerlund (2006) cointegration test that allows the possibility of 
multiple structural breaks in panel regressions.

The choice between using an I(1) model with a structural break (or several struc-
tural breaks) or using the I(2) model to take non-linearity into account, is affected 
by whether we should have a deterministic or stochastic specification of the non-
linearity. If there is no reason to expect a shift in the growth rate, the turning point of 
the EKC could be considered as the growth rate of emissions changing from positive 
to negative instead of being modeled by a deterministic shift. Furthermore, the EKC 
is a non-linear model, cf. the definition of non-linearity in Johansen (1997). The 
empirical model should thus also be non-linear in order to take this into account. A 
linear model with one or more shifts in the trend is not necessarily theoretically in 
line with the EKC model, even if it takes the non-linearity of the data into account 
empirically. CO2 emissions, if found to be integrated of order two empirically and 
evolving according to an inverted u-shape, could show signs of a declining growth 
rate (first difference of its logarithm) rather than having a shift in the growth rate. 
This implies that the shift may be modeled stochastically, since it does not necessar-
ily show a change in the behavior but only that the peak of CO2 emissions has been 
reached and that the total emissions (per capita) is declining rather than increas-
ing. Using the I(2) model also allows determining the number of common stochastic 
trends, such that we can analyze long run effects between variables in the model.

Variables that are expected to follow a linear stochastic trend and variables that 
are expected to have a concave shape may be I(1) and I(2), respectively. Further-
more, the results from a cointegration analysis between an I(1) and an I(2) variable 
without taking I(2)-ness into account may be misleading (see Juselius (2006) and 
the results in Appendix B2). By utilizing the I(2) model which will provide a rich 
dynamic analysis of the data, we can allow for I(2) variables directly in the model 
without using a structural break and thus have an empirical framework that is closer 
to non-linearity postulated by the EKC theory. This will provide information on the 
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factors affecting emissions over the sample both in the long, medium and short run 
while taking non-linearity into account, in line with the EKC, while using a fully 
specified econometric framework.

Double unit roots are often not found in empirical literature. This is likely to be a 
result of using univariate unit root tests rather than multivariate tests, since univari-
ate tests have been shown to have low power in detecting double unit root in many 
cases (Juselius 2014). Hence, multivariate tests such as the trace test for determin-
ing the rank performed in Sect. 4.3, should be the preferred method when testing 
for double unit roots (the presence of I(2)). This approach follows Juselius (1995), 
Bacchiocchi and Fanelli (2005), Johansen et al. (2010), Juselius and Assenmacher 
(2017), Hetland and Hetland (2017), Salazar (2017), Juselius and Stillwagon (2018) 
and Juselius and Dimelis (2019), who use the I(2) model and rely on multivariate 
tests. I will follow this literature and concentrate on the multivariate test. However, 
it is important to note that this multivariate test concerns the presence of double 
unit roots in the given system of variables, not just the data series for CO2 emis-
sions. Hence, the outcome of the test will be conditional on which variables that are 
included in the system. To address this, I also perform univariate tests in Appendix 
A2 and employ a bivariate system in Appendix B3, where only CO2 emissions and 
GDP are considered. These alternatives also support the finding of double unit roots.

3 � Theoretical framework and econometric approach

3.1 � The EKC relationship

If we consider the EKC as an inverted U-shaped relationship between CO2 emis-
sions and GDP, the common representation is a polynomial equation (or one of 
higher order) such as

where CO2t is emissions of CO2 per capita, GDPt is GDP per capita and GDP2
t
 is 

squared GDP per capita in period t. We should expect 𝛽1 > 0 since we are dealing 
with positive values for CO2t and GDPt , and 𝛽2 < 0 since the U shape should be 
inverted, allowing for a maximum value on the curve ( �2 should also be sufficiently 
small in relation to �1 , see Perman et  al. (2011)). Control variables are also often 
added to (1) such as human capital, energy consumption, trade, fossil fuel consump-
tion, investments, real capital, etc. in order to isolate the effect of GDP on environ-
mental degradation. Micro foundations in order to explain the functional form of the 
EKC can be found e.g. in Andreoni and Levinson (2001).

A common empirical approach when investigating whether a long-run relation-
ship exists between environmental pollution, such as CO2 emissions, and economic 
activity, using cointegration, involves using CO2 emissions per capita as the depend-
ent variable and GDP per capita and squared GDP per capita as explanatory vari-
ables. Additional control variables, such as energy use per capita and international 
trade (relative to GDP), as motivated in the introduction and following Halicioglu 

(1)CO2t = �1GDPt + �2GDP
2

t
,
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(2009), are also often included. This approach allows testing the EKC hypothesis 
by assessing whether there is an inverted U shape between CO2 emissions and eco-
nomic growth while controlling for other effects. To test the presence of the EKC, 
one can then examine whether �1>0 and 𝛽2 < 0 in (1).

3.2 � The I(2) model

If a variable is integrated of order two, I(2), it needs to be differenced twice in order 
to have a stationary representation, and the I(2) model may be used. For recent 
applications of the I(2) model, see e.g. Juselius and Stillwagon (2018) who inves-
tigate the relationship between interest rates, prices and the exchange rate for the 
UK and the US, Juselius and Assenmacher (2017) for Switzerland and the US, and 
Juselius (2017) for Germany and the US. Hetland and Hetland (2017) investigate the 
Danish housing market through the I(2) model, and the Greek crisis is analyzed in 
Juselius and Dimelis (2019). The presentation of the I(2) model below follows these 
papers closely. See also (Juselius (2006), ch. 17) and (Johansen 1995, ch. 9) for fur-
ther details.

A VAR model with k lags

may be reformulated to a vector equilibrium correction model, such as

where for our purpose related to investigation the EKC, 
Xt = [lco2t, lgdpt, lenergyt, ltradet]

� where the variables in the vector Xt is the natu-
ral logarithm of CO2 emissions per capita, GDP per capita, energy use per capita and 
trade as share of GDP, respectively. Furthermore, 𝛽� = [𝛽, 𝛽0, 𝛽1] , X̃t−1 = [Xt−1, 1, t]

� , 
�t ∼ Np(0,Ω) (p is the number of variables in the information set) for t = 1,… , T  , 
and X−1,X0 is given. Dt is a vector of dummy variables (if included), and �0 and �1 
are constants. The trend is restricted to be in the cointegrating space in order to pre-
vent quadratic trends (i.e. �1 ≠ 0 and �1 = 0 ). Below, we simplify the presentation 
by restricting the trend to be in ��Xt−1 and exempt from using the notation 𝛽′.

We may also write (3) in acceleration rates, changes and levels, which for a lag of 
2 (i.e. setting k = 2 in (2) and (3)) yields

This provides the I(2) cointegrated vector autoregressive (CVAR) model formulated 
in acceleration rates, changes and levels.

By using the maximum likelihood parameterization suggested by Johansen 
(1997) on (4) we get

(2)Xt = Π1Xt−1 +⋯ΠkXt−k + ΦDt + �t.

(3)ΔXt = Γ1ΔXt−1 +⋯ + Γk−1ΔXt−k+1 + 𝛼𝛽�X̃t−1 + ΦDt + 𝜇0 + 𝜇1t + 𝜀t,

(4)Δ2Xt = ΠXt−1 + ΓΔXt−1 + ΦDt + �0 + �1t + �t.

(5)Δ2Xt = �(��Xt−1 + d�ΔXt−1) + ���ΔXt−1 + ΦDt + �0 + �1t + �t.



905

1 3

Empirica (2023) 50:899–931	

Increasing the lag length to k = 3 , if empirically justified, results in adding the term 
Γ1Δ

2Xt−1 with a negative sign to (4) and (5), where Γ = −(I − Γ1) , providing a term 
for the short-run effects (see Johansen (1995)).

The hypothesis that there are unit roots in the data, i.e. that Xt is I(1), is formu-
lated as a reduced rank hypothesis on Π = ��� , where � and � are of dimension p × r 
where r is the rank of Π . As in the CVAR with variables that are at most I(1), the � 
vector describes the long-run stationary relationships between the variables and the 
� vectors contain the adjustment parameters which describe how the system adjusts 
or error-corrects to a disequilibrium from �′Xt.

If ΔXt ∼ I(1) , such that Xt ∼ I(2) , this can be formulated by a linear transforma-
tion through a reduced rank hypothesis on Γ . This results in 𝛼�

⊥
Γ𝛽⊥ = 𝜉𝜂� , where 

� and � are (p − r) × s1 , and 𝛼⊥ and 𝛽⊥ are the orthogonal complements of � and 
� , respectively (see Johansen 1992, 1995). As in the I(1) CVAR model, there are 
(p − r) stochastic trends for the reduced rank r, and these are divided into s1 trends of 
order I(1) and s2 of order I(2). Hence, the I(1) reduced rank condition is associated 
with the levels of the variables, while the I(2) reduced rank condition is associated 
with the differenced variables, since the first difference is I(1) given the presence 
of I(2) in the levels. The trend, t, is restricted to be in the cointegrating relationship 
��Xt−1 , and the constant to be in d�ΔXt−1 (often referred to as the multi-cointegrating 
relationship or dynamic equilibrium). As shown in Rahbek et al. (1999), we need a 
restricted linear trend in order to allow for linear trends in all linear combinations of 
Xt . The relation 𝜁𝜏�ΔX̃t−1 , where 𝜏 = [𝛽, 𝛽⊥1] , describes the medium-run relations 
between the differences variables, and the cointegrating relations 𝜏⊥,1Xt transforms 
the process from I(2) to I(1) by using the polynomial trends. It consists of r relations 
�′Xt and s1 relations 𝛽⊥,1Xt.

As pointed out by Juselius and Assenmacher (2017), �′Xt is generally I(1), and 
can be interpreted as an equilibrium error with pronounced persistence. The coef-
ficients in the vectors � may then be interpreted as how the acceleration rates Δ2Xt 
adjusts to the dynamic equilibrium relations ��Xt + d�ΔXt , and d describes how the 
growth rates ΔXt adjusts to the long-run equilibrium errors �′Xt . If � ≠ 0 , d may be 
interpreted as a medium-run adjustment. For the variable Xi,t , (5) may be written in 
terms of the adjustment rates as

for i = 1,… , p , where p is the number of variables in the vector Xt and i is the ith 
variable. From this, we see that the signs of � , � , and d determine whether the varia-
ble Xi,t is error increasing or error correcting in the long run and in the medium run. 
If 𝛼ijdmj < 0 or/and 𝛼ij𝛽mj < 0 , the acceleration rate is error correcting to the changes 
(��

j
Xt + d�

j
ΔXt) . Furthermore, if dmj𝛽mj > 0 (given �ij ≠ 0 ), the change ΔXi,t is error 

correcting to the levels �′
j
Xt . Finally, if 𝜁i,j𝛽mj < 0 , then the acceleration rate Δ2Xi,t is 

error correcting to ��
j
ΔXt−1 . In all other cases, the system is error increasing. Fur-

thermore, error increasing behavior is offset by error correction elsewhere in the 
system if all the characteristic roots are inside or on the unit circle such that the 

(6)

Δ2Xi,t = ⋯

r∑

j=1

�i,j

p∑

m=1

(�mjXm,t−1 + dmjΔXm,t−1) +

r∑

j=1

�i,j

p∑

m=1

(�mjΔXm,t−1) + �i,t,
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system is stable. Hence, even though a variable may be error increasing in e.g. the 
medium run, this is offset by error correcting behavior in the long run or in another 
variable (see Juselius and Assenmacher (2017)). Even though cointegration meas-
ures co-movements and not causality, long-run adjustment may thus be assessed 
through the � coefficients in combination with �′Xt and ��Xt + d�ΔXt.

The moving average representation of the VAR model can, in a simplified man-
ner, be given as

where 𝛼′
⊥,2

 gives information on the sources of exogenous shocks and 𝛽⊥,2 on how 
the I(2) trends 𝛼�

⊥,2

∑t

j=1

∑j

i=1
𝜀i loads into the variables in the system, Xt . This 

simplified representation is sufficient for the purpose of our analysis, as argued in 
Juselius and Stillwagon (2018). See (Juselius 2006, p. 313) for this simplification or 
Johansen (1992) for a more detailed description.

3.3 � The I(2) model and the EKC relationship

Firstly, CO2 may be I(2) and have a concave shape, following the non-linear relation-
ship postulated by the EKC. We may then consider �′Xt as the long run relationship 
with highly persistent deviations from long-run static equilibrium errors. This highly 
persistent deviation may then be what is causing the concave shape of CO2 emis-
sions as suggested by the EKC, or it may also be in line with long-run deviations 
constituting an N-shape of CO2 emissions (as found e.g. in Grossman and Krueger 
(1991)).

If we find that the rank is r = 1 , we have, from �′Xt , that  the long-run relation 
between the log of CO2 emissions per capita, the log of GDP per capita, the log of 
energy use per capita and the log of net trade can be written as

where zt is a residual integrated of order one. This is similar to the theoretical EKC 
relationship in (1) with control variables, except for not including the square of GDP 
in (8).1 I also exempt from writing the constant term as it is not restricted to be in 
� , and I include a deterministic trend in the unrestricted �′Xt to test for the pres-
ence of this. The I(2) model adds d�ΔXt in order to get a stationary relationship, 
which measures medium run changes in the variables. This can be thought of as a 
proxy for squared GDP in the EKC, such that the non-linearity may be accounted for 
through the I(2) model by d′Xt rather than by adding a quadratic term to the regres-
sion model. See, e.g., Juselius and Assenmacher (2017).

According to the EKC, the relationship between emissions and GDP depends 
on the level of GDP, where a quadratic term is added to explain the concave 

(7)Xt = 𝛽⊥,2𝛼
�

⊥,2

t∑

j=1

j∑

i=1

(𝜀i + 𝜇0) + C1

t∑

j=1

(𝜀j + 𝜇0) + C∗(L)(𝜀t + 𝜇0) + A + Bt,

(8)lco2t = �1lgdpt + �2lenergyt + �4ltradet + zt,

1  I estimate and analyze an I(2) model without the control variables in Appendix B3.



907

1 3

Empirica (2023) 50:899–931	

relationship. This is theoretically motivated as being a positive effect from GDP 
to emissions when a country’s GDP is low and it uses more emission-intensive 
resources in e.g. manufacturing, while the effect of GDP on emissions is smaller 
when GDP is high due to less use of emission-intensive factor inputs. Hence, tech-
nological advancements may cause this non-linear effect of GDP on emissions. GDP 
may therefore both be considered to error increase and error correct the system in 
the I(2) model, since deviations from a linear relationship such as in (8) is both 
increased and decreased by GDP. Error increasing factors will imply reinforcing 
effects, while error correcting factors adjust back to equilibrium. The non-linearity 
of the EKC can thus be considered the disequilibrium in (8), and should, according 
to the EKC, be a result of technological development which is explained through 
GDP. Hence, if technological improvements yield the shape of the EKC, then shocks 
to GDP should be relevant for CO2 emissions. We should therefore observe that 
twice cumulated shocks to GDP will generate an I(2) trend that is concave and that 
these shocks feed into CO2 emissions. This may be investigated through the moving 
average representation of the I(2) model as shown in (7).

The dynamic relation ��Xt + d�ΔXt (if r = 1 ) will be given by

(also including a trend and a constant if applicable) where vt is stationary. Given a 
significant � , this will show error correcting and increasing behavior in the medium 
run. This also shows how the non-stationary deviation from the equilibrium in 
the EKC without a quadratic term (i.e. the representation in (8)) can be explained 
through the estimated parameters and medium run error correction and increasing 
behavior. Hence, while the non-linearity and concave relationship in the EKC model 
is modeled through a polynomial relationship, the non-linearity in the I(2) model 
will be due to deviations from the estimated long-run equilibrium.

4 � Data and empirical results

4.1 � Data

I use log of CO2 emissions per capita, energy use per capita, GDP per capita and 
trade intensity (the sum of imports and exports as a share of GDP) in the empiri-
cal model. References to the data on GDP, CO2 emissions, energy use and trade in 
the next sections thereby refers to the natural logarithm of these series. The data set 
covers the US in the period 1960-2014. Per capita CO2 emissions are measured as 
emissions stemming from the burning of fossil fuels and the manufacture of cement, 
while per capita energy use is the use of primary energy before transformation to 
other end-use fuels, and includes energy from combustible renewable sources and 

(9)
lco2t − �1lgdpt − �2lenergyt − �4ltradet

= d0Δlco2t − d1Δlgdpt − d2Δlenergyt − d4Δltradet + vt,
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waste.2 For GDP, I use real GDP per capita, while trade intensity is measured as 
the sum of imports and exports as a percentage of GDP. The data are plotted in 
Fig. 1, and a description of the data sources can be found in Appendix A1. These 
over 50 years of data includes many changes in the US economy such as variation in 
its composition of industrial sectors. The sample starts with the consumer boom in 
the 1960 s, followed by the recessions and inflationary periods in the 70 s and 80 s 
(French and French 1997). Increased labor productivity in the second half of the 
90 s, in particular due to information technology (Oliner and Sichel 2000) is also 
related, and the sample ends after the financial crisis.

As argued in e.g. Itkonen (2012) and Jaforullah and King (2017), using energy 
consumption as an explanatory variable for CO2 emissions may lead to underesti-
mation of the other explanatory variables and systematic volatility in the estimated 
coefficients. It may also cause misleading cointegration test results, and should 
thereby not be used when estimating the effects on CO2 emissions. However, in this 
paper, our main concern is the unobserved shocks driving the stochastic trends of 
the system and not the estimated parameters, such that this should be of less impor-
tance here. Even though the data series for CO2 emissions are constructed par-
tially based on energy consumption, the difference between the shocks to the two 

Fig. 1   Plot of the natural logarithm of the US data series

2  Most studies use one of two types of data on CO
2
 emissions (Sun 1999): 1) Energy-related CO

2
 emis-

sions data (published by the International Energy Agency (IEA)) or 2) Data on man-made CO
2
 emissions 

from fossil fuels and cement manufacture (such as data from the Carbon Dioxide Information Analysis 
center (CDIAC)). I have used the latter here, both due to data availability and in order to reduce the risk 
of multicollinearity since I also include energy use in the model. Results indicate that the I(2) model is 
also relevant when using energy-related emissions data.
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variables may provide important information regarding whether changes in energy 
originates from changes in the use of renewable sources and thereby do not lead 
to an increase in CO2 emissions. The estimated system for the US when excluding 
energy use also suggests that GDP may be excluded from the long run relation, such 
that the effect of GDP on CO2 emissions does not seem to be underestimated when 
including energy use in the system. Excluding energy use also suggests no long run 
relationship between GDP and CO2 emissions (see Appendix B3), indicating that 
including energy use in the model does not underestimate the effect between GDP 
and CO2 emissions or the I(2) cointegration test results. Additionally, when using 
an error correction form such as in (3), (4) and (5), which contain our estimates, the 
multicollinearity effect is significantly reduced (see Juselius 2006, p. 60), such that 
using both energy use and CO2 emissions in our model is less of a concern.

4.2 � Unrestricted I(2) model

The results from the estimations I conduct here were obtained using CATS 3 for 
OxMetrics, see Doornik and Juselius (2017).3 I follow Rahbek et  al. (1999) and 
restrict the constant term to be in d�xt−1 and the deterministic trend to be in ��xt−1 in 
order to avoid quadratic trends as pointed out in Sect. 3.2. This enables us to sepa-
rate between a quadratic trend and the presence of I(2) due to double unit roots.

I set the lag length of the unrestricted VAR to k = 3 , which is the most parsimoni-
ous well specified model without the need to include any step or indicator dummies. 
See Table 1 for the residual analysis which shows that the VAR(3) model is well 
specified. The tests of the residuals are described in Doornik and Juselius (2017).

Information criteria and log-likelihood tests for lag reduction indicates that we 
should choose a lag length of one or two. However, the VARs with one or two lags 
are not correctly specified according to misspecification tests. This invalidates these 
test criteria since these tests are only valid under the assumption that the models are 
correctly specified (Juselius 2006). We need to add shift and impulse dummy vari-
ables to the VARs with one or two lags in order to make them well specified, so I 
instead proceed with a VAR with three lags in order to avoid the need to add dummy 
variables. This enables us to use a model which fully explains the system of vari-
ables in the sample period. An I(2) model with a lag length of three also provides 
estimates of short run effects which may be relevant to analyze.

Using impulse and step indicator saturation in Autometrics (see Doornik (2009)) 
provides a well specified VAR(1) model with a step shift dummy in 1973 and an 
impulse dummy in 1976. This step shift may take the non-linearity into account and 
be used in an I(1) cointegration model instead of using I(2) cointegration analysis as 
I utilize in this paper. Alternatively, the two approaches may be combined, following 
the framework in Kurita et al. (2011). However, I will use the I(2) model since this 

3  According to Doornik and Juselius (2017), CATS version 3 is probably the only computer program 
available today that offers advanced facilities for estimation and hypothesis testing in the I(2) model. 
CATS version 2 (in RATS) may also be used for estimating the I(2) model, see Dennis et al. (2006).
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is in line with what the EKC suggests, and we are able to use a VAR(3) model that is 
well specified without the need to add deterministic terms.

4.3 � Reduced rank and preliminary tests

Here, we use the I(2) trace test for the reduced rank hypothesis test of Γ as the multi-
variate unit root test. This follows the literature utilizing the I(2) model as discussed 
in Sect. 2. The results are that a rank of r = 1 and s2 = 2 I(2) trends (i.e. the model 
H(1,1,2)) is accepted with a p-value of 0.208, as shown in Table  2 and highlighted 
in bold. The model H(1,0,3) may also be accepted with a p-value of 0.052, since we 
move from left to right row-wise in this procedure, but since the p-value is quite low 
we choose to interpret the results in favor of the H(1,1,2) model. This yields a rank 
of r = 1 , implying one polynomially cointegrating relation 𝛽�X̃t + d�ΔX̃t , and two rela-
tions 𝛽⊥iΔX̃t−1 , i = 1, 2 , which needs to be differenced in order to become stationary. 
A near unit root may be hard to distinguish from a unit root in a finite sample (see e.g. 
Granger and Swanson (1997)), suggesting that it is appropriate to use the I(2) model for 
modeling CO2 emissions also when we find (near) I(2)-ness in the data.

I have also included univariate ADF tests of the variables in Appendix A2 in order 
to illustrate the behavior of double unit roots and motivate using the I(2) model. The 
results suggest that CO2 emissions contains double unit roots, which is in line with the 
multivariate test used here.

Tests for variable exclusion, weak exogeneity and I(1) tests are shown in Table 3. 
The tests for long-run weak exogeneity show that GDP may be weakly exogenous, 
observing a p-value of 0.40, such that GDP is not affected by the system being out 

Table 1   Misspecification tests for the unrestricted VAR(3) model

Multivariate tests (p-values in brackets)

No autocorrelation LM(1) �2(16) 15.21
[0.51]

LM(2) �2(16) 21.52
[0.16]

Normality �2(8) 9.17
[0.33]

No ARCH LM(1) �2(100) 83.88
[0.88]

LM(1) �2(200) 196.60
[0.55]

Univariate tests (p-values in brackets)

Δlco2t Δlgdpt Δlenergyt Δltradet

No ARCH 0.71
[0.70]

5.78
[0.06]

3.48
[0.18]

2.09
[0.35]

Normality 2.36
[0.31]

5.39
[0.07]

3.58
[0.17]

0.89
[0.64]

Skewness − 0.40 − 0.73 − 0.25 0.12
Kurtosis 3.41 3.36 3.71 3.10
R2 0.72 0.47 0.67 0.49
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of equilibrium. GDP may in addition be excluded from the long run relation � and � , 
indicating that GDP is not relevant for the long-run polynomially cointegrating relation.

We may investigate whether a variable is I(1) or I(2) by testing for a unit vector in 
� and � . As argued in (Juselius 2006, p. 297) and as shown by tests for I(2) trends in 
Juselius (2014), univariate tests of individual variables cannot (and should not) replace 
the multivariate I(1) or I(2) test procedures. The rank test here is therefore used as the 
appropriate multivariate test of double unit roots. From Table 3, we see that we reject 
the null hypothesis that the variable in question is at most I(1) for all variables. All of 
the variables may therefore considered to be (near) I(2) in our system. Even though 
theoretically justifying that all of the variables should be integrated of order two may 
not be appropriate, (near) I(2)-ness may be considered due to persistent deviations from 
I(1) behavior. As previously mentioned, the I(2) model is also appropriate to use in 
the case of (near) I(2)-ness (Frydman et al. 2010), such that the I(2) model is a suit-
able framework to estimate the EKC relationship given our data set. The estimated I(2) 
model is thus a suitable framework for taking the non-linearity and the concave shape 
of the EKC into account.

Table 2   Rank test statistics 
(with p-values in brackets)

Boldfaced numbers indicates the chosen rank for the analysis

p-r r s
2
= 4 s

2
= 3 s

2
= 2 s

2
= 1 s

2
= 0

4 0 160.5 122.2 100.4 85.1 74.8
[0.002] [0.017] [0.016] [0.009] [0.004]

3 1 88.8 61.1 43.4 37
[0.052] [0.208] [0.329] [0.175]

2 2 39.8 24.7 16
[0.282] [0.439] [0.501]

1 3 12.5 6.7
[0.415] [0.383]

Table 3   Tests of restrictions (p-values in brackets)

Variable excl. 
from �

Variable excl. 
from �

Unit vector in � 
(I(1) test)

Unit vector in � 
(I(1) test)

Test of long-
run weak 
exo

lco2t−1 8.12
[0.00]

18.97
[0.00]

24.67
[0.00]

14.74
[0.00]

7.73
[0.01]

lgdpt−1 2.07
[0.15]

2.68
[0.26]

31.23
[0.00]

21.01
[0.00]

0.71
[0.40]

lenergyt−1 11.57
[0.00]

20.32
[0.00]

25.01
[0.00]

15.07
[0.00]

5.84
[0.02]

ltradet−1 18.36
[0.00]

22.94
[0.00]

23.76
[0.00]

20.30
[0.00]

6.51
[0.01]

Trend 6.26
[0.01]

8.84
[0.02]

Distribution �2(1) �2(2) �2(4) �2(3) �2(1)
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5 � Results

5.1 � Long and medium run relations

Since whether the products of d, � and � are positive or negative determines if vari-
ables in the system are error correcting or error increasing, c.f. (5) and (6), we need to 
assess the signs of these products from the estimated parameters. This is summarized 
in Table 4 where the significant parameters and the signs of their relevant products for 
interpreting the results are shown. Boldfaced font indicates that the variable in the cor-
responding column is error increasing, while an asterisk implies that there is no sig-
nificant effect (given | t-value | < 1.6 following e.g. Juselius and Assenmacher (2017)). 
I also restrict GDPt to be excluded from � , which is accepted with a p-value of 0.15 
according to the likelihood ratio test, c.f. Table 3. This provides an over-identified and 
more parsimonious model.

The estimated polynomially cointegrating relations show that energy use is error 
increasing (bold in Table 4) both in the long run and the medium run (interpreting coef-
ficients in d as medium-run adjustment is conditional on � ≠ 0 , as argued in Juselius 
and Assenmacher (2017)), while trade and CO2 emissions are error correcting both 
in the long run and the medium run. This implies that energy consumption is a domi-
nant trend follower in the long run, while CO2 emissions and trade takes the burden of 
adjustment back to equilibrium. Hence, if variables are away from the long-run relation-
ship, CO2 emissions and trade will move back towards equilibrium (the equilibrium will 
here imply the long-run stationary relationship between the variables and the persistent 
�′Xt in the medium run). The relationship between the variables in the system is pushed 
out of equilibrium mainly by use of primary energy. Hence, the increase in the I(2) 
trend has mainly been caused by use of primary energy, while the decrease in the trend 
is mainly a result of trade and less emission intensiveness. Even if d is significant for 
GDP, this cannot be interpreted as a medium run effect since � is insignificant for GDP.

The stationary dynamic long-run relation ��Xt + d�ΔXt then becomes

(10)

lco2t − 1.25
(0.046)

lenergyt + 0.42
(0.042)

ltradet − 0.0054
(0.00086)

t

+ 0.75
(0.13)

Δlco2t + 0.90
(0.16)

Δlenergyt − 0.87
(0.43)

Δlgdpt + 0.99
(0.22)

Δltradet + 7.12
(0.36)

Table 4   Estimated polynomially 
cointegrating relations (t-values 
in brackets)

Boldfaced coefficients show that the variable in the correspond-
ing column has error increasing behavior, while an asterisk implies 
that there is no significant effect (given a t-value smaller than 1.6 in 
absolute value)

CO2 GDP Energy Trade Trend

�′ 1 0 − 1.25 0.42 − 0.0054
[− 27.0] [ 9.9] [− 6.3]

d′ 0.75 − 0.87 0.90 0.99 –
[ 5.9] [− 2.0] [5.5] [ 4.6]

� − 0.62 * − 0.58 − 1.16 –
[− 5.0] [− 4.7] [− 3.1]
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where standard errors are given in parentheses below the estimated coefficients.
While squared GDP may explain the non-linear relationship between GDP and 

emissions in the EKC theory, d�ΔXt will provide the factors that contribute to the 
non-linearity of CO2 emissions estimated by the I(2) model. The other variables in 
�′Xt may also be I(2).

CO2 emissions and energy use enters with opposite signs in �′Xt , cap-
turing energy intensity and a negative coefficient on excess energy use; 
(lco2t − lenergyt) − 0.25lenergyt . Hence, energy intensity enters with a positive 
sign, while excess energy use enters negatively, and trade enters with a positive sign.

Rearranging the terms of �′Xt in (10) yields

Hence, in the long run, energy use positively affects emissions, while trade has a 
negative effect on emissions. The coefficient on energy use is above unity, suggest-
ing that a decrease in energy use is associated with an even larger decrease in CO2 
emissions. This suggests that declining energy use may lead to a larger emissions 
reduction, e.g., by also shifting to less emission intensive energy sources. Trade is 
negatively associated with emissions, suggesting that more trade is related to less 
emissions in the long run, in line with carbon leakage or the pollution haven hypoth-
esis. The small but significant trend also suggest that there is something not included 
in the model associated positively with emissions in the long run, given that energy 
use and trade is unchanged.

However, we also need d�ΔXt in order to obtain a stationary relationship. As out-
lined in Sect. 3.3, this works as a proxy for squared GDP in the EKC model which is 
included to take non-linearity and a concave shape into account. From (10), we see 
that the non-linearity increases with growth in CO2 emissions, energy use and trade, 
while it decreases with GDP growth.

5.2 � Concavity and estimated I(2) trends

From the estimated common trends and their loadings shown in Table  5, we find 
that the first I(2) trend is generated from twice cumulated shocks to GDP, while 
the second I(2) trend is generated from twice cumulated shocks to energy use and 
CO2 emissions. Furthermore, the first trend mostly loads into GDP, while the second 
trend loads into CO2 emissions, energy use and trade with the same sign.

The EKC theory suggests that economic development is driving emissions 
through e.g. technological progress. Hence, we should expect shocks to GDP 
to provide the concave shape of CO2 emissions. However, our results show that 
twice cumulated shocks to GDP mainly loads into GDP itself, while twice cumu-
lated shocks to energy consumption and emissions loads into energy consump-
tion, CO2 emissions and trade. Hence, the two I(2) trends are not generated from 
the same source, and they do not load into the same variables. This indicates 
that the I(2)-ness of CO2 emissions is not generated from shocks to GDP–as a 
proxy for productivity and technology – as suggested theoretically by the EKC. 

(11)lco2t = 1.25
(0.046)

lenergyt − 0.42
(0.042)

ltradet + 0.0054
(0.00086)

t
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The two I(2) trends are shown in Fig. 2, where we see that they are shaped dif-
ferently. Both may be considered to be concave, but the trend generated from 
shocks to GDP (due to e.g. technology development) does not feed into emissions 
and energy use and thus does not contribute to the concave shape of emissions. 
Hence, our results do not support the EKC theory of economic development caus-
ing the concave shape of CO2 emissions.

In the long run, the deviation from the stationary relationship ��xt + d�Δxt seems 
to be caused by energy use, while CO2 emissions and trade have caused the system 
to move back to the stationary equilibrium in the long run. Furthermore, the I(2)-
ness of CO2 emissions seems not to be caused by GDP. This implies that the concave 
shape of CO2 emissions that we observe in the data, cannot be explained by shocks 
to GDP. The I(2)-ness of CO2 emissions seems to be a result of how energy con-
sumption evolves. Additionally, the I(2)-ness of energy consumption does not seem 
to be caused by GDP either, such that there is no apparent link between economic 
growth, energy consumption and CO2 emissions in the long or medium run.

Table 5   Estimated common 
trends and their loadings

An asterisk implies that there is no significant effect (given a t-value 
smaller than 1.6 in absolute value)

CO
2

GDP Energy Trade

𝛽⊥2,1 0.29 0.64 0.21 − 0.077

𝛽⊥2,2 0.69 0.058 0.69 0.41
𝛼⊥2,1 ∗ 1 0 ∗

𝛼⊥2,2 − 0.51 0 1 ∗

Fig. 2   I(2) trends generated from twice cumulated shocks to GDP (I2trend1) and energy use and CO
2
 

emissions (I2trend2)
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The cointegrating relation ��xt + d�Δxt is hard to interpret in isolation as argued 
in Hetland and Hetland (2017). Even if we are able to connect the estimates of the 
I(2) model to the EKC, whether variables are error correcting or error increasing in 
the long run and medium run are more informative on how CO2 emissions and the 
variables in our system are moving over time. We can investigate which factors that 
affected the non-linearity of the system and thereby how a potential EKC-relation-
ship can be explained through the estimated I(2) model. The observed I(2)-ness in 
CO2 emissions seems to be explained by the development in energy use, the choice 
of energy sources and trade. The I(2)-model is thereby a useful framework to ana-
lyze the long-run relationship between variables related to the EKC as it enables us 
to assess the factors causing this non-linear relationship in the long run.

5.3 � Short run relations

The short run matrix is given in Table 6, where the estimated coefficients determin-
ing short run effects in the I(2) model are provided. This is only possible if we have 
a lag length of k = 3 or more. Significant effects are shown in bold faced font.

The short run parameters indicate that the acceleration rate of GDP and trade 
affects the acceleration rate of CO2 emissions negatively in the short run. The accel-
eration rate of GDP is only affected by its own lag, while the acceleration rate of 
trade has a negative effect on the acceleration rate of energy use. Hence, CO2 emis-
sions may be affected by GDP in the short run, while trade affects both energy con-
sumption and CO2 emissions. We see that accelerated GDP growth leads to negative 
acceleration of CO2 emissions (possibly due to improvements in technology making 
production less emission intensive) and that accelerated trade growth leads to nega-
tive acceleration of energy use and CO2 emissions (possibly as a consequence of less 
domestic production of emission intensive goods). Hence, even though I do not find 
any long run effect from GDP on CO2 emissions explaining the concave shape of CO2 
emissions over the long run in our sample, there may be an effect in the short run.

The short run coefficient of GDP on CO2 emissions is negative, and this coef-
ficient corresponds to the second derivative of GDP in the theoretical EKC rela-
tionship since it estimates the effect of acceleration rates. Hence, this relationship 

Table 6   The short run matrix 
(t-values in brackets)

Boldfaced numbers show significant effects

Δ2Lco2t Δ2Lgdpt Δ2Lenergyt Δ2Ltradet

Δ2Lco2t−1 0.42 0.00856 0.211 1.5
[1.3] [ 0.0] [ 0.6] [1.5]

Δ2Lgdpt−1 − 0.421 − 0.499 − 0.228 − 0.278
− [2.5] − [2.9] [− 1.4] [− 0.5]

Δ2Lenergyt−1 0.112 0.406 0.239 − 0.117
[ 0.3] [ 1.1] [ 0.6] [ − 0.1]

Δ2Ltradet−1 − 0.133 − 0.0674 − 0.157 −0.224
− [2.3] [− 1.2] − [2.8] [− 1.3]
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also indicates a concave relationship between GDP and CO2 emissions.4 However, 
as our results from the estimated I(2) model indicate, the long run effect on CO2 
emissions and its non-linearity over the sample is not caused by GDP but rather by 
the long run movements in trade and emissions themselves through e.g. using differ-
ent energy sources.

5.4 � Robustness and sensitivity analysis

By using other data sets and other variable subsets and thereby model specifica-
tions, it is possible to assess the robustness and sensitivity of the I(2) model I have 
estimated.

I investigate the sensitivity of the results by using simulated data in Appendix B1, 
and by estimating the standard I(1) cointegration model on the US data in order to 
look for potential problems using (near) I(2) data in Appendix B2. I also estimate a 
bivariate model in Appendix B3 to investigate whether the results are sensitive to 
including both energy use and CO2 emissions in the same system.

Additionally, I estimate the I(2) model for China and the UK in order to assess 
the robustness of the results when using other data sets in Appendix B4.

6 � Conclusion

CO2 emissions in the US can be explained by an inverted U-shape, as I find (near) 
I(2)-ness in the data, which may suggest concavity that is in line with an environ-
mental Kuznets curve. However, it seems that the non-linearity is not attributed to 
economic development, as the stochastic I(2) trend driving CO2 emissions is not 
generated by twice cumulated shocks to GDP. This implies that other factors than 
technology advancements and productivity improvements (typical examples of 
shocks to economic growth) contribute to the concave shape of CO2 emissions.

In the long run, the relationship between CO2 emissions and GDP growth per 
capita appears unrelated, while energy use and trade intensity seem to play signifi-
cant roles. Thus, while the EKC may be observed empirically through the concave 
shape of CO2 emissions relative to GDP, there are other factors causing CO2 emis-
sions to move from an increasing to a declining trend over time and thereby contrib-
uting to the concave EKC-shape. Therefore, relying solely on economic growth as a 
means to reduce emissions over time might not be effective.

Energy use is an important explanatory factor for the growth in the I(2) trends 
in the sample, whereas trade and CO2 emissions have contributed to the decline 
in these trends. This suggests that using more renewable and less polluting energy 
sources, in addition to outsourcing pollution intensive industries, has played an 
important role in reducing US CO2 emissions over the studied period. The initial 
rise in emissions at the beginning of our sample seems to be linked to increased 

4  To achieve concavity, this second derivative should be negative, see e.g. Mikayilov et al. (2018).
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use of primary energy in pollution and and energy-intensive manufacturing sectors.
Future research could gain from considering trade dynamics and sector-specific pol-
lution on a global scale to examine the EKC more comprehensively. Nevertheless, 
the relevance of the I(2) model for analyzing CO2 emissions is demonstrated by the 
results here.

Appendix A: Data and univariate unit root tests

A1. Data

Data on CO2 emissions is measured in metric tons per capita, and are gathered from 
World Bank Open Data from a previous vintage of data from Carbon Dioxide Infor-
mation Analysis Center, Environmental Sciences Division, Oak Ridge National 
Laboratory, Tennessee, United States, see Boden et  al. (2017). However, the data 
set used measures CO2 emissions in metric tons of CO2 per capita, while the vintage 
data available on the websites use metric tons of carbon per capita. This implies that 
there is a difference of 44

12
 (the molecular weight of CO2 divided by that of a carbon 

atom) between the data series, in addition to some minor differences, possibly due to 
rounding differences.

GDP per capita is measured in constant 2000 US $, and retrieved from Wold 
Bank Open Data using data ID NY.GDP.PCAP.KD, where the source is World 
Bank national accounts data, and OECD National Accounts data files. Energy use 
is measured as kg of oil equivalent per capita found in World Bank Open Data as 
data ID: EG.USE.PCAP.KG.OE, from IEA Statistics © OECD/IEA 2014 (iea.org/
stats/index.asp), subject to iea.org/t &c/ termsandconditions. Data on trade measures 
trade intensity, i.e. the sum of imports and exports as a share of GDP. The trade 
data is from a previous vintage of World Bank national accounts data and OECD 
National Accounts data files going back to 1960. They are retrieved from World 
Bank Open Data, with the data ID NE.TRD.GNFS.ZS.

A2. Univariate unit root tests

In order to test for the order of integration in the variables, I perform augmented 
Dickey-Fuller tests for the log of each variable, as well its first difference and its sec-
ond difference. This is done by estimating

for s lags and testing the null hypothesis of a unit root, � = 1 . Both a constant and 
a trend is included in order to account for the variable being stationary around a 
linear trend. To account for potential autocorrelation, I estimate using 0 to 4 lags of 
the first difference ( s = 0 , s = 1 , s = 2 , s = 3 and s = 4 ), and select number of lags 
according to the Akaike information criterium (AIC).

Δyt = � + (� − 1)yt−1 +

s∑

i=1

�iΔyt−1 + �t + �t
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The results form unit root tests are shown in Tables 7 and 8. The first column 
shows the variable name and the second column the number of lags of the first 
difference. The t-value for the ADF test is in the third column (critical values are 
−3.50 and −4.15 at the 5% and 1% significance level, respectively), with asterisks 
indicating significance for rejecting the null hypothesis of a unit root at the 1%, 
5% and 10% significance level for three, two and one asterisk, respectively and 
thereby suggest stationarity. The next two columns show the estimated coefficient 
on yt−1 and the standard error of the equation, respectively. The abbreviation “l.l.” 
represents “longest lag” such that “l.l. t.val” and “l.l. p-val” shows the t-value and 

Table 7   Augmented Dickey Fuller tests, CO
2
 emissions and energy use

Boldfaced numbers show the minimum value of the Akaike information criterion indicating the chosen 
number of lags

Lags ADF t-val Coeff std.err l.l. t-val l.l. p-val AIC F-prob

lco2t 4 − 2.831 0.7837 0.02544 − 0.4684 0.6421 − 7.207
3 − 3.025 0.77621 0.02519 1.968 0.0559 − 7.244 0.6421
2 − 2.674 0.79777 0.02604 − 0.7599 0.4515 − 7.196 0.1474
1 − 3.01 0.78208 0.02591 2.444 0.0187 − 7.225 0.2187
0 − 2.456 0.81587 0.02734 − 7.137 0.0438

Δlco2t 4 − 2.915 0.17074 0.02787 0.04963 0.9607 − 7.024
3 − 3.293 0.17721 0.02753 1.002 0.322 − 7.066 0.9607
2 − 3.168 0.28398 0.02753 − 1.407 0.1669 − 7.085 0.6154
1 − 4.932** 0.094504 0.02784 1.448 0.1548 − 7.081 0.4158
0 − 5.054** 0.25725 0.02819 − 7.076 0.3049

Δ2lco2t 4 − 4.652** − 1.8621 0.03014 1.204 0.2355 − 6.867
3 − 5.084** − 1.3771 0.03031 1.328 0.1914 − 6.874 0.2355
2 − 5.483** − 0.97609 0.03058 0.3992 0.6918 − 6.874 0.2111
1 − 8.800** − 0.8602 0.03028 3.729 0.0006 − 6.913 0.3474
0 − 8.431** − 0.23524 0.03444 − 6.675 0.0051

lenergyt 4 − 2.884 0.80209 0.02215 − 0.5532 0.5832 − 7.483
3 − 3.023 0.79654 0.02196 1.447 0.1554 − 7.518 0.5832
2 − 2.872 0.80494 0.02224 − 0.899 0.3738 − 7.511 0.317
1 − 3.1 0.79357 0.02219 2.408 0.0204 − 7.535 0.3768
0 − 2.717 0.81054 0.02337 − 7.451 0.0806

Δlenergyt 4 − 2.918 0.1719 0.02434 0.02358 0.9813 − 7.295
3 − 3.327 0.17503 0.02404 0.9076 0.3694 − 7.337 0.9813
2 − 3.269 0.27454 0.02399 − 1.09 0.2818 − 7.36 0.6716
1 − 4.822** 0.13236 0.02404 1.35 0.1842 − 7.374 0.5858
0 − 4.969** 0.27798 0.02427 − 7.375 0.454

Δ2lenergyt 4 − 4.442** − 1.7025 0.02657 0.8408 0.4055 − 7.119
3 − 5.173** − 1.3669 0.02648 1.391 0.1719 − 7.144 0.4055
2 − 5.556** − 0.95333 0.02677 0.5647 0.5753 − 7.141 0.2802
1 − 8.397** − 0.79655 0.02656 3.363 0.0016 − 7.176 0.4102
0 − 8.392** − 0.2302 0.02951 − 6.985 0.0141
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the p-value of the longest lag of �s . AIC denotes the Akaike information criterion 
(where the lowest which indicates the preferred lag length is in bold) and F-prob 
the p-value of the F-tests on all lags dropped up to that point. See Hendry and 
Doornik (2001) for further details.

From the results shown in Tables 7 and 8, we see that we are able to reject the 
null hypothesis of a unit root for the level and the first difference of the log of 
CO2 emissions but reject the null of a unit root for the second difference of CO2 
emissions. This suggests that the log of CO2 emissions per capita is I(2). The 

Table 8   Augmented Dickey Fuller tests, GDP and trade

Boldfaced numbers show the minimum value of the Akaike information criterion indicating the chosen 
number of lags

Lags ADF t-val Coeff Std.err l.l. t-val l.l. p-val AIC F-prob

lgdpt 4 − 0.8297 0.91107 0.0189 − 0.6304 0.532 − 7.801
3 − 1.172 0.88495 0.01876 − 0.4973 0.6216 − 7.834 0.532
2 − 1.519 0.8651 0.01859 − 0.57 0.5717 − 7.87 0.7276
1 − 1.951 0.84388 0.01844 2.204 0.0329 − 7.905 0.8119
0 − 1.152 0.91111 0.01923 − 7.84 0.2528

Δlgdpt 4 − 3.495 − 0.21661 0.01905 − 0.1447 0.8857 − 7.784
3 − 4.387** − 0.24504 0.01882 1.035 0.3067 − 7.826 0.8857
2 − 4.631** − 0.076066 0.01884 1.062 0.2943 − 7.843 0.5907
1 − 4.994** 0.072718 0.01887 1.309 0.1975 − 7.859 0.5441
0 − 5.301** 0.22419 0.01902 − 7.863 0.4386

Δ2lgdpt 4 − 4.934** − 1.9928 0.02155 0.912 0.3672 − 7.538
3 − 6.145** − 1.5968 0.0215 2.274 0.0282 − 7.56 0.3672
2 − 5.968** − 0.94615 0.02255 1.519 0.1364 − 7.484 0.0615
1 − 6.948** − 0.5879 0.02289 1.785 0.0813 − 7.473 0.0502
0 − 8.915** − 0.26307 0.02345 − 7.444 0.0285

ltradet 4 − 2.437 0.74764 0.0649 0.5783 0.5663 − 5.333
3 − 2.387 0.76137 0.06437 − 0.01749 0.9861 − 5.368 0.5663
2 − 2.491 0.76095 0.0636 − 0.4799 0.6338 − 5.41 0.8465
1 − 2.745 0.74856 0.06303 0.63 0.532 − 5.447 0.9058
0 − 2.693 0.764 0.06259 − 5.481 0.9184

Δltradet 4 − 3.648* − 0.47798 0.06881 0.9268 0.3596 − 5.216
3 − 3.694* − 0.28725 0.0687 − 0.01899 0.9849 − 5.237 0.3596
2 − 4.572** − 0.29103 0.06787 0.5683 0.5728 − 5.28 0.6537
1 − 5.546** − 0.18754 0.06734 1.128 0.2656 − 5.315 0.76
0 − 6.747** − 0.015212 0.06755 − 5.328 0.6662

Δ2ltradet 4 − 5.698** − 3.0277 0.07491 2.233 0.0312 − 5.046
3 − 5.334** − 2.0024 0.07846 0.9423 0.3515 − 4.971 0.0312
2 − 7.084** − 1.6008 0.07836 2.279 0.0278 − 4.993 0.0622
1 − 8.121** − 0.94635 0.08209 2.575 0.0136 − 4.919 0.0159
0 − 10.45** − 0.42536 0.08718 − 4.818 0.0026
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ADF tests for the other variables suggest that they are all I(1), since we reject the 
null hypothesis of a unit root for the first difference of these.

I have also performed the ADF-GLS test, the Kwiatkowski-Phillips-Schmidt-Shin 
(KPSS) test and tested for fractional integration, but these tests show no consensus on 
the order of integration of CO2 emissions. The ADF test suggests that log CO2 emis-
sions per capita is I(2), while ADF-GLS only suggests this at a 8.1% significance level 
or higher. The KPSS tests suggests that it is I(1), and fractional integration tests are 
inconclusive. Hence, the main focus in this paper is to use the multivariate unit root 
test, following Juselius (2014) and the literature utilizing the I(2) model.

Appendix B: Robustness and sensitivity analysis

B1. Simulated data

In order to illustrate how the EKC is related to I(2)-ness, I simulate time series vari-
ables in line with the EKC model shown in Sect. 3.1 and I(1) explanatory variables 
which may be the case when using GDP. I use a data generating process (DGP) in 
line with the EKC where the DGP for the dependent variable consists of an explana-
tory variable integrated of order one and its square. I use

as the DGP where Xt is a random walk with drift, Xt = X0 + t + vt where t is a lin-
ear trend and vt ∼ N(0, �2) . This provides a variable with a linear trend which is of 

Yt = b0 + b1Xt + b2X
2

t
,

Fig. 3   Simulated series, levels and first differences
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relevance also in the case of a near-unit root since this also needs to be analyzed 
using non-stationary methods, cf. Granger and Swanson (1997). It is also illustrative 
for a stochastic trend with a unit root. I set b0 = 100, 000 , b1 = 500 and b2 = −10 , 
providing the case where 𝛽1 > 0 and 𝛽2 < 0 , c.f. (1), as well as �2 being sufficiently 
small in absolute value compared to �1 as required to provide the EKC theoretically 
(Perman et al. 2011). In addition, use T = 55 in line with the size of the data set in 
the empirical analysis in this paper. The simulated variables are shown in Fig. 3, and 
they are drawn using the default seed of the random number generator, ’ranseed(-1)’, 
in OxMetrics.

As seen in Fig. 3, the non-stationary variable Xt seems to be I(0) in first differ-
ences, while its square and Yt seems to be non-stationary in first differences. How-
ever, as shown in Fig. 4, the second differences of X2

t
 and Yt looks stationary, moti-

vating that the I(2) model may be appropriate to use when analyzing the EKC. 
Additionally, if the data are “near I(2)”, the I(2) model is still appropriate to use, see 
e.g. Frydman et al. (2010). The same applies as for near I(2) as for near I(1) or near-
unit root as in the I(1) case illustrated above: A near-unit root (near I(1)) should be 

Fig. 4   Simulated series, second differences

Table 9   Rank test statistics 
(with p-values in brackets)

Boldfaced numbers indicates the chosen rank for the analysis

p-r r s
2
= 2 s

2
= 1 s

2
= 0

2 0 115.6 68.9 49.2
[0.000] [0.000] [0.000]

1 1 13.4 7.5
[0.341] [0.300]
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analyzed using non-stationary, I(1), methods (Granger and Swanson 1997). Hence, 
even if the variable is not theoretically integrated of order two, it may empirically 
be hard to distinguish from a double unit root (I(2)) such that we should use the I(2) 
model.

I also perform an I(2) rank test on the simulated series Y and X, shown in Table 9. 
This suggests a rank of r = 1 (one stationary multi-cointegrating relationship) and 
s2 = 1 common I(2) trend, such that the simulated data from our DGP contains I(2)-
ness, making the I(2) model relevant for the EKC.

B2. Estimating the I(1) model (and looking for indications of I(2))

I estimate the standard cointegrated VAR model for our four variables, i.e. esti-
mating (3) using a lag length of k = 3 , and show rank tests in Table 10. The table 

Table 10   I(1) Rank analysis

p − r r Eigenvalue Trace Trace* Frac95 P-Value P-Value* �max
un

4 0 0.517 74.838 59.980 63.659 0.004 0.100 0.600
3 1 0.332 36.960 29.560 42.770 0.175 0.534 0.718
2 2 0.163 15.999 13.604 25.731 0.501 0.693 0.857
1 3 0.122 6.743 5.698 12.448 0.383 0.509 0.888

Fig. 5   The cointegrating relationship for r = 1
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contains the maximum eigenvalue, trace test statistics with critical values and p-val-
ues, and �max

un
 which is the modulus of the largest unrestricted root.

The trace test seems to suggest a rank of r = 1 , but when using Bartlett-corrected 
(marked with an asterisk) values, the conclusion based on p-values is a rank of 
r = 0 . This large deviation when using Bartlett-corrected values or not is a sign of 
I(2) variables in the system (Johansen 1997; Juselius 2006). The large unrestricted 
root for chosen rank ( r = 1 ) is also a sign of I(2) variables. Additionally, we see 
from the graphical presentation of the cointegrating relationship and the cointegrat-
ing relationship adjusted for first differences in the upper and lower panel of Fig. 5, 
respectively, that the former seems to follow a trend while the latter looks stationary. 
This is also a sign of I(2)-ness in the data, since the cointegrating relationship needs 
to be corrected for first differences in order to become stationary (Johansen 1997; 
Juselius 2006).

B3. I(2) model for the US: CO
2
 emissions and GDP

In order to assess whether including energy use and trade may mitigate the role of 
GDP for CO2 emissions in our estimated model, I estimate a bivariate I(2) model 
using only CO2 emissions and GDP. I also add squared GDP in order to investigate 
whether I(2)-ness in CO2 emissions may be explained by a model formulated non-
linearly by GDP (i.e. with a potential I(2) variable of squared GDP).

We thus have two VAR models, one with only GDP and CO2 emissions, and one 
which also includes squared GDP. I then carry out I(2) rank tests for these models in 
order to see whether they can be used further to assess inference between GDP and 
CO2 emissions. The results are shown in Tables 11 and 12.

Table 11   Rank test statistics 
model with CO

2
 and GDP (with 

p-values in brackets)

Boldfaced numbers indicates the chosen rank for the analysis

p-r r s
2
= 2 s

2
= 1 s

2
= 0

2 0 53.3 34.3 17.6
[0.015] [0.060] [0.377]

1 1 10.3 4.2
[0.629] [0.708]

Table 12   Rank test statistics 
model with CO

2
 , GDP, and 

GDP squared (with p-values in 
brackets)

Boldfaced numbers indicates the chosen rank for the analysis

p-r r s
2
= 3 s

2
= 2 s

2
= 1 s

2
= 0

3 0 85.6 64.7 46.2 39.2
[0.090] [0.119] [0.216] [0.113]

2 1 42.9 28.1 14.7
[0.168] [0.243] [0.603]

1 2 11.8 4.5
[0.481] [0.677]
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The rank tests suggest that there is no multi-cointegration between CO2 emis-
sions and GDP. This is in line with our findings in the I(2) model that also 
included energy use and trade, since we were able to exclude GDP from the long 

Fig. 6   Plot of the natural logarithm of the UK data series

Fig. 7   Plot of the natural logarithm of the China data series
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run relationship. Hence, r = 0 for both models as shown in boldfaced font in 
Tables  11 and 12, suggesting no long-run relationship between CO2 emissions 
and GDP for our sample. This suggests that including energy use in our model 
does not seem to underestimate the effect of GDP.

B4. The UK and China

In order to do a comparative analysis, I also estimate the I(2) model for the UK 
and China, using the same variables as for the US from the World Bank data set. 
The data for the UK are shown in Fig. 6, and the data for China in Fig. 7. We then 
get a well specified VAR(3) model for the UK and a well specified VAR(2) model 
for China, where the sample contains annual data 1960–2014 for the UK and 
1971–2014 for China. The VAR(2) model for China has moderate ARCH effects, 
but the rank test should be robust to this as argued in Rahbek et al. (2002), such 
that this is not a substantial problem in the case of the I(2) analysis here – see 
Doornik and Juselius (2017).

Both the data from the UK and China show signs of I(2)-ness, yielding a rank 
of (r, s1, s2) = (1, 1, 2) for the UK and (r, s1, s2) = (1, 0, 3) for China, according to 
the rank tests shown in Table 13. As for the US, there is one polynomially cointe-
grating relationship, r = 1 both for the UK and China. The rank test finds 2 sepa-
rate I(2) trends for the UK (as we found for the US) and 3 for China.

The equilibrium error-increasing and error-correcting behavior in the model 
is different for the UK and China than for the US as we see in Table  14. CO2 
emissions is the main dominant trend follower in the UK, while trade and energy 
consumption have taken the main burden of adjustment in the long run. This indi-
cates that the deviation from the long-run stationary relationship ��xt + d�Δxt is 
mainly caused by CO2 emissions, while the return to equilibrium is a consequence 
of trade and energy use in the UK. Hence, the I(2)-ness of CO2 emissions seems 
to be caused by an increase in emissions e.g. as a result of increased use of fossil 
fuels, while the decrease is mainly caused by energy use and trade. This is con-
trary to the US, where the increase seems to be caused by higher total energy use 
while the decrease was caused by CO2 emissions and trade. Hence, the emissions 
reduction in the US is mainly caused by less use of emission intensive energy 
sources, while in UK it is mainly caused by reduced use of primary energy. This 
is in line with the findings in Le Quéré et  al. (2019) who investigate the driv-
ers behind CO2 emissions reduction in 18 different countries and argues that the 
main driver behind reduction in CO2 emissions in the US was a shift from coal to 
renewable and less polluting energy sources, while the main driver in the UK was 
a decrease in energy use. A decrease in primary energy use may also be caused 
by increased energy efficiency. I also find that trade plays an important role in 
emissions reduction both in Great Britain and the US, indicating that outsourcing 
of production may have caused the decline in emissions.

I also consider the error-increasing and error-decreasing behavior for China. In 
the long run, energy consumption seems to be the main error-increasing variable, 
while the main error-decreasing variable is trade. Hence, use of primary energy is 
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also important for the I(2)-ness of CO2 emissions the China, while trade has taken 
the burden of adjustment back to equilibrium.

The cointegrating relation ��Xt + d�ΔXt for the UK can then be written as

or rearranged as

Further, we get the following cointegrating relation ��Xt + d�ΔXt for China:

lco2t + 1.88
(0.41)

lgdpt − 1.32
(0.27)

lenergyt − 0.033
(0.009)

t − 2.00
(0.65)

Δlco2t − 4.1
(1.3)

Δltradet − 9.37
(2.73)

(12)
lco2t = − 1.88

(0.41)
lgdpt + 1.32

(0.27)
lenergyt + 0.033

(0.009)
t

+ 2.00
(0.65)

Δlco2t + 4.1
(1.3)

Δltradet + 9.37
(2.73)

lco2t − 0.90
(0.36)

lgdpt − 1.1
(0.26)

lenergyt − 0.69
(0.11)

ltrade + 0.087
(0.029)

t

− 2.14
(1.03)

Δlco2t + 5.76
(2.19)

Δlenergyt − 6.55
(1.16)

Δltradet + 13.3
(2.05)

Table 13   Rank test for the UK an China (p-values in brackets)

Boldfaced numbers indicates the chosen rank for the analysis

UK China

p-r r s
2
= 4 3 2 1 0 s

2
= 4 3 2 1 0

4 0 172.1 129.3 97.4 72.5 62 148.8 111.1 89.5 75.3 67.3
[0.00] [0.00] [0.03] [0.11] [0.07] [0.02] [0.10] [0.12] [0.07] [0.02]

3 1 95 63.4 42.3 38 76.5 54.8 45.2 38.5
[0.02] [0.15] [0.38] [0.14]  [0.31] [0.45] [0.25] [0.13]

2 2 34.9 24.8 20.1 36.5 28.7 22.2
[0.54] [0.43] [0.23] [0.45] [0.22] [0.13]

1 3 9.8 5.6 13.9 10.3
[0.68] [0.53] [0.31] [0.12]

Table 14   Estimated polynomially cointegrating relations – UK and China (t-values in brackets)

Boldfaced coefficients show that the variable in the corresponding column has error increasing behavior, 
while an asterisk implies that there is no significant effect (given a t-value smaller than 1.6 in absolute 
value)

UK China

CO2 GDP Energy Trade Trend CO2 GDP Energy Trade Trend

�′ 1 1.88 − 1.32 ∗ − 0.33 1 − 0.90 − 1.1 − 0.69 0.087
[ 4.6] [ − 4.9] [− 3.7] [ − 2.5] [ − 4.2] [ − 6.1] [3.0]

d′ − 2.0 ∗ ∗ − 4.1 – −  2.14 ∗ 5.76 − 6.55 –
[ − 3.1] [ − 3.1] [ − 2.1] [ 2.6] [ − 5.6]

� 0.14 ∗ 0.13 0.33 – ∗ ∗ −0.062 0.21 –
[ 3.9] [ 3.8] [ 5.4] [ − 4.0] [ 3.9]
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or rearranged as

The main difference between the UK and to China, is that the level of GDP has a 
negative effect on CO2 emissions in the UK while it is positive in China. This may 
reflect that over the long run, while GDP is increasing in both countries, emissions 
are increasing in China while it is decreasing in the UK. Trade also seems to be 
associated with more emissions in China over the long run, while no such effect is 
found in the UK. I also found a negative effect between trade and emissions in the 
long run for the US. This may indicate signs of the pollution haven hypothesis or 
carbon leakage between the US and China. The non-linearity of the estimated sys-
tem is affected by emissions and trade in the UK, while also energy use contributes 
in China.

For the UK, the first I(2) trend is generated from twice cumulated shocks to GDP 
and CO2 emissions (the latter to a smaller degree), while the second I(2) trend is 
generated from twice cumulated shocks to energy consumption less CO2 emissions 
and trade (to a smaller degree), as shown in Table 15. The first trend mainly loads 
into trade and CO2 emissions with the same sign, while the second trend mainly 
loads into energy consumption and to a smaller degree into emissions (same sign) 
and trade (opposite sign). Twice cumulated shocks to GDP, which may be inter-
preted as technology or productivity shocks, is partially generating the I(2)-shape 
of CO2 emissions for the UK, as opposed to what we found for the US. Hence, our 
findings for the UK are more in line with the EKC theory since it suggests that GDP 
shocks such as technological changes have contributed to the evolvement of emis-
sions over the sample. This corresponds to the finding that the emissions reduction 
in the UK is caused by energy use which may be a result of the economic structure 
of the UK, as opposed to what we found for the US, where switching to less pollut-
ing energy sources was important. The former may be more in line with the EKC 
theory since it can be a result of the changing industrial structure of the country.

(13)
lco2t = 0.90

(0.36)
lgdpt + 1.1

(0.26)
lenergyt + 0.69

(0.11)
ltrade − 0.087

(0.029)
t

+ 2.14
(1.03)

Δlco2t − 5.76
(2.19)

Δlenergyt + 6.55
(1.16)

Δltradet − 13.3
(2.05)

Table 15   Estimated common trends and their loadings

An asterisk implies that there is no significant effect (given a t-value smaller than 1.6 in absolute value)

UK China

CO
2

GDP Energy Trade CO
2

GDP Energy Trade

𝛽⊥2,1 0.20 − 0.01 0.11 0.35 0.95 0.18 0.52 0.31

𝛽⊥2,2 0.45 0.33 0.84 − 0.59 − 0.00 0.88 − 0.22 − 0.81

𝛽⊥2,3 – – – – 0.08 − 0.23 0.26 0.00
𝛼⊥2,1 0.20 1 0 ∗ 1 0 0 ∗

𝛼⊥2,2 − 0.58 0 1 − 0.14 0 1 0 ∗

𝛼⊥2,3 – – – – 0 0 1 0.3
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The estimated common trends and their loadings for China comprises of three 
( s2 = 3 ) I(2) trends. These are generated by, respectively, CO2 emissions, GDP and 
energy together with trade. The first trend mainly feeds into CO2 emissions, while 
the second into GDP and trade (with opposite signs). The third trend mainly feeds 
into GDP and energy with opposite signs. Hence, shocks to GDP do not seem to 
contribute to the I(2)-shape of CO2 emissions for China, as we also found for the 
US. These differences support the view that the EKC may not be appropriate to use 
for individual countries, as argued e.g. in Copeland and Taylor (2004).
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