
Vol.:(0123456789)

Environmental and Ecological Statistics (2024) 31:27–56
https://doi.org/10.1007/s10651-023-00587-2

1 3

Flash floods in Mediterranean catchments: a meta‑model 
decision support system based on Bayesian networks

Rosa F. Ropero1   · M. Julia Flores2   · Rafael Rumí1 

Received: 9 June 2023 / Accepted: 19 November 2023 / Published online: 9 January 2024 
© The Author(s) 2024

Abstract
Natural disasters, especially those related to water—like storms and floods—have 
increased over the last decades both in number and intensity. Under the current Cli-
mate Change framework, several reports predict an increase in the intensity and 
duration of these extreme climatic events, where the Mediterranean area would be 
one of the most affected. This paper develops a decision support system based on 
Bayesian inference able to predict a flood alert in Andalusian Mediterranean catch-
ments. The key point is that, using simple weather forecasts and live measurements 
of river level, we can get a flood-alert several hours before it happens. A set of mod-
els based on Bayesian networks was learnt for each of the catchments included in the 
study area, and joined together into a more complex model based on a rule system. 
This final meta-model was validated using data from both non-extreme and extreme 
storm events. Results show that the methodology proposed provides an accurate 
forecast of the flood situation of the greatest catchment areas of Andalusia.
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1  Introduction

Natural disasters, especially those related to water -like storms and floods- have 
increased over the last decades both in number and intensity. According to the 
Intergovernmental Panel on Climate Change (IPCC) reports, a flood event is 
defined as the overflowing of the normal confines of a stream or other body of 
water or the accumulation of water over areas that are not normally submerged 
(Kundzewicz et al. 2014). This definition includes river floods, flash floods, urban 
floods, pluvial floods, sewer floods, coastal floods, and glacial lake outburst 
floods.

One of the most dangerous flooding events is the so-called flash flood, which 
is related to short rainfalls with high intensity and mainly happens in small 
basins (less than 1000km2 ) (Marchi et  al. 2010). In these areas, the response 
time to avoid tragedies is often a few hours or even less, which makes alert 
systems crucial to guarantee human and infrastructure safety (Hofmann and 
Schuttrump 2019). In Europe, flash food rises up to 40% of the total events in 
the period 1950-2006 (Barredo 2007), and the level of potential damage is also 
increasing due to human pressure on ecosystems. Marchi et  al. (2010) shows 
that in the  Mediterranean region flash floods are the most common events 
occuring mainly in autumn.

Under the current Climate Change framework, several reports predict an 
increase in the intensity and duration of extreme climatic events. In this sense, 
sea-level rise and the increase of storms are expected to exacerbate the vulner-
ability of coastal areas to natural hazards (Piggott-McKellar et al. 2021; Hum-
mel et al. 2017). Recent studies show a statistically positive trend in floods dur-
ing the twentieth century, which is consistent with the climate models’ results 
and, also, they predict continuity of this tendency (Milly et al. 2002). Besides, 
this increase is likely to be more evident in short-duration storms. This implies 
an increase in the magnitude and frequency of flash floods (Westra et al. 2014). 
However, these results can be partially explained by improvements in reporting, 
human settlement or urbanization in flood-prone areas, or even a decrease in 
the awareness about natural risks (Kundzewicz et al. 2014). These same factors 
can explain the perceived increase in flood risk. In any case, there is evidence 
that global warming has the potential to increase heavy precipitation patterns 
but with considerable uncertainty in the magnitude, and huge regional variabil-
ity (Kundzewicz et al. 2017; Arnell and Gosling 2016). This means that several 
adaptation plannings are needed (Ramm et al. 2018).

In the last decades, data has become more available. Geographical Informa-
tion Systems, real-time data sources, the inclusion of expert and stakeholder 
judgment, together with the integration of socio-ecological frameworks, have 
increased environmental modelling complexity (Kaikkonen et  al. 2021), and 
hence robust models are necessary (Wang et al. 2022; Ziyi et al. 2022).

In general, methodologies found in the literature are based on objective meas-
urements (precipitation, river basin characteristics or return period), but subjec-
tive factors (risk perception, preparedness or awareness) are also considered a 
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crucial aspect (Amundsen and Dannevig 2021; Masuda et al. 2018). For example, 
Sulong and Romali (2022) review the methods applied in flood damage assess-
ment taking into account measurements like flood depth, or building resistance. 
The process of translating information about flood risk modeling from scientific 
discussion to local management or decision making process is often complex 
and full of misunderstanding and information losses (McDermott and Surminski 
2018; Adekola and Lamond 2017). How society estimates or considers the risk of 
flooding is related with their preparedness, awareness and worry, to reduce nega-
tive effects of flood (Huang and Lubell 2022; Sairam et al. 2019). Flood defense 
structures are also needed to be monitored and controlled (Tarrant et  al. 2018). 
Besides, in order to minimize flooding consequences, emergency response needs 
to be efficient (Longenecker et al. 2018). All these components merged together 
have implied a broader development of methodologies and theories, including 
the inherent uncertainty (Kim et al. 2017). However, the majority of papers are 
based on specific hydrological models, or a combination between them and oth-
ers. Other methods applied are regression models, specific equations, or expert 
knowledge.

Decision support systems (DSS) can be defined as an approach for the man-
agement of different natural phenomena, like flood disasters, taking into 
account several man-made and natural characteristics (Omid et al. 2023). In the 
literature, it is easy to find several papers about DSS applied to floods based on 
different methodologies. Omid et al. (2023) develops a DSS for developing sus-
tainable goals and define the proper strategy before, during and after the flood. 
This model is based on hydrological gathered data, Logistic Regression, Neu-
ral Network, and Support Vector Machine as Machine Learning (ML) methods. 
Scopetani et al. (2022) learns a DSS to provide information enough to define a 
priority scale of interventions in a river basin of Italy in order to prevent levee 
breakage. Barbetta et  al. (2022) develop a tool named WAter Safety Planning 
Procedures Decision Support System (WASPP-DSS) for small water utilities. 
The aim is to assess the impact of floods on water supply systems. Also, Pug-
liese et al. (2022) present a methodology to increase urban resilience to flood-
ing risk. This tool joins GIS processing with hydraulic simulations, constitut-
ing a DSS based on the meta-heuristic optimization algorithm Harmony Search. 
Finally, Bentivoglio et al. (2022) review a total of 58 papers analyzing the use 
of deep learning methods in flood mapping and conclude its potential applica-
bility. In the literature, it is easy to find papers that use machine learning tech-
niques to output the assessment of flood risk. Our work moves in this direction 
and relies on Bayesian networks to develop an alert system in a Mediterranean 
catchment.

Bayesian Networks (BNs) were initially defined in the 80 s, and applied at length 
in several fields (Aguilera et al. 2011), including environmental modelling (Das and 
Chanda 2022; Maldonado et  al. 2022). This paper deals with flooding risk analy-
sis, and the literature shows some applications with BNs. Niazi et  al. (2021) pre-
sent a BN model that represents interconnected elements of vegetated hydrodynamic 
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systems to model coastal flooding risk. Paprotny et al. (2021) develop a BN to pre-
dict losses derived from a flood in coastal areas. Wu et al. (2020) model flood dis-
aster risk by coupling ontology and BNs models. Finally, Paprotny and Morales-
Nápoles (2017) use BNs for estimating mean annual maxima and return periods of 
discharge in Europe rivers.

The aim of this paper is not to predict if a rainfall event will happen or not; 
this type of model is extensively developed and applied. The objective is to cre-
ate a DSS to determine, with a probability value, if the study area will need an 
alert state or not, i.e., with information about meteorological predictions, if the 
situation will be considered dangerous or not in the near future. Besides, this 
decision support system needs to be as simple as possible, so the number of 
variables and model complexity reduced, but a balance between simplicity and 
robustness is maintained. Considering that the Mediterranean area suffers from 
flash floods very often, the model developed in this paper needs to be able to 
deal with this type of event. Throughout this paper, referring to floods includes 
both normal and flash floods. The final decision is usually made by a man-
ager or an expert, so this tool helps them to improve the information available. 
Moreover, the use of BNs as the core model of the decision support system adds 
interpretability and explainability to the predictions of the model, in contrast to 
some other black-box models, and develops a trustworthy decision support sys-
tem. Thus, Sect. 2 shows the methodology of developing an alert system based 
on BNs. A two-level model was performed, with a first-level composed of an 
independent model for each catchment, and a second level of a rule system that 

Fig. 1   Methodological diagram of the model divided into three steps: (i) Data collection, (ii) first-level 
models learning and (iii) meta-Model learning. White nodes refer to original variables (rainfall and 
river’s levels), grey nodes refer to artificial discrete (or continuous) target variables. SAIH, Andalusia 
Hydrological Information System; Naïve Bayes clas., unsupervised classification based on Naïve Bayes; 
Naïve Bayes reg., regression model based on Naïve Bayes
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is developed to join all the previous models into a single meta-model. Section 3 
discusses the results, and finally, Sect. 4 draws some conclusions and identifies 
future works.

2 � Methodology

Figure 1 summarizes the methodology followed in this paper. The aim is to develop 
an alert system based on BNs, able to predict flood alert states in Mediterranean 
catchments. This model is divided in two levels: i) first-level is composed of a set 
of individual sub-models (one per each catchment) learnt based on BNs (Sect. 2.3), 
and ii) a more second-level complex meta-model based on a set of rules to deter-
mine the state of alert in the entire system (Sect. 2.4).

Once the entire model was learnt, two scenarios were included (Sect. 2.5), using 
the data of an extreme storm event (the Filomena storm, January 2021) and a non-
extreme storm (October 2020).

2.1 � Study area

Andalusia is the second largest Autonomous Region of Spain and the most densely 
populated with a cultural heritage from both Europe and Africa. It covers a surface 
area1 of 87.600 km2 , and contains three main catchments (Guadalquivir, Atlán-
tica and Mediterranean). In this paper, we focus on the Mediterranean catchment 
(Fig.  2), which comprises more than 17000 km2 and 200 municipalities. Its main 
characteristic is climatic variability, both in temperature and rainfall patterns, with 

Fig. 2   Location of Mediterranean catchments. Map obtained from SAIH website

1  Data from the Spanish Statistical Institute.
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deep differences between the humid West over 2000 mm annually (Systems I3 and 
I4) and the dry East, with less than 200  mm annually in some points of Almería 
province (Systems IV and V). Both physical characteristics and relief make this area 
quite vulnerable to extreme climatic events, where floods provoke several economic 
and, often, life costs. This situation is even more intensive in the coastal area, where 
more than 60% of the population is settled. Scenarios of Climate Change predict for 
Andalusia a decrease in rainfall patterns, with, at the same time, an intensification of 
extreme events. This means less amount of water, but in less time and in an inten-
sive, or even, violent, way. For example, last January 2021, the heavy storm event 
Filomena provoked more than 600 incidences in Andalusia, with 2 people deaths, 
and more than 200 l in 24 h.

2.2 � Data collection and pre‑processing

Data were collected from the Andalusian Hydrological Information System (SAIH)2 
from a set of points shown in Fig. 3. SAIH presents a set of collected points divided 
into: i) dams, so data are related to meteorological information and dam variables 
(rainfall, level, volume, among others); ii) river station, with information only about 
river level (in some cases also includes meteorological variables); and iii) meteoro-
logical stations, with variables like rainfall, atmospheric pressure, among others. In 
all cases, data can be downloaded in different time scales (monthly, weekly, daily or 
hourly).

Complete hydrological years were used, from October 2011 to September 2021 
with data obtained at hourly frequency. Since the aim is to learn our model as simple 
as possible, variables collected from each point were:

–	 Rainfall: total amount of rainfall in one hour expressed in mm.
–	 River or Dam level: the water height expressed in m.

Once data were collected, it was divided into two data sets, one for learning/
training (October 2011–September 2020) and one for inference/testing (October 
2020–September 2021). All data were continuous, but rainfall variables were discre-
tized using the Equal Frequency method with 3 bins because of the high percentage 
of zeros, since the Mediterranean area is characterized by large periods of drought. 
This method makes zeros belong to the first bin, and the rest of the information to 
the other two bins.

During the data collection step, a block of 5 months of missing data due to a sen-
sor disruption was found in System I3. A data imputation method based on BNs was 
applied in order to complete the missing values. Due to space limitation, this initial 
step of missing data imputation was proposed and deeply explained in Ropero et al. 
(2022). Finally, data were organized by catchment (according to Fig. 2), and a sum-
mary of the variables is shown in Appendix A.

2  SAIH, http://​www.​redhi​drosu​rmedi​oambi​ente.​es/​saih

http://www.redhidrosurmedioambiente.es/saih
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For validation purposes, two events of storm were selected from the inference 
dataset (October 2020–September 2021). First, the extreme event Filomena that 
begun on 6th January and lasted around 4 days, but the worst days were the 8th 
and 9th with historical snowfall in the center and East of Spain and high values of 
rainfall in the rest of the Iberian Peninsula. When this storm ended, an extreme cold 
spell began and lasted 7 days breaking temperature records. Besides, a non-extreme 
storm from 20th to 23th October 2020 was selected. It hardly lasts a day in the East, 
but two days in the West area. However, the highest rain values was achieved on 
22th October.

Fig. 3   Location of collected points. Maps obtained from SAIH website. a System I3, b System I4, c Sys-
tem II, d System III, e System IV and f System V
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We show in the results how both events can be predicted using the decision sup-
port system developed in this paper. Our decision support system was not compared 
against any other model since we think that the literature did not produce similar 
models yet. Models for flooding are very common, and also other decision support 
systems, but they usually include more complexity and a number of variables and 
inputs. The most similar one is the model developed by the National Agency of 
Meteorology 3 and this is not public. However, a comparison between the output of 
our model and the alert established by the National Agency was done.

2.3 � First‑level models based on BNs

Bayesian networks (BNs) were proposed in the late 80 s, and deeply developed 
in the last decades (Aguilera et al. 2011; Jensen and Nielsen 2007; Pearl 1988). 
They are defined as a directed acyclic graph composed of a set of nodes (vari-
ables) and arcs linking them that determine the (in)dependence relationships 
between variables. These relationships are quantified based on a conditional dis-
tribution p(xi∕pa(xi)) for each variable Xi, i = 1, 2,… , n given its parents in the 
graph denoted by pa(Xi) . Initially, BNs were developed for discrete variables, but 
nowadays we find a broad and consolidated set of algorithms for hybrid and con-
tinuous variables (Cobb et al. 2007; Moral et al. 2001; Lauritzen 1992). In this 
paper, we follow the so-called Mixture of Truncated Exponential (MTE) model 
for parameter estimation of the BNs with hybrid data. For detailed information 
about MTE theory see Cobb et  al. (2007); Rumí and Salmerón (2007); Rumí 
et al. (2006); and Flores et al. (2019); Maldonado et al. (2016) for environmental 
applications.

According to Aguilera et al. (2011), BNs can cope with different aims depending 
on the number and nature of the target variable(s). In this work, the specific goal 
in this first level, is to learn a model that is able to predict the degree of the rainfall 
event. In this case, the goal is to predict the target variable as precisely as possi-
ble, rather than trying to accurately model the joint probability of all the variables. 
For this reason, the so-called fixed structures are used as they are designed to focus 
on predicting the goal variable, rather than studying the interdependencies between 
the variables. There are some fixed structure models developed specifically for clas-
sification, but we will work with Naïve Bayes (Minsky 1963). This because, even 
though it is the simplest one and adds some topology restrictions (the feature vari-
ables are assumed to be independent given the class), it gets very competitive results 
while needing low computation (Flores et  al. 2012). This is crucial in this work, 
since a decision support system like this cannot wait for the results to be handed in. 
It consists of a BN with a single root node and a set of feature variables having only 
the root node as a parent. Its name comes from the independence relations derived 
from the topology of the network; feature variables are independent given the root 

3  https://​www.​aemet.​es

https://www.aemet.es
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variable (Fig. 4), the naivety. In the following sections, we explain briefly the main 
characteristics of each of the submodels.

To this end, the  Mediterranean catchment is divided into 6 systems, each of 
them with different characteristics, and three situations are found, each one of 
them leading to a different submodel:

–	 No information about river level in the coastal area. Systems I3, II, III and V 
do not present collected points in the coastal area, which means no information 
about the river level is available. In this case, an unsupervised classification was 
performed.

–	 System IV has no information in the coastal area too. However, it differs in the 
amount of zeros in the dataset, which makes BNs difficult to be directly used 
because of the lack of accuracy in the estimations. Thus, this system was mod-
eled using a k-means clustering learned in R software.

–	 System I4 has information about river level in the coastal area. A collected point 
(A38) is found close to the coastal area with continuous data. So, the model for 
this system aims to accurately predict the river level at A38 point. Since the tar-
get variable is continuous, a regression model based on BNs was learnt.

2.3.1 � Unsupervised classification

As we said before, in this first level, our goal is to predict local alerts for each sys-
tem. Since we do not have previous information about these alerts and the amount 
of rain in the past, it is not possible to use supervised methods. So, we need to focus 
on learning unsupervised models, in which the target variable is defined as a hidden 
variable and learnt dynamically. In this case, since the target variable is discrete, 
we will be dealing with an unsupervised classification or soft-clustering problem. 
For systems I3, II, III and V, unsupervised classification models with a Naïve Bayes  
structure based on Hybrid Bayesian networks were learnt. The model parameters 
were estimated based on the probabilistic clustering methodology proposed by 
Fernández et al. (2014), and implemented in the Elvira software (Elvira-Consortium 
2002). Figure 5 shows an outline of this methodology consisting of two steps:

–	 Estimating the optimal number of states: Since no prior information about the 
number of states (or groups) of the target variable is specified, the optimal 
number needs to be estimated. So, we consider the target variable as a hidden 

Fig. 4   Example of a Naïve 
Bayes structure where Y is the 
target variable and X

1
 , ..., X

n
 are 

the feature variables
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variable H, whose values are missing (Fig. 5 i)). Firstly, we consider only two 
states for variable H, that are uniformly distributed with the same probability 
value, for each observation, of belonging to both groups, i.e., 50%; see Fig. 5 
ii). Now, the model is estimated based on the data augmentation method (Tan-
ner and Wong 1987) as follows: a) the values of H are simulated for each data 
sample according to the probability distribution of H, updated specifically for 
the corresponding data sample, and b) the parameters of the probability distri-
bution are re-estimated according to the new simulated data. In each iteration, 
the Bayesian Information Criterion (BIC) score of the model is computed, and 
the process is repeated until there is no improvement. In this way, the opti-
mal parameters of the probability distribution function of the model with two 

Fig. 5   Outline of the unsupervised classification based on hybrid BNs probabilistic clustering. Dotted 
arrows represent the relations between the variables when parameters have not been estimated yet. B, 
BIC score. Figure adapted from Ropero et al. (2015)
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states and its likelihood value are obtained – Fig.  5 iii). The following step 
consists of a new iterative process in which a new state is included in the vari-
able H by splitting one of the existing states – Fig. 5 iv). The model is again 
re-estimated (by repeating the data augmentation method) and the BIC score 
is compared with the previous run. The process is repeated until there is no 
improvement in the BIC score, so achieving the final model containing the 
optimal number of states – Fig. 5 v).

–	 Computing the probability of each observation to each state Once we have 
obtained the optimal number of class variable states, the next step consists of 
probability propagation, also called the inference process (For more informa-
tion see Rumí and Salmerón 2007). In this step, all the available information 
for each observation in the sample is introduced in the model as a new value 
called evidence, and propagated through the network, updating the probability 
distribution of the class variable. Finally, from this new distribution, the most 
probable state of the variable H for each data sample is achieved.

In System IV, k-means clustering was performed in order to explore the poten-
tial of BNs to be used together with other statistical methodologies. K-means is an 
algorithm for unsupervised classification with organized observations into a set of 
k groups or clusters, which is fixed beforehand. The clusters are then positioned as 
(groups of) points and all observations, or data points, are assigned to the closest 
cluster. Using the Elbow Method, k was set at 3 and implementation of the k-means 
was done with R.

2.3.2 � Regression model based on BNs

When the target variable is continuous, we are dealing with a regression problem. 
Assuming a set of variables Y ,X1,… ,Xn are available, regression analysis aims to 
find a model g that explains the response variable Y in terms of the feature vari-
ables X1,… ,Xn . That is, given a full observation of the features x1,… , xn , a predic-
tion about Y can be obtained as ŷ = g(x1,… , xn) , with g being a mean estimator, the 
sample mean for example.

A BN can serve as a regression model for prediction purposes if it contains a con-
tinuous response variable Y and a set of discrete and/or continuous feature variables 
X1,… ,Xn . Thus, in order to predict the value for Y from k observed features, with 
k ≤ n , the conditional density

is computed, and a numerical prediction for Y is given 4 using the expected value as 
follows:

(1)f (y ∣ x1,… , xn),

4  Note that in the BN framework, a prediction of Y can be obtained even when some of the variables are 
not observed.
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where �Y represents the domain of Y.
Note that f (y ∣ x1,… , xn) is proportional to f (y) × f (x1,… , xn ∣ y) , and therefore, 

solving the regression problem would require a distribution to be specified over the 
n variables given Y. The associated computational cost can be very high. However, 
using the factorization determined by the network, the cost is reduced. Although the 
ideal would be to build a network without restrictions on the structure, usually this 
is not possible due to the limited data available. Therefore, networks with fixed and 
simple structures are used.

In any case, regardless of the structure employed, it is necessary that the joint 
distribution for Y ,X1,… ,Xn follows a model for which the computation of the 
density in (1) can be carried out efficiently. As we are interested in models able 
to simultaneously handle discrete and continuous variables without any restric-
tion in the structure developed, the approach that best meets these requirements 
is the MTE model. This model allows us to avoid some requirements needed in 
the traditional multiple linear regression based on the Gaussian distribution, such 
as distributional assumption or homoscedasticity and can be considered some-
how as a non-parametric regression, which leads to more flexible models. Also, 
lack of independence of the feature variables is solved by the fixed topology of 
the network (Naïve Bayes). Regarding inference, the posterior MTE distribution, 
f (y ∣ x1,… , xn) , will be computed using the Variable Elimination algorithm.

For learning the model, we follow the approach of Morales et  al. (2007) to 
estimate the corresponding conditional distributions. Let Xi and Y be two random 
variables, and consider the conditional density f (xi ∣ y) . The idea is to split the 
domain of Y by using the equal frequency method with three intervals. Then, the 
domain of Xi is also split using the properties of the exponential function, which 
is concave, and increases over its whole domain (see Rumí et al. 2006). Accord-
ingly, the partition consists of a series of intervals whose limits correspond to the 
points where the empirical density changes between concavity and convexity or 
decrease and increase.

At this point, a 5-parameter MTE is fitted for each split of the support of X, 
which means that in each split there will be 5 parameters to be estimated from 
data:

where � and � define the interval in which the density is estimated.
The reason to use the 5-parameter MTE lies in its ability to fit the most 

common distributions accurately, while the model complexity and the num-
ber of parameters to estimate is low. The estimation procedure is based on least 
squares (Rumí et al. 2006).

A natural way to obtain the predicted value from the distribution is to compute 
its expectation. Thus, the expected value of a random variable X with a density 
defined as in (3) is computed as

(2)ŷ = g(x1,… , xn) = �[Y ∣ x1,… , xn] = ∫
𝛺Y

yf (y ∣ x1,… , xn)dy,

(3)f (x) = a0 + a1e
a2x + a3e

a4x, 𝛼 < x < 𝛽 ,
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If the density is defined by different intervals, the expected value would be the sum 
of the expression above for each part.

In the case of System I4 both the target (A38 river level) and the features (rain-
fall and river level information) are continuous variables. A Naïve Bayes struc-
ture is once again employed to achieve accurate predictions of the target variable. 
Model learning adhered to the approach outlined by Morales et al. (2007), with a 
detailed methodology expounded in Ropero et al. (2014), and implemented using 
the Elvira software (Elvira-Consortium 2002).

2.4 � Meta‑model

Once the first-level models are learnt, the next step consists in joining them in the 
second level and learning the final meta-model (Fig. 1). A new virtual data set is 
created where the feature variables are the results of the previous sub-models (an 
alert state in each catchment) and the probability of each observation. Then, a rule 
system was created in order to establish the alert system. This configures the deci-
sion support system which gives information about whether an alert state will be 

�[X] =∫
∞

−∞

xf (x)dx = ∫
�

�

x(a0 + a1e
a2x + a3e

a4x)dx

=a0
�2 − �2

2
+

a1

a2
2

((a2� − 1)ea2� − (a2� − 1)ea2�)

+
a3

a2
4

((a4� − 1)ea4� − (a4� − 1)ea4�).

Fig. 6   Diagram of the rules for the meta-model. Note that it is possible that two states coexist (for exam-
ple, Drizzle at West and Rainfall at East)
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necessary or not. To gain interpretability, the different states of the meta-model have 
been defined by experts (Fig. 6):

–	 Normal situation: When all catchments present No Rainfall situation.
–	 Drizzle situation: In this case, the study area is divided into West and East areas. 

To belong to this state, at  least one of the systems included has to present a Driz-
zle situation.

–	 West area: including systems I3, I4 and II.
–	 East area: including systems III, IV, and V.

–	 Local Extreme event: Again, the study area is divided into West and East areas 
and to belong to this state, at  least one of the systems included has to present a 
Rainfall Event situation.

–	 West area: including systems I3, I4 and II.
–	 East area: including systems III, IV, and V.

–	 Global Extreme event: In this last case, all catchments (i.e., all models), present 
the Rainfall Event situation.

Note that, with the division into West and East areas, it is possible that, at the 
same time, two states are activated. For example, it could be possible to activate 
Drizzle situation in West while the East area presents a Local Event. This allows 
us to capture real situations with different possible levels of alert.

2.5 � Forecasting

Once the meta-model is learnt, new information is included in models as evi-
dence with the aim of predicting changes in the systems through the inference 
process or probabilistic propagation (Aguilera et al. 2011).

Even when the objective of the decision support system is to predict the 
behavior of the system in the near future, information about a past storm event 
is used to validate the model. In order to check the versatility of this model, 
two scenarios were tested: the extreme event Filomena, and a non-extreme storm 
during October 2020. In both cases, rainfall values from the storm are included 
as evidence in the first-level models, specifically, in rainfall variables, and prop-
agated through the network. In both classification and regression models, if we 
denote the set of evidenced variables as E , and their values as e , then the infer-
ence process consists of calculating the posterior distribution p(xi|e) , for each 
variable of interest Xi ∉ E:

since p(e) is constant for all Xi ∉ E . This process can be carried out by computing 
and normalising the marginal probabilities p(xi, e) , in the following way:

(4)p(xi|e) =
p(xi, e)

p(e)
∝ p(xi, e),
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where pe(x1,… , xn) is the probability function obtained from replacing in 
p(x1,… , xn) the evidenced variables E by their values e.

In the case of System IV, the information about the storm is also included 
via the predict function implemented in R, which assigns a cluster to each new 
observation. So, one of the existing clusters is assigned to each new observation, 
the closer one according to the Euclidean distance.

The global scheme of usage for prediction is based on the dynamic character-
istic of the model. When forecasting, we can include evidence (information) on 
different variables in different temporal moments. In this way, we can include 
actual river level measurements together with weather forecasts of rainfall in time 
+k ( k > 0 ), and obtain the probability of the different flood alerts for time +k+j 
( j > 0 ). In this model, these time steps k and j are expressed in hours. As these 
k and j increase, the accuracy of the flood-alert decreases but they become more 
relevant as a decision support system, since time is crucial in these type of events.

3 � Results and discussion

In this section, we will detail the results of the different parts of the decision 
support system involved, namely results for the first-level models, for the second-
level or integrating meta-model and the forecasting for Filomena and the non-
extreme events scenario of the decision support system.

3.1 � First‑level models results

Table 1 shows a summary of the first-level models. For each system, an individ-
ual model was built except for Systems I3 and III which include two main rivers 

(5)p(xi, e) =
∑

x∉{xi,e}

pe(x1,… , xn),

Table 1   Summary of the first-level models. Var., Variable; # Number; Unsp.Clas., unsupervised classi-
fication based on BNs. The number of variables includes the target variable. Note that System I4 is a 
regression model and its results are expressed as a continuous variable and no number of states is applied

System Model Target Var # Var Discrete Var # States

System I3: Marbella Unsp.Clas Discrete 5 3 3
System I3: Guadario Unsp.Clas Discrete 14 9 3
System I4 Regression Continuous 22 0 -
System II Unsp.Clas Discrete 10 7 3
System III: Motril Unsp.Clas Discrete 19 16 3
System III: Adra Unsp.Clas Discrete 14 12 3
System IV K-means Discrete 11 11 3
System V Unsp.Clas Discrete 12 8 3
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each (Marbella and Guadario, and Adra and Motril, respectively). Thus, for these 
systems, two models (one per river) were learnt. The number and nature of vari-
ables included in each model differ.

Although each system presents a distinct number of feature variables, both 
BNs and k-means have estimated in all cases three as the optimal number of states 
(Table 1). As an example, Figs. 7 and 8 show, respectively, the results that either 
the hidden target variable or the number of clusters is optimal when 3 is set as the 
number of states. From the environmental point of view, it implies that the system 
modeled presents three different situations with the following characteristics:

–	 Cluster 0. All observations belonging to this cluster present no rainfall values 
and the lowest river level. So, it corresponds to the No rainfall situation.

–	 Cluster 1. In this state, rainfall variables present lower values and the river level 
hardly changes with respect to the situation prior to the beginning of the rain. So, 
we called it a Drizzle situation.
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–	 Cluster 2. This group includes those observations in which both rain and river 
level values present higher values. So that corresponds to a Rainfall Event.

In the case of System I4 model, since the target variable is continuous, results are 
expressed as estimates of the river level at the A38 collected point, located in the 
coastal area. The regression model presents an error rate of 0.056, measured as the 
root mean square error. Figure 9 shows the results of the estimation in black, and the 
real values in red. In general, the model tends to overestimate the river level increase. 
In order to include it in the next step, results were discretized according to expert 
guidelines given by SAIH, which established the threshold of river level that is con-
sidered dangerous. Thus, if the river level rises 1.0 m, it is considered as a risk of 
flooding, and included in the state of Rainfall Event in the virtual dataset created to 
learn the meta-model. We could have discretized initially, then developed a classifi-
cation method instead, but we decided to develop the first-level model for continu-
ous variables, and discretized it afterwards, because of the increased accuracy of the 
first level output for the continuous case, and the interpretability of the corresponding 
results.
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3.2 � Scenario of Filomena

Once the complete meta-model was learnt, we validated it initially with the extreme 
event Filomena, introduced as evidence in the first-level models. The way evidence 
was included depends on the type of model:

–	 Unsupervised classification models: the evidence items were included in the 
rainfall variables and propagated through the  Naïve Bayes  structure to update 
the class variable. So, we obtain, per hour, the state of the system and its prob-
ability.

–	 k-means cluster: Finally, the  k-means cluster was updated using the  predict 
function, as previously explained.

–	 Regression model: for system I4, a regression model was learnt where the tar-
get variable is continuous. As in the case of previous classification models, 
evidence was included in rainfall variables and propagated, but the results are 
expressed as an estimated value for the continuous target variable.

The Filomena storm started on 7th January afternoon (local Madrid time) and 
lasted until 10th of January approximately, with intensive rainfall during the first 
2 days. This event presents rainfall values hardly achieved in the last decades, so 
that, not included in the learning dataset. It means that our model is facing with a 
new situation, not learnt previously, and this validation give us information about 
how robust is our model against new events, especially, extreme events never seen 
before.

Figure  10 shows an example of the results from a BNs-based classification 
(first-level model). Figure 10 a) shows the evolution of the system state and the 
total rainfall per hour. In this case, it is possible to see the change from No Rain-
fall state to Event state, and later, when the storm stabilized, the system again 

Fig. 9   Values estimated vs real values in System I4 (learning data, from October 2011, to September 
2020)
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changes to Drizzle state. However, hours later, an increase in the rainfall made 
the system immediately change to Event. This evolution fits with the behaviour 
of the storm, with a sudden beginning of heavy rainfall, followed by sets of hours 
of stability but sudden and short rainfalls. The model is able to accurately predict 
the alert state of the system.

One of the advantages of BNs is the fact that results are expressed in terms of 
probability, so that, for each observation, we obtain the value of the alert state but 
also, the probability of that state. These probability values can be used as a meas-
ure of the uncertainty in the alert system, and provide information about how prob-
able a situation of alert is. Thus, from an expert point of view, we can determine a 
threshold to decide if an observation belongs to a cluster (alert situation) or not. In 
this paper, a 0.9 value of probability was set as threshold, so all observations with a 
probability over it are considered to belong to this alert state. When the probability 
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is under this threshold, we consider that the system is changing from one state to 
another and need more time to study the evolution. In this sense, Fig. 10 b) shows 
the evolution of the system state vs the probability of the state. Here we can see that 
there is a decrease in the probability of the state when a change is going to hap-
pen. See for example the probability values during 6th January, even when the sys-
tem state is No rainfall, the probability is under 0.9, which gives us the signal that 
system seems to suffer a change. Close to 7th January, the system state changes to 
Event, and the probability starts to increase until becoming stable at 1.0 in a couple 
of hours. Another case is after the first part of the storm, from 9th January rainfall 
decrease and a set of hours with No rainfall is followed by 3 small rainfall events 
(Fig. 10 a). In this case, probability moves indicate the change of the system 3-4 h 
in advance. So, with the inclusion of new information, the model is able to detect, 
a few hours before, that the system is going to change. Thus, even when the state is 
No rainfall, its probability tends to decrease and becomes high again when the state 
change.

This difference is clearly visible against the k-means cluster. While BNs include 
new data into the previous cluster learned by means of probability propagation, 
k-means used the Euclidean distance. Thus, a threshold can not be established.

Figure 11 a) shows the results of System IV. In order to compare both methodologies, 
a classification model was learnt but based on k-means (R software was used). The opti-
mal number of states is not known, so the Elbow rule was carried out, and 3 was set as 
the optimal number of clusters. In this case, there is no probability value, but again, it is 
possible to see the evolution of the system state fits with the rainfall evolution. See that at 
the beginning of the event, the system moves first to Drizzle state, and later to Event. Also, 
during the worst days of Filomena the system moves through all the states. Finally, just 
the first rainfall small event (on 10th January) is enough to change the alert state, but not 
the others. Despite the different methodologies, the results are comparable. However, BNs 
allow us to measure the uncertainty through the probability values and, in general, predict 
with more accuracy the system state.

Finally, System I4 is based on a regression model, and results are expressed as an 
estimation of river level at the coastal area (Fig. 11 b). The root mean square error 
calculated is 0.31. Due to space limitations, the other systems’ results are not shown.

When all first-level models are updated with the new information, we apply the 
rule system and obtain, per hour, the alert state of the complete Andalusian Medi-
terranean catchments during the Filomena storm. According to the rules, Andalu-
sia was divided into West and East areas because of their characteristics. As it was 
explained in Sect.  2, West Andalusia is more humid than East. This difference is 
clearly visible in Fig. 12 a) and b). During the Filomena storm, the West area rose 
more than 150 l per hour, whilst the East hardly achieved 100 l. However, in both 
areas, the meta-model determines the level of alert, from No rainfall situation to 
Local Extreme event. As in the first-level models, alert fits with the rainfall evolu-
tion. Figure 12 c) shows the alert for all Andalusia, with no difference between West 
and East. In this case, a new state was defined, Global Extreme event. Results show 
that, during approximately two days, the situation in all Andalusia was extreme. 
This agrees with the information collected from the news and Spanish National 
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Meteorological Agency (AEMET) that set the orange and red alert in these areas for 
these two days.5

Note that, even when in this paper we have used data from the past, the idea of 
the model is to include the wheather forecast in order to predict the behavior of the 
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Fig. 11   Results of System IV and System I4 (a regression model based on BNs) under the  Filomena 
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5  https://​www.​aemet.​es/​es/​conoc​ermas/​borra​scas/​2020-​2021/​estud​ios_e_​impac​tos/​filom​ena

https://www.aemet.es/es/conocermas/borrascas/2020-2021/estudios_e_impactos/filomena
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(a)

(b)

(c)

Fig. 12   Temporal evolution of alert both at West (a), East (b) and all (c) Mediterranean Andalusian 
catchments during the Filomena storm and the total rainfall per hour
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system in advance. In this way, it could be possible to determine, using probability 
values, if the weather forecast is going to provoke an alert state or not in Andalusia.

3.3 � Scenario of non‑extreme storm

A second scenario was also examined. A non-extreme storm was selected from 
last October 2020. This event last hardly a day in the East, and two days in West 
area. In total, rainfall values rise more than 50 mm in some areas of Andalusia, far 
away from the 200 mm during the Filomena storm (a really extreme event). These 
data were used in order to show that our model does not only give robust results 
in non common situations, but also in small and not heavy-rain events. Evidences 
were included in the model in the same way explained previously for the scenario 
of Filomena (Sect. 3.2). In this case, only results from the meta-model are shown 
(Fig. 13). As in the previous scenario, rainfall values are printed with the alert state. 
At the beginning of the storm, just a Drizzle situation is achieved, with rain values 
lower than 100 mm per hour. But during 22nd October, rain values achieve the high-
est values with Rainfall state, or even Extreme alert situation. As soon as this storm 
ends, the situation goes back to normal or no rain.

4 � Conclusions

This paper aims to develop a decision support system able to predict a flood alert in 
Andalusian Mediterranean catchments. A set of models based on Bayesian networks 
was learnt for each catchment, and joined together into a more complex model based 
on a rule system. BNs are a powerful tool able to be mixed with other mathematical/

Fig. 13   Temporal evolution of 
alert in Mediterranean Anda-
lusian catchments during the 
non-extreme storm and the total 
rainfall per hour
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statistical methodologies and provide proper and accurate results. In this work, the 
meta-model is created by combining three types of models, two based on BNs (clas-
sification and regression) and k-means clusters. Once the model is obtained, it pro-
vides an accurate forecast of the flood situation of the greatest catchment areas of 
Andalusia. The key point is that using simple weather forecasts and live measure-
ments of the river level, we can get a flood-alert several hours before happening.

Results obtained in this paper show that the methodology proposed is at the same 
time simple enough to be implemented, but robust. Besides, its simple structure 
allows experts and stakeholders to understand the methodological principles fol-
lowed. However, some future works have been identified. Firstly, a deeper analy-
sis of the thresholds needs to be done, in order to explore the potentialities of this 
probabilistic nature. In this paper, the meta-model is based on a rule system to make 
it easier to interpret and because the threshold of river level to be considered risky is 
pre-defined by experts. However, as a future work, the meta-model structure could 
be based on BNs instead of a system of rules.

Appendix A

Tables 2, 3, 4, 5, 6 and 7 summarized the variables collected in each catchment.

Table 2   Summary of the 
variables collected in System I3

System I3 Variable Min 1st Qu Mean 3rd Qu Max

Marbella Level 16 76.18 91.66 95.56 101.42 105.09
Volume 16 17.31 37.21 44.75 54.74 62.33
Rainfall 16 0 0 0.07108 0 31.7
Rainfall 17 0 0 0.08334 0 51.9
Rainfall 24 0 0 0.06778 0 37.4

Guadario Rainfall 102 0 0 0.05783 0 33.4
Rainfall 9 0 0 0.09427 0 33.8
Rainfall 11 0 0 0.09039 0 34.4
Level 9 0 0.01 0.1548 0.2 4.06
Level 11 0 0.21 0.47 0.62 5.67
Rainfall 12 0 0 0.1086 0 28.9
Rainfall 13 0 0 0.1042 0 75.7
Rainfall 14 0 0 0.1197 0 83.5
Rainfall 27 0 0 0.07038 0 45
Rainfall 103 0 0 0.1123 0 31
Rainfall 15 0 0 0.0663 0 24.6
Level 13 0 0.05 0.1328 0.14 3.79
Level 103 0 0.15 0.263 0.25 2.76
Snow 27 0 0 0.00047 0 0.0147
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Table 3   Summary of the 
variables collected in System I4

System I4 Variable Min 1st Qu Mean 3rd Qu Max

Level 30 348.6 355.7 357.6 360.2 362.8
Volume 30 51.67 85.02 96.87 111.5 129.9
Level 31 327.2 333.6 336.0 338.4 342.2
Volume 31 17.17 35.12 44.62 53.0 70.87
Rainfall 31 0 0
Rainfall 32 0 0 0.045 0 55.9
Rainfall 33 0 0 0.05 0 42.1
Rainfall 34 0 0 0.05 0 47.9
Rainfall 38 0 0 0.09 0 65.5
Rainfall 40 0 0 0.06 0 36.0
Rainfall 46 0 0 0.044 0 32.7
Rainfall 104 0 0 0.06 0 36.4
Rainfall 105 0 0 0.03 0 33.9
Rainfall 126 0 0 0.044 0 36.4
Rainfall 127 0 0 0.036 0 63.6
Rainfall 128 0 0 0.045 0 98.6
Rainfall 129 0 0 0.037 0 22.9
Rainfall 130 0 0 0.051 0 33
Level 34 0 0.3 0.39 0.41 5
Level 104 0 0.13 0.23 0.28 2.81
Level 128 0 0.09 0.23 0.32 2.8
Level 129 0 0.09 0.16 0.22 3.17

Table 4   Summary of the 
variables collected in System II

System II Variable Min 1st Qu Mean 3rd Qu Max

Level 37 196.5 206.0 213.5 223.3 228.8
Volume 37 35.32 59.72 90.45 128.4 158.32
Rainfall 25 0 0 0.062 0 75.8
Rainfall 36 0 0 0.057 0 31
Rainfall 37 0 0 0.046 0 38.3
Rainfall 42 0 0 0.071 0 28.7
Rainfall 43 0 0 0.052 0 56
Rainfall 45 0 0 0.028 0 33.6
Rainfall 125 0 0 0.048 0 37.2
Snow 43 0 0 0.11 0.19 3.28
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Table 5   Summary of the 
variables collected in System III

System III Variable Min 1st Qu Mean 3rd Qu Max

Adra area Level58 288.6 325.2 328.9 33.8 344.5
Volume 58 0.21 5.25 9.03 12.31 26.38
Rainfall 57 0 0 0.049 0 26.5
Rainfall 58 0 0 0.033 0 21.2
Rainfall 68 0 0 0.022 0 24.1
Rainfall 71 0 0 0.034 0 30.6
Rainfall 76 0 0 0.022 0 22.2
Rainfall 77 0 0 0.042 0 33.9
Rainfall 78 0 0 0.024 0 29.0
Rainfall 79 0 0 0.031 0 37.8
Rainfall 89 0 0 0.023 0 23.3
Snow 57 0 0 0.0013 0 7.2
Snow 68 0 0 0.033 0 12.1
Snow 76 0 0 0.009 0 14.1

Motril area Level 64 458.8 475.1 477.1 481.9 484.1
Volume 64 19.8 36.48 39.76 46.17 49.62
Rainfall 50 0 0 0.046 0 70.1
Rainfall 51 0 0 0.049 0 82
Rainfall 52 0 0 0.05 0 44.7
Rainfall 54 0 0 0.046 0 28.6
Rainfall 55 0 0 0.043 0 42.6
Rainfall 60 0 0 0.04 0 43.4
Rainfall 61 0 0 0.067 0 55.4
Rainfall63 0 0 0.051 0 55
Rainfall 64 0 0 0.044 0 37.1
Rainfall 65 0 0 0.044 0 29.9
Rainfall 66 0 0 0.069 0 20.6
Rainfall 67 0 0 0.066 0 25.2
Rainfall 69 0 0 0.05 0 22
Level 69 0 0 0.041 0.06 1.28
Snow 65 0 0 0.032 0 29.9
Snow 66 0 0 0.039 0 20.6
Snow 67 0 0 0.035 0 18.5



53

1 3

Environmental and Ecological Statistics (2024) 31:27–56	

Acknowledgements  This study was supported by the Regional Government of Andalusia through project 
SAICMA (UAL18-TIC-A011-B-E); by the Spanish Ministry of Economy and Competitiveness through 
projects PID2022-139293NB-C31, PID2022-139293NB-C32, PID2019-106758GB-C32/AEI/10 and 
PID2019-106758GB-C33; funded by MCIN/AEI/10.13039/501100011033, FEDER “Una manera de 
hacer Europa” funds. We thank the reviewers and editor for their comments on the manuscript.

Author Contributions  RFR developed the models, MJF performed the results analysis, and RR super-
vised the study and wrote the methodological part of the paper. All authors read and agreed to the pub-
lished version of the manuscript.

Funding  This study was supported by the Regional Government of Andalusia through project SAI-
CMA (UAL18-TIC-A011-B-E); by the Spanish Ministry of Economy and Competitiveness through 
projects PID2022-139293NB-C31, PID2022-139293NB-C32, PID2019-106758GB-C32/AEI/10. and 
PID2019-106758GB-C33 funded by MCIN/AEI/10.13039/501100011033, FEDER “Una manera de 
hacer Europa” funds.

Table 6   Summary of the 
variables collected in System IV

System IV Variable Min 1st Qu Mean 3rd Qu Max

Level 90 0 0.02 0.03 0.04 0.81
Rainfall 75 0 0 0.033 0 26.5
Rainfall 90 0 0 0.030 0 21.2
Rainfall 91 0 0 0.037 0 22.8
Rainfall 92 0 0 0.028 0 18.1
Rainfall 93 0 0 0.027 0 23.2
Rainfall 94 0 0 0.028 0 20.3
Rainfall 95 0 0 0.044 0 24.9
Snow 75 0 0 0.001 0 3.1
Snow 91 0 0 0.004 0 8.8
Snow 92 0 0 0.0002 0 2.1

Table 7   Summary of the 
variables collected in System V

System V Variable Min 1st Qu Mean 3rd Qu Max

Level 84 121.7 126.6 131.8 135.9 149.5
Volume 84 8.74 18.6 19.52 24.01 50.54
Rainfall 81 0 0 0.0034 0 31.5
Rainfall 83 0 0 0.027 0 73.2
Rainfall 84 0 0 0.025 0 98.7
Rainfall 85 0 0 0.029 0 39.1
Rainfall 86 0 0 0.030 0 29.4
Rainfall 87 0 0 0.024 0 30.3
Rainfall 88 0 0 0.023 0 83.2
Level 85 0 0 0.0038 0 2.48
Level 86 0 0 0.018 0 1.7
Snow 81 0 0 0 0 5.4
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