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Abstract
Systematic reviews and meta-analyses are crucial for advancing research, yet they 
are time-consuming and resource-demanding. Although machine learning and natu-
ral language processing algorithms may reduce this time and these resources, their 
performance has not been tested in education and educational psychology, and there 
is a lack of clear information on when researchers should stop the reviewing process. 
In this study, we conducted a retrospective screening simulation using 27 system-
atic reviews in education and educational psychology. We evaluated the sensitivity, 
specificity, and estimated time savings of several learning algorithms and heuris-
tic stopping criteria. The results showed, on average, a 58% (SD = 19%) reduction 
in the screening workload of irrelevant records when using learning algorithms for 
abstract screening and an estimated time savings of 1.66 days (SD = 1.80). The 
learning algorithm random forests with sentence bidirectional encoder representa-
tions from transformers outperformed other algorithms. This finding emphasizes 
the importance of incorporating semantic and contextual information during feature 
extraction and modeling in the screening process. Furthermore, we found that 95% 
of all relevant abstracts within a given dataset can be retrieved using heuristic stop-
ping rules. Specifically, an approach that stops the screening process after classify-
ing 20% of records and consecutively classifying 5% of irrelevant papers yielded the 
most significant gains in terms of specificity (M = 42%, SD = 28%). However, the 
performance of the heuristic stopping criteria depended on the learning algorithm 
used and the length and proportion of relevant papers in an abstract collection. Our 
study provides empirical evidence on the performance of machine learning screen-
ing algorithms for abstract screening in systematic reviews in education and educa-
tional psychology.
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Introduction

Systematic reviews and meta-analyses are key methods in educational research for 
advancing policy, research, and practice (e.g., Schneider & Preckel, 2017; van de 
Schoot et al., 2021; van Huizen & Plantenga, 2018). For instance, they are crucial in 
enabling practitioners to map the effectiveness of teaching and learning approaches, 
and they generate evidence to inform policy for designing evidence-based educa-
tional systems (Taylor & Hedges, 2023). However, conducting systematic reviews 
and meta-analyses is time-consuming and resource-intensive, with some studies 
estimating up to 72 weeks of skilled labor in the health sciences (Smith et al., 2011). 
Thus, systematic reviews that only rely on human resources are neither efficient nor 
sustainable, particularly with the rapid increase of scientific information (Shemilt 
et al., 2016).

Screening titles and abstracts is a critical component of the review process (Chai 
et al., 2021). During this stage, reviewers evaluate the relevance of studies identi-
fied through the initial search to determine their potential inclusion in the system-
atic review. Each study is typically reviewed within 30 s (Gates et al., 2018), and, 
given the increasing number of studies, the abstract screening phase in a systematic 
review requires a substantial investment of time and effort. Hence, more and more 
researchers are turning to learning algorithms to automate this screening phase (e.g., 
Guan et al., 2023; Huang et al., 2022; Scherer & Campos, 2022; Zhang et al., 2023). 
Prioritizing and classifying research abstracts, these algorithms efficiently identify 
studies that warrant further evaluation.

Studies in health science have shown that using learning algorithms can save 
more than 90% of the time required for manual abstract screening (van de Schoot 
et  al., 2021). However, there is no evidence of the performance of learning algo-
rithms in systematic reviews in education and educational psychology yet. In the 
health sciences, target constructs (i.e., diseases and symptoms) are usually standard-
ized and defined by classification systems (e.g., the International Statistical Classifi-
cation of Diseases and Related Health Problems; World Health Organization, 2019). 
In contrast, the conceptual clarity of constructs commonly used in education and 
educational psychology has been recently criticized (Bringmann et al., 2022; Flake 
& Fried, 2020; Marsh et al., 2019). Different terms refer to similar constructs, even 
though they have the same meaning (e.g., see Marsh et al., 2019). This lack of clar-
ity might affect the performance of learning algorithms, particularly those trained by 
text data. As a result, it is necessary to gather empirical evidence about the perfor-
mance of learning algorithms, the criteria for deciding when to stop reviewing, and 
how database characteristics may influence the accuracy of these tools in systematic 
reviews.

In this study, we evaluated the performance of learning algorithms and heuristic 
stopping rules, using a set of databases from systematic reviews in education and 
educational psychology. We conducted a retrospective screening simulation study 
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using the ASReview tool to determine the sensitivity (proportion of relevant abstracts 
identified), specificity (proportion of irrelevant abstracts that do not require review), 
and estimated time savings (reduction in time required for screening) of different 
learning algorithms and heuristic stopping rules.

Machine Learning for Abstract Screening

Machine learning (ML)-based tools can accelerate abstract screening in systematic 
reviews and meta-analyses. These tools use learning algorithms to acquire knowl-
edge from training data, enabling the identification of specific keywords, phrases, 
or patterns in newly encountered abstracts and the subsequent prediction of their 
relevance (Marshall & Wallace, 2019). ML-based tools frequently use active learn-
ing, a form of semi-supervised learning. Active learning involves a continuous feed-
back loop between the researcher and the learning algorithm. Initially, the researcher 
provides input on which abstracts to include or exclude, and the algorithm is trained 
accordingly. The algorithm then suggests additional studies for the human reviewer 
to classify, and the process is repeated to refine the algorithm over multiple itera-
tions. Active learning enables algorithms to learn from human feedback and select 
studies for labeling efficiently. At the same time, researchers have complete control 
over the decision to include or exclude an abstract and stop screening.

ML-based abstract screening tools involve two main stages: feature engineering 
and model training. Feature engineering consists of creating new variables from 
raw text data to transform them into quantitative formats that can be used as predic-
tors in machine learning models. In contrast, model training involves fitting learn-
ing algorithms to the engineered dataset (Wang et al., 2022). In feature engineering, 
researchers must determine how to preprocess the data and generate the necessary 
features. Meanwhile, during model training, researchers must make critical deci-
sions about which algorithms to use, how to train them, and how to evaluate their 
performance (Wang et al., 2022). In the following sections, we provide an overview 
of the critical elements of ML-based abstract screening tools—feature extraction 
methodology, model training, and stopping rule—focusing on ASReview software.

Feature Extraction

The first major stage in ML-based tools for abstract screening is feature extraction. 
Feature extraction is a fundamental process in natural language processing (NLP) 
that involves transforming raw text data into representative variables that can be 
used as input for the learning algorithms (Sammons et al., 2016). Effective feature 
extraction is essential for ML-based abstract screening tools to capture relevant 
information that can be used to predict the relevance of an abstract. Various meth-
odologies have been proposed for feature extraction in NLP, including bag-of-words 
(BoW) (Harris, 1954), term frequency-inverse document frequency (TF-IDF) (Sal-
ton & Buckley, 1988), word embeddings (Doc2Vec) (Mikolov, Chen, et al., 2013; 
Mikolov, Sutskever, et  al., 2013), and bidirectional encoder representations from 
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transformers (BERT) (Reimers & Gurevych, 2019). BoW and TF-IDF are conven-
tional approaches representing text data as a vector of word or term frequencies, 
respectively (Harris, 1954; Salton & Buckley, 1988). In contrast, word embed-
dings capture the semantic meaning of words by representing them as dense vectors 
in a continuous space, trained on large text corpora (Mikolov, Chen, et  al., 2013; 
Mikolov, Sutskever, et al., 2013). BERT utilizes a transformer architecture to cap-
ture bidirectional context and representations of text data, allowing for a more accu-
rate and contextual feature extraction (Reimers & Gurevych, 2019). The selection 
and implementation of feature extraction methods depend on the task, dataset, and 
desired representation level, significantly affecting the model performance and inter-
pretability. Evaluating feature extraction methods is critical to improving the accu-
racy and effectiveness of ML-based abstract screening tools.

Model Training

The second step in abstract classification involves building a predictive model. In 
this step, a classifier is chosen to create a model that predicts the probability of an 
abstract being relevant based on predictors obtained from the feature engineering 
process and the training data (Wang et al., 2022). These algorithms learn from the 
decisions of reviewers who classify studies as relevant or irrelevant and use these 
patterns to predict the relevance of new, unseen studies. Several classifiers can be 
used for abstract classification, such as logistic regression (Hosmer Jr et al., 2013), 
support vector machines (SVM; Platt, 1999), naive Bayes (NB;Gomes et al., 2017 
; Jackson & Moulinier, 2007), and random forests (RF; Breiman, 2017). LR is a 
popular linear method for binary outcome prediction, using maximum likelihood 
estimation to determine the coefficients of the independent variables (Hosmer Jr 
et al., 2013). SVM optimizes the data positions on a hyperplane to separate labels in 
high-dimensional spaces, making it suitable for small datasets and those with many 
predictor variables (Platt, 1999). Based on the Bayes theorem, NB assumes that 
data features are conditionally independent given their assigned class and contribute 
equally to the outcome (Gomes et al., 2017; Jackson & Moulinier, 2007). Lastly, RF 
builds multiple decision trees on data samples, preserving variance between trees 
and reducing overfitting (Breiman, 2017). See Bishop (2006) for a detailed overview 
of these approaches.

Stopping Criteria

Finally, the last central stage of ML-based tools is to decide when to stop the screen-
ing process. Active learning methods use an iterative feedback loop in which the 
algorithm learns from the decisions made by the human reviewer and integrates this 
information to predict the next document with the highest probability of inclusion. 
However, the final decision regarding the inclusion or exclusion of a study and when 
to stop screening rests with the researcher. After a reviewer decides to include or 
exclude a study, the algorithm incorporates this information to update its training 
and predict the next study deemed most relevant for review. This process continues 
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until the reviewer decides to stop the review process or all the studies in the litera-
ture database are classified. However, deciding when to stop reviewing is challeng-
ing, as users typically do not know the number of relevant studies in their literature 
database. Researchers may stop screening prematurely, missing relevant studies, or 
continue screening unnecessarily after identifying all relevant studies (Yu & Men-
zies, 2019). ML-based tools for abstract screening using active learning lack natural 
stopping criteria and continue suggesting studies until all records are classified.

Selecting an appropriate stopping criterion for ML-assisted systematic reviews is 
complex. Statistical and heuristic approaches have been suggested for this purpose 
(Callaghan & Müller-Hansen, 2020; Cormack & Grossman, 2016; Howard et  al., 
2020; van Haastrecht et al., 2021; Yu & Menzies, 2019). The former estimates the 
stopping criteria based on the derivation of an estimate of the total number of rel-
evant papers within an initial training set and is considered more reliable than the 
latter (Cormack & Grossman, 2016; van Haastrecht et al., 2021). However, its prac-
tical application is limited. In contrast, heuristic approaches, including time-based, 
data-driven, and mixed-data strategies, are commonly used to determine when to 
stop reviewing (e.g., Guan et  al., 2023; Huang et  al., 2022; Scherer & Campos, 
2022; Zhang et al., 2023). Time-based approaches involve stopping the review after 
reviewing a certain number of abstracts (Wallace et  al., 2010). In contrast, data-
driven approaches stop after identifying a certain number of consecutive irrelevant 
abstracts (Ros et  al., 2017). Mixed strategies combine both time-based and data-
driven approaches. In a mixed-based strategy, researchers decide to stop reviewing 
after a certain number of abstracts have been reviewed and a certain threshold of 
consecutive irrelevant records have been found (Hamel et al., 2021; Yu & Menzies, 
2019). The use of these heuristic approaches in ML-assisted systematic reviews in 
education and educational psychology research is not uncommon. For example, 
Guan et  al. (2023) used a data-driven strategy to stop the reviewing process in a 
systematic review of educational data ethics. Similarly, Zhang et al. (2023) used a 
time-based strategy to stop screening in a systematic review of school-based mental 
health interventions. Despite their simplicity and popularity, the fraction of relevant 
documents that would be retrieved using heuristic stopping criteria in education and 
educational psychology research is unknown.

Empirical Insights into Learning Algorithms and Heuristic Stopping Criteria

The literature on the effectiveness of various learning algorithms and heuristic stop-
ping criteria is limited. Whereas several studies have demonstrated the potential 
of ML-based tools to alleviate reviewer workload and save time in the screening 
process (Chai et  al., 2021; Gates et  al., 2019; Hamel et  al., 2020; Howard et  al., 
2020; van de Schoot et  al., 2021), there is a noticeable lack of research compar-
ing the performance of different learning algorithms (Burgard & Bittermann, 2023). 
Moreover, previous research into the performance of various ML-based tools for 
abstract screening has been limited in sample size, and the software tools evalu-
ated were not open source, thereby hindering the identification of relevant param-
eters for these methods (Gates et  al., 2019; Robledo et  al., 2023). An attempt to 
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address the previous research gaps was presented by Ferdinands et al. (2020). The 
authors conducted a study that evaluated the performance of learning algorithms 
using four classifiers (LR, SVM, NB, and RF) and two feature extraction techniques 
(TF-IDF and D2V) on a set of six labeled datasets from systematic reviews using 
the software ASReview. Their findings suggested that the NB + TF-IDF learning 
algorithm showed the highest estimated time savings and work savings oversam-
pling, followed by the LR + TF-IDF, SVM + TF-IDF, and RF + TF-IDF learning 
algorithms. However, this study had a limited sample size and did not explore the 
correlation between model performance and data characteristics, such as the pro-
portion of relevant publications. In addition, the generalizability of their results to 
the education and educational psychology fields is uncertain. Unlike the biomedical 
sciences, where constructs and labels are relatively well defined, the field of educa-
tion has a higher degree of ambiguity and complexity in its concepts that can affect 
the performance of these learning algorithms. To fully understand how data features 
relate to model performance and to determine the best settings for ML-based sys-
tematic reviews in education and educational psychology, it is crucial to evaluate 
these learning algorithms on a broader set of systematic reviews from the education 
and educational psychology research fields.

The performance of heuristic stopping criteria is a second aspect of ML-based 
tools with scarce and mixed evidence. For example, Wallace et al. (2010) found that 
using a time-based approach in which reviewers classified 50% of all records in a 
database resulted in a 100% recall. In contrast, Callaghan and Müller-Hansen (2020) 
found that data-driven approaches could not find 95% of all relevant records in 39% 
of the 20 systematic reviews analyzed. The results of these simulation studies repre-
sent an important source of information on the reliability of heuristic stopping crite-
ria. However, a systematic evaluation of these stopping rules is still missing. Given 
the widespread use of heuristic stopping criteria in educational and educational psy-
chology research, it is essential to systematically evaluate the reliability and accu-
racy of these stopping criteria under controlled conditions and understand how data 
characteristics may affect the performance of these rules. The present work aims 
to inform this discussion by evaluating the performance of heuristic stopping rules 
using a large set of systematic reviews from the fields of education and educational 
psychology and several learning algorithms.

ASReview as a Machine Learning Tool for Abstract Screening

There are various machine learning screening tools that are currently available 
(Burgard & Bittermann, 2023; van de Schoot et al., 2021). However, these tools 
have certain limitations. First, many of them are closed-source applications that 
use black-box algorithms. Second, existing tools lack the flexibility to handle 
the wide range of classifiers and feature extraction techniques that can be imple-
mented in ML screening tools effectively(van de Schoot et al., 2021). In contrast, 
the ASReview software, an open-source platform, provides multiple learning 
algorithms for both feature extraction and classification. The ASReview software 
has gained traction among a growing number of researchers, and its potential 
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to reduce screening workload has been demonstrated in previous retrospective 
screening simulation studies (van de Schoot et al., 2021).

To incorporate ASReview software (https://​asrev​iew.​nl/) into the research 
pipeline of a systematic review, researchers must first install the software. Once 
installed, the program can be operated via a web browser’s graphical user inter-
face (GUI). To initiate the abstract screening process, a project folder is created 
in the ASReview GUI, and the study database, including at least the titles and 
abstracts of the searched studies, must be added. The study database can be stored 
in different data formats, such as .csv, .txt, or .xlsx. ASReview runs locally on the 
computer, so the information is not shared with others or stored on external serv-
ers. After adding the study database, ASReview requests the user to classify some 
included studies as relevant or irrelevant. This subset is utilized for training an 
algorithm that learns the relationship between the textual features of the reviewed 
studies that were judged to be included or excluded. Although only a few studies 
must be classified, they should represent the relevant and irrelevant studies well. 
Following the classification, the user selects the feature extraction and classifier 
they want to apply. While ASReview uses a naïve Bayes classifier by default, dif-
ferent classifiers are available (i.e., logistic regression, random forest, and support 
vector machine).

The ASReview software also allows users to choose a balancing and query-
ing strategy. Balancing strategies are employed to mitigate the risk of the learn-
ing algorithm over-fitting irrelevant studies. The default method, dynamic resa-
mpling (DR), rebalances the training set by undersampling irrelevant studies and 
oversampling relevant records (Ferdinands et al., 2020). Following the selection 
of the balancing strategy, users can proceed to choose the query strategy. The 
query strategy dictates the order in which studies are presented after training. The 
default approach, certainty-based sampling, prioritizes unscreened studies based 
on their predicted relevance, presenting the most relevant studies first. Alternative 
query strategies such as mixed, random, and uncertainty-based sampling can also 
be selected.

After the configuration and training phase, the learning algorithm makes a rel-
evance prediction of all studies in the literature database and finds the study that is 
predicted to be most relevant. The abstract and title of the study that was predicted 
to be most relevant are then presented to the user, who must decide whether the 
study is relevant. In this way, rather than providing relevant or irrelevant informa-
tion for all studies, ASReview uses a sorting mechanism based on prior inclusion 
and exclusion decisions to present the most likely relevant study to reviewers for the 
final decision. When the user has decided, this information is incorporated into the 
learning algorithm, and the next most relevant study is predicted. This process con-
tinues until the user decides to stop the review process or all the studies in the study 
database are classified. However, deciding when to stop reviewing is challenging, as 
users typically do not know the number of relevant studies in their study database. 
Researchers may terminate their review process too early, excluding relevant studies, 
or needlessly continue their review after finding all relevant studies (Yu & Menzies, 
2019). ASReview currently lacks clear guidelines for when to stop, and it continues 
to suggest studies until all records have been reviewed.

https://asreview.nl/
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The Present Study

ML-based tools have great potential to support the literature screening process of 
systematic reviews and meta-analyses. Simulation studies examining the perfor-
mance of ML tools across diverse research domains indicate that these tools can 
reduce time requirements during the screening process (Burgard & Bittermann, 
2023). However, these tools are still evolving, and their performance may vary 
across domains and even within the same domain (Burgard & Bittermann, 2023; 
Chai et al., 2021; van de Schoot et al., 2021). Additionally, the current literature 
lacks comprehensive comparative studies on the performance of learning algo-
rithms when applied to real-world data (Burgard & Bittermann, 2023), and the 
impact of data characteristics on model performance is poorly understood (Ferdi-
nands et al., 2020). Lastly, researchers have an ongoing uncertainty regarding the 
optimal number of articles to screen using these tools, and the existing simula-
tion studies have yielded limited and conflicting findings (Callaghan & Müller-
Hansen, 2020; Wallace et al., 2010).

The present study assesses the performance of various learning algorithms 
and heuristic stopping criteria in abstract screening within the educational and 
educational psychology domain. To achieve this goal, we conduct a retrospective 
screening simulation to compare the performance of ML screening algorithms 
on educational datasets and determine their sensitivity, specificity, and esti-
mated time savings. Specifically, we address the following two research questions 
(RQs):

RQ1. To what extent do learning algorithms aid in saving time (estimated 
time savings) by reducing the need to screen irrelevant studies (specificity) in an 
abstract collection after finding 95% of the relevant studies for full-text screening 
in systematic reviews in education and educational psychology?

RQ2. How many relevant (sensitivity) and irrelevant (specificity) studies can 
be identified, and how much time can be saved (estimated time savings) in a sys-
tematic review in education and educational psychology when using learning 
algorithms with time-based, data-driven, and mixed-heuristic stopping criteria?

Methodology

Data Collection

We used a multistep approach to identify and collect relevant abstract collec-
tions from systematic reviews in education and educational psychology. First, we 
sought systematic reviews and meta-analyses in high-impact education and edu-
cational psychology journals. Second, we contacted experts in the field to inquire 
about any relevant studies that may have yet to be found through the initial search. 
We then contacted study authors of the systematic reviews and meta-analyses and 
requested the abstract collections they used in their studies during the abstract 
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screening phase. We sent 316 data requests and obtained abstract collections from 
40 studies, 27 of which met the eligibility criteria. For an abstract collection to 
be eligible for our study, the collection must at least include information on the 
titles, abstracts, and screening decisions of the identified studies. For a detailed 
description of the data collection procedure, please see Supplementary Material 
S1.

In total, we included 27 databases of research syntheses in education and edu-
cational psychology. On average, the datasets included 2,738 studies (SD = 2,382), 
and 18.75% (SD = 15.89%) of studies were selected for full-text screening. Most 
of the research syntheses were made available between 2021 and 2023 (85.2%), 
including pre-prints and pre-publications, and the remaining were published in 
2020 or earlier (14.8%). About 44.4% of the datasets were from systematic reviews, 
while the remaining 55.6% were from systematic reviews with meta-analyses. The 
research syntheses covered various topics, including factors affecting student learn-
ing (29.6%); teacher training, competence, and attitudes (22.2%); educational poli-
cies and interventions (22.2%); instructional design (14.8%); and bibliographic 
analyses of research methods and data (11.1%). They also targeted a wide range of 
research methods, such as mixed methods (48.2%), correlational studies (40.7%), 
and experimental studies (11.1%). The main samples of the study were K-12 stu-
dents (42.3%), teachers (23.1 %), P-20 (15.4%), researchers (11.5%), and university 
students (7.7%). Table 1 summarizes the datasets.

Data Simulation

The abstract collections contained detailed information on the title, abstract, and 
screening decision (included/excluded) for each study identified in the initial search 
by the study authors of the systematic reviews. Studies with missing abstracts or 
screening decisions were excluded from the abstract collection using the statistical 
software R version 4.2.3 (R Core Team, 2023). The resulting abstract collections 
were then imported into the ASReview software to simulate the abstract review pro-
cess using the simulation mode (ASReview LAB, 2023). The simulation started by 
selecting a learning algorithm. After selecting the learning algorithm, one included 
study and one excluded study were randomly selected from the abstract collection 
based on the screening decisions provided by the authors of the systematic review. 
The selection of the included and excluded studies was made at random to represent 
a scenario where the reviewer has minimal prior knowledge of the relevant publi-
cations and to mitigate bias in the initial training of the algorithms (Boetje & van 
de Schoot, in press). The learning algorithm was then trained using information 
obtained from these two studies, and a new study was suggested for classification. 
Once a new study was presented, we retrieved the classification decision (included/
excluded) assigned by the authors of the systematic review. The learning algo-
rithm was then retrained using the updated classification decision, and the process 
was repeated iteratively until all studies in the abstract collection were classified. 
It is important to note that in this retrospective simulation, rather than relying on 
reviewers to make the classification decision (included/excluded), we retrieved the 
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screening decisions assigned by the authors of the systematic review. By following 
this procedure, we could determine the number of included studies identified by the 
learning algorithms at different time points, thus allowing us to collect the required 
data to evaluate the algorithms’ performance and the heuristic stopping criteria.

The simulation used ten learning algorithms for the 27 abstract collections, result-
ing in 270 simulation runs. Each learning algorithm comprised a feature extraction 
strategy and a classifier (see Table 2). To identify all relevant records in a database, 
we selected the default balancing strategy, “dynamic resampling,” and the default 
query strategy, “certainty-based sampling,” throughout our simulations. The initial 
training set of one included and one excluded study was kept constant across simula-
tion conditions within each abstract collection. The R software version 4.2.3 (R Core 
Team, 2023) was used to prepare and analyze the data, and the ASReview Makita 
template extension was used to run the simulation study (Teijema et al., 2022). The 
analytic scripts can be accessed at https://​osf.​io/​uyb7x/?​view_​only=​74640​e4eb7​
d146f​68eb5​c7738​823ac​9f.

Data Analysis

The analysis of the data was divided into two parts. In the initial set of analyses, we 
evaluated whether the learning algorithms can accelerate the identification of stud-
ies selected for full-text screening in a systematic review (RQ1). In the second set 
of analyses, we evaluated how many relevant studies selected for full-text screening 
would be identified when using learning algorithms with heuristic stopping criteria 
(RQ2). For the first set of analyses, we estimated the specificity and estimated time 
savings (ETS) at a 95% sensitivity for each learning algorithm across the 27 abstract 
collections. For the second set of analyses, we estimated the sensitivity, specificity, 
and estimated time savings of the time-based, data-driven, and mixed-strategy heu-
ristic stopping criteria across the 27 abstract collections and ten learning algorithms. 
The performance metrics were defined as follows:

Table 2   Description of classifiers, feature extraction techniques, and models used in the simulation study

Feature extraction technique Classifier Learning algorithms

Doc2Vec Naïve Bayes (NB) LR+Doc2Vec
Sentence BERT (SBERT) Logistic regression (LR) LR+SBERT
Term frequency-inverse abstract 

frequency (TF-IDF)
Random forest (RF) LR+TFIDF

Support vector machine (SVM) NB+TF-IDF
RF+Doc2Vec
RF+SBERT
RF+TF-IDF
SVM+Doc2Vec
SVM+SBERT
SVM+TF-IDF

https://osf.io/uyb7x/?view_only=74640e4eb7d146f68eb5c7738823ac9f
https://osf.io/uyb7x/?view_only=74640e4eb7d146f68eb5c7738823ac9f
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a.	 Sensitivity (recall): The proportion of relevant studies in an abstract collection 
identified by the learning algorithms out of the total deemed relevant by the 
authors of the systematic review (Howard et al., 2020).

b.	 Specificity (true negative rate): The proportion of studies in an abstract collection 
that would not require screening by reviewers when using learning algorithms 
out of the total deemed irrelevant by the authors of the systematic review (Kusa 
et al., 2023).

c.	 Estimated time savings (ETS): The reduction in working days achieved when 
using learning algorithms by not having to screen irrelevant abstracts (Gates et al., 
2019).

To evaluate the effectiveness of the learning algorithms (RQ1), we measured 
their specificity and estimated time savings while maintaining a sensitivity level of 
95%. Specifically, we calculated these metrics when the learning algorithm identi-
fied 95% of the relevant studies in each abstract collection. Similarly, we evaluated 
the performance of the time-based, data-driven, and mixed-strategy heuristic stop-
ping criteria (RQ2) by estimating the sensitivity, specificity, and estimate time sav-
ings the learning algorithms achieved when using these heuristic stopping criteria. 
The time-based stopping strategy was operationalized by dividing the total number 
of studies in an abstract collection into 10% screening intervals. For example, we 
estimated the number of relevant studies identified by the learning algorithm after 
screening 10% of all the studies included in an abstract collection. The data-driven 
strategy was operationalized by implementing a stopping criterion based on classify-
ing consecutive irrelevant studies in an abstract collection. As the datasets had dif-
ferent lengths, we estimated the number of irrelevant records in relation to the total 
number of records in a dataset with parameters between 1 and 10%. For example, 
in a dataset containing 1000 studies, a data-driven stopping criterion of 1% would 
result in a reviewer stopping the review process after encountering ten consecutive 
irrelevant studies. Finally, the mixed strategy combined the parameters of the time-
based and data-driven strategies, allowing reviewers to stop screening after classify-
ing a certain percentage of studies and a predetermined threshold of consecutive 
irrelevant records (see Table 6).

Results

Active Learning Model Evaluation

To identify the extent to which learning algorithms can potentially save screeners 
time compared to random screening, we computed the average specificity and esti-
mated time savings of the learning algorithms when they identified 95% of relevant 
abstracts in the abstract collections (see Table 3). The model with the highest spec-
ificity and estimated time savings was the LR+SBERT model. Using this model, 
a reviewer could, on average, locate 95% of all relevant studies in an abstract col-
lection without having to screen 65% (SD = 18%) of the irrelevant abstracts. This 
resulted in an average estimated time savings of 1.80 days (SD = 1.94). In contrast, 
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the SVM+Doc2Vec model had the lowest specificity value of 53% (SD = 18%) and 
an average estimated time savings of 1.57 days (SD = 1.83). Figure  1 shows the 
frequency with which a model produced the highest or lowest specificity values 
within each of the 27 abstract collections at a 95% sensitivity. The results indicate 
that the RF+TF-IDF had a higher frequency of producing lower specificity values 
within each abstract collection. This indicates that the model required screening a 
higher percentage of irrelevant abstracts to locate 95% of the relevant abstracts in 

Table 3   Descriptive statistics 
of model performance across 
datasets

Specificity@95%: model specificity at 95% sensitivity. ETS@95%: 
estimated time-saving at 95% sensitivity.

Learning algorithms Specificity@95% ETS@95%

M Mdn SD M Mdn SD

LR+Doc2Vec 57% 55% 18% 1.62 1.23 1.81
LR+SBERT 65% 71% 18% 1.80 1.29 1.94
LR+TF-IDF 61% 64% 20% 1.75 1.28 1.89
NB+TF-IDF 57% 58% 21% 1.59 1.08 1.77
RF+Doc2Vec 58% 57% 18% 1.65 1.21 1.81
RF+SBERT 63% 68% 19% 1.77 1.39 1.89
RF+TF-IDF 54% 54% 19% 1.54 1.16 1.73
SVM+Doc2Vec 53% 52% 18% 1.57 1.11 1.83
SVM+SBERT 60% 61% 19% 1.71 0.99 1.89
SVM+TF-IDF 57% 58% 20% 1.63 1.22 1.79
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Fig. 1   Model performance based on specificity at a 95% sensitivity: top performers vs. bottom perform-
ers. Note. The figure shows the number of times a model produced the highest or lowest specificity at a 
95% sensitivity within each of the 27 abstract collections
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the collections. Conversely, the RF+SBERT model had a higher frequency of pro-
ducing the highest specificity values. This means that using this model for abstract 
screening requires screening fewer irrelevant abstracts to find 95% of the relevant 
abstracts in an abstract collection.

The results suggest that for the sample of abstract collections from systematic 
reviews in education and educational psychology used in this simulation study, 
using active learning algorithms through ASReview could reduce the workload in 
identifying relevant studies for full-text screening. Unlike random screening, screen-
ing with learning algorithms does not require classifying 100% of the abstracts in 
an abstract collection to identify relevant abstracts (see also Supplementary Mate-
rial S2). Exploratory analyses suggested a positive correlation between database 
length and model specificity (ρ = .35, 95% CI [0.22, 0.48]) and a negative correla-
tion between the rate of relevant studies in an abstract collection and the specificity 
of the algorithms (ρ = − 0.65, 95% CI [− 0.72, − 0.58]).

Evaluation of Heuristic Stopping Criteria

Time Strategy

A time-based stopping criterion means that a reviewer using learning algorithms 
would stop classifying abstracts in an abstract collection after reviewing between 10 
and 100% of all abstracts. Table 4 presents the average sensitivity, specificity, and 
estimated time savings of the time-based heuristic stopping strategy across learning 
algorithms and abstract collections. The results indicate that to find 95% or more of 
the relevant abstracts in an abstract collection, a reviewer needs to screen an average 
of 70% of the abstracts. Hence, if a reviewer decides to stop screening after classi-
fying 70% of the abstracts in an abstract collection, they can save, on average, 0.86 
(SD = 0.73) days by not having to classify 36% (SD = 6%) of irrelevant abstracts 
present in the abstract collection. However, the results varied across algorithms. The 

Table 4   Performance criteria of 
time-based stopping criteria

ETS estimated time saving

Percent-
age 
reviewed

Sensitivity Specificity ETS

M Mdn SD M Mdn SD M Mdn SD

10% 41% 36% 22% 94% 93% 3% 2.57 2.14 2.20
20% 62% 61% 22% 86% 85% 5% 2.28 1.9 1.95
30% 76% 79% 18% 78% 76% 6% 2 1.66 1.71
40% 85% 90% 14% 69% 65% 7% 1.71 1.43 1.46
50% 91% 95% 11% 59% 55% 7% 1.43 1.19 1.22
60% 94% 98% 7% 48% 44% 7% 1.14 0.95 0.98
70% 97% 99% 5% 36% 33% 6% 0.86 0.71 0.73
80% 98% 100% 3% 24% 22% 5% 0.57 0.48 0.49
90% 100% 100% 1% 12% 11% 2% 0.28 0.24 0.24
100% 100% 100% 0% 0% 0% 1% 0 0 0
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LR+SBERT, LR+TF-IDF, RF+SBERT, and SVM+SBERT algorithms achieved 
95% sensitivity with a stopping criterion of 60% of classified studies. Figure 2 pro-
vides a visual representation of the percentage of relevant abstracts identified by 
each learning algorithm as a function of the percentage of classified abstracts.

The sensitivity and specificity of the time-based stopping criterion also varied 
across abstract collections. In some abstract collections, it was possible to identify 
95% of the relevant abstracts after classifying 20% of the abstracts in the abstract 
collection. In contrast, other databases were required to classify 90% of all the 
abstracts in the abstract collection to achieve the same 95% sensitivity. Exploratory 
analyses indicated a strong positive Spearman’s rank correlation between the aver-
age percentage of classified abstracts and the proportion of relevant abstracts in an 
abstract collection (ρ = 0.81, 95% CI [0.61, 0.90]). Conversely, Spearman’s rank 
correlation between the number of irrelevant records and the percentage of classified 

SVM + SBERT SVM + TF-IDF

RF + Doc2Vec RF + SBERT RF + TF-IDF SVM + Doc2Vec

LR + Doc2Vec LR + SBERT LR + TF-IDF NB + TF-IDF
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Fig. 2   Sensitivity curves of learning algorithms using a time-driven approach. Note. The figure displays 
the mean percentage of relevant abstracts identified by each learning algorithm after classifying 10 to 
100% of all abstracts in the abstract collections



1 3

Educational Psychology Review (2024) 36:19	 Page 17 of 30  19

abstracts was negative (ρ = − 0.81, 95% CI [− 0.91, − 0.61]). Supplementary Mate-
rial S2 presents the percentage of relevant records identified in each abstract collec-
tion by different learning algorithms after classifying 10 to 100% of the abstracts in 
each collection.

Data‑Driven Strategy

A reviewer using data-driven stopping criteria would stop the classification of 
abstracts after classifying between 1 and 10% consecutive irrelevant abstracts. 
Table 5 presents the average sensitivity, specificity, and estimated time savings of 
the data-driven heuristic stopping criteria across all abstract collections and learning 
algorithms. The results indicate that to identify 95% of the relevant abstracts in an 
abstract collection, a reviewer would need to classify, on average, 7% of consecutive 
irrelevant abstracts. This means that, on average, the reviewer would not have to 
classify 38% (SD = 27%) of the irrelevant abstracts in an abstract collection, result-
ing in an estimated time saving of 1.04 (SD = 1.47) days.

The sensitivity of the time-based stopping criteria varied across learning algo-
rithms. Figure 3 shows the average percentage of relevant records identified by each 
learning algorithm as a function of the percentage of irrelevant records classified 
in a row. A reviewer using the RF+SBERT model would, on average, identify 95% 
of the relevant records in the abstract collections using a stopping criterion of clas-
sifying 6% of irrelevant studies in a row. In contrast, using the RF + Doc2Vec and 
SVM + Doc2Vec algorithms with a time-based stopping criterion between 1 and 
10% of irrelevant abstracts classified in a row would not identify 95% of the relevant 
abstracts in an abstract collection.

The performance of the data-based stopping criteria also varied across abstract 
collections. The minimum percentage of irrelevant records classified in a row 
required to identify 95% of all relevant abstracts in an abstract collection was 1%, 

Table 5   Performance criteria of data-driven stopping criteria

ETS estimated time saving

Percentage 
irrelevant

Sensitivity Specificity ETS

M Mdn SD M Mdn SD M Mdn SD

1% 59% 74% 36% 81% 88% 18% 2 1.32 1.98
2% 79% 93% 29% 65% 71% 25% 1.64 1 1.85
3% 87% 97% 24% 55% 58% 27% 1.43 0.79 1.75
4% 90% 98% 21% 49% 53% 27% 1.28 0.57 1.65
5% 92% 99% 19% 45% 48% 28% 1.16 0.50 1.58
6% 93% 99% 19% 41% 45% 28% 1.09 0.47 1.51
7% 95% 99% 16% 38% 43% 27% 1.04 0.45 1.47
8% 95% 100% 16% 36% 39% 26% 0.97 0.43 1.39
9% 95% 100% 16% 35% 36% 26% 0.93 0.38 1.36
10% 95% 100% 16% 33% 32% 25% 0.89 0.34 1.31
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while the maximum was 9%. In two abstract collections, the stopping criteria of 
classifying 10% of irrelevant abstracts in a row was insufficient to achieve a 95% 
sensitivity. Supplementary Material S3 shows the percentage of relevant abstracts 
identified by each learning algorithm for each dataset when using a data-driven stop-
ping criteria of classifying 1 to 10% of consecutive irrelevant abstracts.

Mixed Strategy

A reviewer using a mixed-based heuristic stopping strategy would decide to stop the 
abstract screening after classifying a certain percentage of all the abstracts included 
in an abstract collection and classifying a certain percentage of consecutive abstracts 
as irrelevant. Table 6 presents the sensitivity and specificity of the nine mixed-based 
heuristic stopping criteria evaluated in this study (labeled as groups A to I). On 
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Fig. 3   Sensitivity curves of learning algorithms using a data-based approach. Note. The figure shows the 
average percentage of relevant abstracts identified by each learning algorithm after classifying 1 to 10% 
of consecutive irrelevant records
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average, groups C, E, F, H, and I were able to identify 95% or more of the relevant 
abstracts in an abstract collection, with group E having the highest average specific-
ity ( X = 42%, SD = 28%), indicating that on average, a reviewer would not have 
to screen 42% of the irrelevant records in an abstract collection to identify 95% of 
the relevant abstracts. The performance of the mixed-based strategies varied across 
algorithms, with the RF+SBERT model delivering the highest average sensitivity 
( X = 92%, SD = 8%) and specificity ( X = 52%, SD = 19%) across strategies. In con-
trast, the SVM+Doc2Vec model displayed the lowest average sensitivity ( X = 87%, 
SD = 13%) and specificity values ( X = 44%, SD = 20%). Figure 4 shows the average 
percentage of relevant abstracts identified by the learning algorithms with mixed-
based heuristic stopping criteria and the average percentage of irrelevant abstracts a 
reviewer would not need to classify.

Exploratory analyses using a Spearman’s rank correlation indicated that the 
sensitivity achieved under each mixed-based heuristic stopping criteria had 
a positive correlation with the number of abstracts in an abstract collection in 
groups A, D, and G (group A: ρ = 0.76, 95% CI [0.50, 0.89]; group D: ρ = 0.75, 
95% CI [0.47, 0.87]; group G: ρ = 0.68, 95% CI [0.38, 0.87]), but not in groups 
B, C, E, F, H, and I (group B: ρ = 0.36, 95% CI [− 0.09, 0.67]; group C: ρ = − 
0.08, 95% CI [− 0.55, 0.38]; group E: ρ = 0.37, 95% CI [− 0.06, 0.70]; group F: 
ρ = − 0.11, 95% CI [− 0.55, 0.36]; group H: ρ = 0.32, 95% CI [− 0.11, 0.65]; 
group I: ρ = − 0.11, 95% CI [− 0.56, .34]. Furthermore, we observed a posi-
tive correlation between the sensitivity achieved by the mixed-based heuristic 
stopping criteria and the number of relevant studies in an abstract collection in 
groups C, F, I, and G (group C: ρ = 0.66, 95% CI [0.25, 0.90]; group F: ρ = 
0.67, 95% CI [0.28, 0.91]; group I: ρ = 0.67, 95% CI [0.25, 0.90]; and group G: 

Table 6   Performance criteria of 
mixed-based stopping criteria

A: 10% records screened and 1% irrelevant records. B: 10% records 
screened and 5% irrelevant records. C: 10% records screened and 
10% irrelevant records. D: 20% records screened and 1% irrelevant 
records. E: 20% records screened and 5% irrelevant records. F: 
20% records screened and 10% irrelevant records. G: 30% records 
screened and 1% irrelevant records. H: 30% records screened and 5% 
irrelevant records. I: 30% of records screened and 10% of irrelevant 
records. WSS: work saved over sampling

Mixed 
strategy

Sensitivity Specificity

M Mdn SD M Mdn SD

A 71% 78% 26% 78% 85% 16%
B 93% 99% 19% 43% 48% 29%
C 96% 100% 16% 31% 31% 27%
D 78% 87% 21% 74% 80% 14%
E 95% 99% 13% 42% 48% 28%
F 97% 100% 10% 30% 31% 26%
G 85% 91% 16% 69% 72% 11%
H 96% 99% 11% 41% 48% 26%
I 98% 100% 9% 30% 31% 26%
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ρ = − 0.50, 95% CI [− 0.77, − 0.09]); and no correlation in groups A, B, D, E, 
and H (group A: ρ = − 0.11, 95% CI [− 0.50, 0.31]; group B: ρ = 0.41, 95% CI 
[− 0.01, 0.73]; group D: ρ = − 0.24, 95% CI [− 0.60, 0.19]; group E: ρ = 0.39, 
95% CI [0.00, 0.72]; group H: ρ = 0.32, 95% CI [− 0.10, 0.68]). Supplementary 
Material S4 presents the percentage of relevant abstracts and the saved screening 
effort achieved using learning algorithms with mixed-based heuristic stopping 
criteria for each of the 27 abstract collections.
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Fig. 4   Sensitivity and specificity of learning algorithms using a mixed-based approach. Note. A: 10% 
of records reviewed and 1% of irrelevant records classified in a row. B: 10% of records reviewed and 
5% of irrelevant records in a row. C: 10% of records reviewed and 10% of irrelevant records classified 
in a row. D: 20% of records reviewed and 1% of irrelevant records classified in a row. E: 20% of records 
reviewed and 5% of irrelevant records classified in a row. F: 20% of records reviewed and 10% of irrel-
evant records classified in a row. G: 30% of records reviewed and 1% of irrelevant records classified in 
a row. H: 30% of records reviewed and 5% of irrelevant records classified in a row. I: 30% of records 
reviewed and 10% of irrelevant records classified in a row
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Discussion

Learning Algorithms

In this retrospective simulation study, we evaluated the sensitivity, specificity, 
and estimated time savings of learning algorithms in abstract collections from 
systematic reviews in educational and educational psychology. The results from 
this study suggest that active learning can reduce the effort required for abstract 
screening in systematic reviews. The amount of work saved in screening time 
varied depending on the learning algorithm and database used. The LR+SBERT 
model outperformed the other models in terms of specificity (M = 65%, SD 
= 18%) and ETS (M = 1.80, SD = 1.94) at a 95% sensitivity, highlighting the 
importance of incorporating semantic and contextual information during feature 
extraction and modeling in educational and educational psychology research. 
These results are similar to those presented in the systematic review by Burgard 
and Bittermann (2023), who reported an average work savings over sampling 
of 55% at a sensitivity of 95% across 21 studies. This means that, on average, 
screening tools could identify 95% of the relevant abstracts in an abstract collec-
tion without needing to classify 55% of the abstracts. However, they are lower 
than the estimates reported by van de Schoot et  al. (2021), who found a mean 
work savings over sampling of 83% at a 95% sensitivity in systematic reviews in 
software engineering, psychology, and medicine. The complex inclusion criteria 
of the educational and educational psychology systematic reviews included in this 
study might contribute to the lower specificity estimates. For example, Rowan 
et al. (2021) systematic review of teacher education and diverse learners focused 
primarily on the literature on initial teacher education. This systematic review did 
not include studies that discussed broader issues such as education, schools, or 
school systems. As “initial teacher training” and “education” overlap in meaning, 
it is difficult for a learning algorithm to accurately differentiate between relevant 
and irrelevant studies, contributing to the lower specificity achieved in this study.

A second factor that may be related to the lower specificity estimates achieved 
in our simulation study is the substantial proportion of relevant abstracts in the 
systematic reviews. For example, in the Theobald (2021) review of the effects of 
self-regulated learning on university students, it resulted in 46.3% of records for 
full-text inclusion. Because there are more relevant studies in the dataset, ML-
based abstract review tools require more time to find all relevant studies, increas-
ing screening time. Thus, systematic reviews with highly specific search terms 
and inclusion/exclusion criteria will likely have higher specificity estimates.

Third, the lack of standardized concepts in education and educational psychol-
ogy could also explain the lower specificity estimates achieved in our study. Pre-
vious research suggests that the field of education and educational psychology 
uses different terms to refer to constructs that are conceptually and empirically 
similar (e.g., see Marsh et al., 2019). This issue is prevalent in teaching research, 
which contains a significant number of ambiguous concepts, such as teacher com-
petence or teaching quality (e.g., see Blömeke et al., 2015; Senden et al., 2022). 
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Since a significant portion of the abstract collections in our study came from this 
field, learning algorithms that rely on feature extraction techniques based on key 
concepts and phrases may have faced difficulties finding records that use different 
concepts but refer to the same construct. The use of complex learning algorithms 
(RF+SBERT or LR + SBERT) could overcome this issue as these algorithms 
can incorporate semantic and contextual information. Further research comparing 
different ML tools would be beneficial in gaining a more comprehensive under-
standing of the performance of these learning algorithms in educational research 
synthesis. Our current study provides a foundational step in this area, and we rec-
ommend it as an essential focus for future research.

Overall, the results suggest that learning algorithms can reduce screening time 
in a wide range of educational and educational psychology systematic reviews and 
point to differences between learning algorithms that should be considered when 
using an ML-based abstract screening tool. As the learning algorithms (e.g., RF 
+ SBERT) investigated in this study are also used in other ML-based screening 
tools, the performance insights gained in this study are likely to apply to other tools 
employing these shared learning algorithms. The use of active learning algorithms 
on text data from the education field was not previously studied. However, this 
research demonstrates that these algorithms perform well in this field. Researchers 
could use learning algorithms for abstract screening in educational and educational 
psychology to decrease the likelihood of human error in systematic reviews. Pre-
vious research suggests that non-experienced reviewers can miss up to 13% of the 
records in a systematic review, which can significantly impact the results of a meta-
analysis (Waffenschmidt et al., 2019). Thus, using learning algorithms for abstract 
screening in educational and educational psychology can decrease human error in 
systematic reviews, leading to more accurate and reliable outcomes in systematic 
reviews and meta-analyses.

Heuristic Stopping Rules

Our second research objective was to evaluate how many relevant studies can be 
identified and how much time can be saved in a systematic review of education and 
educational psychology when using learning algorithms with time-based, data-
driven, and mixed-heuristic stopping criteria. The findings indicated that different 
heuristic stopping rules could achieve a sensitivity of 95%. For example, a time-
based strategy using a stopping rule of 70% or more of studies screened may achieve 
a sensitivity of 95%, whereas a data-based strategy using a stopping rule of clas-
sifying 7% or more of irrelevant studies in a row may achieve a sensitivity of 95%. 
Moreover, in the mixed-based strategy, achieving a sensitivity of 95% was possible 
with various stopping rules, including screening 10% of all studies and classifying 
10% of irrelevant studies in a row, screening 20% of studies and classifying 5% or 
10% of irrelevant studies in a row, and screening 30% of studies and classifying 5% 
or 10% of irrelevant studies in a row.

Consistent with prior studies, our exploratory analysis suggests that the effective-
ness of heuristic strategies depends on various factors, including the database size, 
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the percentage of relevant abstracts (König et al., 2023), the topic complexity, and 
the learning algorithm used (Howard et al., 2020). For instance, the findings indi-
cate that a data-driven approach could not identify 95% of the relevant abstracts in 
abstract collections with fewer than 200 studies. Similarly, for abstract collections 
with more than 40% of relevant studies, the data-driven strategy required more 
classified abstracts to identify 95% of the relevant records. The variability in the 
performance of heuristic stopping criteria across abstract collections may also be 
related to the complexity of the topics in educational research. Heuristic stopping 
criteria may be less effective when handling research areas with multiple concepts 
referring to the same educational phenomena or when the inclusion/exclusion cri-
teria are ambiguous. Active learning algorithms prioritize studies that are similar to 
previously identified relevant studies. As a result, studies that differ conceptually or 
methodologically from previously identified relevant studies may not be considered. 
Thus, the same factors that pose challenges for designing a search with adequate 
sensitivity and specificity may also pose problems for active learning algorithms and 
the use of heuristic stopping rules (Tsou et al., 2020).

Overall, the performance of heuristic stopping rules should not be generalized to 
databases where the number of relevant records is unknown, as their development 
depends on knowledge of the true relevant records (Callaghan & Müller-Hansen, 
2020; Hamel et  al., 2021). Researchers should be cautious when using heuristic 
stopping criteria in systematic reviews with a limited number of identified publica-
tions or in fields where many relevant documents are expected. Estimating the prev-
alence of relevant abstracts before selecting a stopping rule could help researchers 
to make informed decisions on when to stop screening (König et al., 2023). Future 
research should evaluate the performance of statistical stopping criteria in the edu-
cational and educational psychology research fields (Callaghan & Müller-Hansen, 
2020; Cormack & Grossman, 2016; Howard et al., 2020; Yu & Menzies, 2019).

Limitations and Future Direction

Our study addresses the limited availability of data on the performance of ASReview 
in educational and educational psychology research and contributes to the ongoing 
discussion surrounding the use of heuristic stopping criteria in ML-based system-
atic reviews. It is important to note that although our sample included a heterogene-
ous range of systematic reviews in education and educational psychology research, 
with variations in topics, database length, and proportion of included studies, it was 
neither exhaustive nor representative of the entire population. Moreover, a consid-
erable proportion of the systematic reviews have not yet been published and under-
gone peer review for quality insurance, which could impact the results reported in 
this study. Therefore, caution should be exercised in extrapolating these findings to 
the broader population of systematic reviews in education and educational psychol-
ogy. A second limitation of this study relates to selecting the initial training set of 
relevant and irrelevant studies, which was chosen randomly and held constant across 
simulation conditions. To address the challenges of active learning models in iden-
tifying a diverse set of conceptual or methodologically relevant studies, researchers 
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could expand the training set to include a more extensive and diverse sample. This 
would help the learning algorithms to become more sensitive to the methodologi-
cal and conceptual variability of potentially relevant studies for systematic reviews 
in educational psychology research. Further research is necessary to determine 
how the performance of learning algorithms is affected by variations in the initial 
training set of relevant studies. Third, our study included a comprehensive set of 
learning algorithms in the ASReview software. However, it is crucial to expand the 
analysis to include other algorithms and gain a deeper understanding of how those 
algorithms interact with the concepts and terminology of educational psychology 
research. Future studies could use the abstract collections collected for this retro-
spective screening simulation to understand the impact of content-specific factors 
in the abstract collections while controlling for sample size and prevalence. These 
analyses may reveal features that affect the performance of learning algorithms and 
heuristic strategies in the educational psychology literature. Finally, given that the 
results on the performance of heuristic stopping criteria are highly dependent on 
dataset characteristics, it is advisable to extend the study to evaluate the effective-
ness and generalizability of statistical stopping criteria, such as those proposed by 
Callaghan and Müller-Hansen (2020).

Conclusions

This study examined various learning algorithms and evaluated the effectiveness 
of different heuristic stopping criteria in reducing the time and effort required for 
abstract screening in systematic reviews in educational psychology research. The 
findings indicated that active learning could expedite the screening process for 
education researchers by enabling them to identify relevant records faster than ran-
dom screening. The time-based, data-driven, and mixed strategies were also found 
to achieve 95% sensitivity, making them a practical option for stopping screening. 
However, the choice of a heuristic stopping rule should be carefully considered, 
given the dependence of results on the characteristics of the databases and algo-
rithms employed. Applied researchers should balance the need to identify all rel-
evant records against time constraints when selecting a stopping rule.

Overall, using learning algorithms in the abstract screening phase provides mul-
tiple opportunities for educational psychology researchers. First, systematic reviews 
require a comprehensive identification of relevant literature. The screening phase 
is about efficiently finding relevant studies, rather than understanding each paper 
in-depth. By simplifying this initial screening phase, machine learning tools such 
as ASReview expedite the identification of pertinent papers, allowing researchers 
to dedicate more time to in-depth analysis and synthesis of the selected literature. 
Thus, using machine learning tools for abstract screening can enhance the quality 
and efficiency of systematic reviews.

Second, researchers could implement more sensitive search strategies. As learning 
algorithms can reduce the time, fatigue, and human error in the abstract screening phase, 
researchers could broaden the scope of their search strategies to identify a more com-
prehensive set of relevant studies in the abstract screening phase. However, researchers 
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should be aware that active learning algorithms rely on previous classification decisions 
and prioritize studies with similar study designs or conceptual frameworks to previously 
identified relevant studies. Therefore, there is a risk of overlooking studies that differ 
methodologically or conceptually from previously identified relevant studies. Improving 
our understanding of how learning algorithms deal with the diverse methodological and 
conceptual approaches in educational psychology research is critical.

Third, researchers should be critical of using abstract screening tools with black 
boxes or out-of-the-box solutions. The selection of a learning algorithm and stopping 
criteria impacts the percentage of relevant studies in the abstract screening phase. 
The conceptual and methodological diversity found in educational research suggests 
the need to fine-tune the learning algorithms and consider using feature extractors 
that use semantic and contextual information (SBERT) rather than frequency counts 
of keywords (TF-IDF). Future studies using ML-based abstract screening tools 
should report on the type of algorithms and stopping criteria used to improve the 
transparency and reproducibility of the systematic reviews. The results presented in 
this study guide researchers who wish to optimize the screening process in system-
atic reviews using the ML-based abstract screening tool ASReview.
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