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Abstract
Self-monitoring is an integral part of self-regulated learning. Tools that foster learn-
ers’ monitoring, such as learning journals, portfolios, or rubrics, are supposed to 
promote self-regulation and to improve performance. The aim of this meta-analysis 
was to examine the effectiveness of tools designed to foster monitoring on learning-
related variables (academic achievement, self-regulated learning, and motivation). 
As these tools vary greatly in their design and the addressed components, this meta-
analysis aims to uncover how such tools should be implemented to foster monitor-
ing most effectively. The results of this meta-analysis, integrating 109 effect sizes 
with 3492 participants from 32 intervention studies, supported a reactivity effect 
by revealing a moderate effect size on academic achievement (d = 0.42), and low 
effects on self-regulated learning (d = 0.19) and motivation (d = 0.17). These effects 
were moderated by characteristics of the tool and their implementation. Effect sizes 
were highest for tools that (1) focused on the monitoring of both learning content 
as well as learning behavior, (2) stimulated metacognitive monitoring, and (3) were 
implemented in shorter studies. On a descriptive level, higher effects were found in 
favor of monitoring interventions that included teacher feedback on self-monitoring 
entries and allowed learners to directly revise their work based on this feedback. The 
findings show that there is substantial variation across tools, which yield theoretical 
and methodological implications on how to foster monitoring as important parts of 
the self-regulation cycle.

Keywords Self-regulated learning · Monitoring · Self-assessment · Meta-analysis · 
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To become lifelong learners in a forward-thinking high-tech society, learners need 
to develop the skills of self-regulated learning (SRL). Research over the last decades 
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has illustrated the effectiveness of SRL for students’ learning, achievement, and 
motivation in various learning settings (e.g., Dent & Koenka, 2016). Self-regulated 
learners plan, monitor, and evaluate their learning throughout the learning process 
(Zimmerman, 2000). However, many students lack strategies to engage in self-reg-
ulation processes, which can lead to shallow processing (Casadevante et al., 2021). 
To activate students’ self-regulatory activities, teachers can prompt their learners 
to apply strategies that initiate planning, monitoring, and reflection (Nückles et al., 
2021). To this end, monitoring tools, such as learning journals, rubrics, or portfolio, 
have been regularly used in educational practice from primary school up through 
higher education (Panadero & Jonsson, 2020; Schmitz & Schmidt, 2011).

However, little evidence has been presented so far that shows the effectiveness of 
continual use of monitoring tools on students’ learning and performance. Moreover, 
such tools are very heterogeneous and engage learners in different types of regula-
tion processes, and they may also show differential effects for different groups of 
learners (Panadero et al., 2016). Therefore, the following questions arise: Are these 
tools indeed promising for the enhancement of SRL and performance? Which char-
acteristics of such tools are effective for which learner? The aim of this meta-analy-
sis was to investigate the effectiveness of monitoring tools and to identify moderat-
ing characteristics of this effect.

Monitoring in the Process of Self‑regulated Learning

Most researchers agree that SRL includes cognitive, metacognitive, and motiva-
tional processes that interact reciprocally (Panadero, 2017, for an overview). Self-
regulated learners metacognitively, motivationally, and behaviorally regulate their 
learning through monitoring and active adaptation of their strategy use to the spe-
cific task execution (Zimmerman, 2000; Winne & Hadwin, 1998). This adaptation 
takes place throughout the learning process when learners plan, monitor, and eval-
uate their learning, and the results of such an evaluation affect future planning of 
upcoming learning cycles (Zimmerman, 2000). In the planning phase of the SRL 
cycle, a learner chooses a goal to strive for and the strategies necessary to reach this 
goal. In the monitoring phase, the learners observe themselves during task execution 
to check whether they are still on the right track to reach the goal. Self-monitoring 
can refer to one’s understanding of learning content as well as observation of one’s 
learning behavior. In the evaluation phase, learners need to self-assess their learn-
ing progress and their understanding in order to decide whether the goal is accom-
plished or whether further steps are needed to reach the goal. The learning behaviors 
in these two phases—monitoring and evaluation—are very similar and only distin-
guish themselves with reference to when they take place in the learning cycle.

To describe the metacognitive functioning of monitoring and evaluation in more 
detail, Nelson and Narens (1994) distinguish an object level where cognitions take 
place during task execution, and a meta-level which contains a representation of the 
object level, thus, where cognitions about cognition take place. They characterize 
monitoring as the metacognitive thoughts and feelings that evolve from an informa-
tion flow from the object to the meta-level (for example, a student realizes that they 
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are not on the right track to solve the problem). Reversely, regulation or control 
depicts the following information flow from the meta- back to the object level. This 
information flow is based on a person’s evaluation of the preceding monitoring and 
initiates a response (for example, the student adapts their learning behavior). Self-
monitoring can take place on a micro-level during the task execution phase of the 
SRL cycle (Zimmerman, 2000), but can also occur on a higher level when recording 
the whole SRL cycle from a meta-perspective (Schmitz & Perels, 2011).

Winne and Hadwin’s COPES model (Winne, 2001; 2004; Winne & Hadwin, 
1998) describes learning processes in even more detail. According to the COPES 
model, learning occurs in four basic stages, wherein a person’s conditions, opera-
tions, products, evaluations, and standards interact. These facets, excluding oper-
ations, are types of information that learners use or generate during the learning 
process. Conditions are the resources available and the constraints imposed by 
a task or environment. They affect both a person’s standards and operations, and 
can be internal and external. Whereas cognitive conditions are internal resources of 
the learner, such as beliefs, motivational orientations, and knowledge, which result 
from memories of past learning experiences, task conditions are external cues that 
include instructional cues, time, and context. Standards are multi-layered criteria 
that learners believe represent the optimal end state, and they include both meas-
ures (for example, what needs to be learned to complete a task successfully) and 
beliefs (for example, about the difficulty of the task). Learner use these standards to 
determine the success of their operations. Operations include cognitive information 
processing, such as searching, monitoring, assembling, rehearsing, and translating. 
These processes result in cognitive products, such as the recall of information.

By means of monitoring, these products are compared with the person’s stand-
ards to determine if the goals have been met. Monitoring is a cognitive process of 
comparing characteristics of a particular target to a list of standards that include the 
attributes of an ideal target (Winne, 2004). Cognitive monitoring includes cogni-
tive evaluations, such as calibrations or judgments of learning, which refer to the 
object level focus of monitoring in the model by Nelson and Narens (1994). When 
cognitive evaluations show a mismatch between products and standards, adapta-
tions should be made. Such adaptations entail metacognitive control over the choice 
of learning strategies and processes. Metacognitive monitoring is a special case 
of monitoring and occurs when meta-level information, for example on the actual 
task difficulty, does not match the previously established standard of task difficulty. 
Thus, metacognitive monitoring includes the evaluation of the SRL processes. This 
may activate a metacognitive control strategy whereby this particular standard 
is amended, and could in turn influence other standards and, eventually, may lead 
to updates of products from previous phases. Metacognitive control means decid-
ing how to act based on an evaluation created through metacognitive monitoring 
(Winne, 2004).

According to the COPES model, there is no typical learning cycle, but in most 
learning processes, the cognitive architecture is traversed until there is a clear defini-
tion of the task (phase 1), followed by the development of learning objectives and 
the best plan to achieve them (phase 2). This leads to the use of strategies to start 
learning (phase 3). Learning products are compared to standards, such as the overall 
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accuracy of the product or, the learner’s ideas about what needs to be learned. If the 
product does not meet the standard, further learning operations are started. Finally, 
students may choose to make more significant and longer-term changes in their 
beliefs, motivational orientations, and strategies that constitute SRL (phase 4).

Mode of Action of Monitoring Tools

Cognitive and metacognitive monitoring play a key role in every phase of the 
described learning processes of the COPES model (Winne & Hadwin, 1998). Thus, 
a lack of monitoring of standards from phases 1 or 2 can be just as troublesome 
as a lack of monitoring of phase 3 products. Sustained monitoring appears to be 
an integral component of successful SRL (Greene & Azevedo, 2007). Metacogni-
tive and cognitive monitoring are discussed together, given that they both pertain to 
students’ monitoring processes in the learning cycle. However, some important dis-
tinctions exist between the two monitoring processes. While cognitive monitoring 
refers to the subject matter that the learner is dealing with, metacognitive monitor-
ing refers to topics about the subject matter, such as the properties of the cognitive 
operations learners use (Winne, 2004). Intervention studies to promote cognitive or 
metacognitive monitoring are often based on different research traditions, depending 
on whether the focus is on promoting metacognitive or cognitive monitoring.

Tools to Support Cognitive Monitoring

The question arises whether monitoring can be triggered effectively by tools 
that are designed to result in a reactivity or reminder effect. Existing research 
on the effectiveness of cognitive and metacognitive monitoring has delivered 
inconsistent results.

One key element in SRL is that learners need to generate information about their 
learning and understanding through cognitive monitoring. To this end, learners 
compare their performance to an internal or external standard (Winne, 2004). Based 
on the outcome of this comparison, the learners will evaluate their performance, and 
this evaluation has implications on the learners’ further learning activities (Butler & 
Winne, 1995). For example, a learner who evaluates performance as correct and the 
learning goal as reached may stop working on this assignment. This self-assessment 
draws on the results of the learner’s self-monitoring as well as on the quality of the 
learner’s identified standard (Winne, 2004). If the identified standard is of poor qual-
ity, self-assessment can be biased or inaccurate (Brown et al., 2015).

Research on cognitive monitoring, such as calibrations or judgments of learn-
ing, showed that these cognitive evaluations can affect both performance and meta-
cognitive monitoring (Stone, 2000). Some studies indicated that self-assessment 
helps improve self-regulation skills (Ramdass & Zimmerman, 2008), strategy use 
(Brookhart et al., 2004), and motivation (Olina & Sullivan, 2002), but the evidence 
for a relationship between self-assessment and SRL remains inconsistent (Brown & 
Harris, 2013). In order for students to properly assess their learning, they must have 
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both an appropriate learning product from phase 3 and a correct task definition or 
standard to which they can compare this learning product (Winne, 2004). Beside the 
determination of such assessment criteria that form the standard, cognitive monitor-
ing requires learners to seek internal or external feedback. External feedback can be 
found by asking teachers or peers directly, or by observing the learning evidence. 
Internal feedback can be obtained by observing one’s internal states, such as emo-
tions. Drawing on this external and internal feedback, learners reflect on their learn-
ing and derive a self-assessment judgment (Yan & Brown, 2017).

To investigate and to enhance learners’ prediction accuracy and metacomprehen-
sion judgment, learners are asked to self-assess their learning and performance. Yet, 
research indicated that many students are poor at correctly assessing their learning 
and performance, and that those students who performed the worst on a test were the 
most likely to misjudge their performance and to overestimate themselves (Brown 
& Harris, 2013; Greene & Azevedo, 2007). Self-assessment judgments have been 
found more accurate when the comparison standards were specific, when students 
were trained explicitly in self-assessment, and when they were provided with feed-
back (Brown & Harris, 2013; Panadero et al., 2016).

Research has produced a large variety of implementations of self-assessment tools 
in the classroom that differ in complexity (Panadero et al., 2017), such as rubric-guided 
judgments, self-rating, or self-estimates of performance (Brown & Harris, 2013). For 
example, rubrics aim to foster self-assessment by providing learners with external stand-
ards and criteria to support their evaluative judgment (Andrade et al., 2008). Another 
way to promote self-assessment are self-ratings that focus the learner’s attention to 
evaluate the quality or quantity of their work using a grading system. (Baleghizadeh & 
Masoun, 2013). Possible self-rating prompts are “I am pleased with my work because 
I…” or “I would grade myself A B C D E because I…” (Clarke et al., 2003). More 
simple self-rating practices like self-marking can be implemented by means of a mark-
ing guide for objectively answered questions (Todd, 2002). Another alternative to self-
assessment is for students to assess their level of performance or ability against a test or 
task. Possible prompts can be “How well have I done on this test?” (Brown & Harris, 
2013). Finally, a learning portfolio can be used as a self-assessment tool when its main 
purpose is to assess one’s learning outcomes (Chang et al., 2013). Portfolios are imple-
mented to collect artifacts of student learning that should help students to reflect on their 
progress and to foster self-assessment (Abrami et al., 2013). Portfolio assessment is char-
acterized by a systematic collection of student work that documents a student’s efforts, 
progress, and achievements (Chang, 2008). They usually contain a student’s profile, the 
setting of learning goals, uploading of assignments and artifacts, and reflective writing or 
self-scoring (Chang et al., 2013). The prompts in portfolios are similar to those in other 
self-assessment tools, but, additionally, the portfolio is designed to support the evalua-
tion process by collecting and uploading artifacts.

Tools to Support Metacognitive Monitoring

In addition to cognitive monitoring, leaners can monitor on a metacognitive level 
(Winne, 2004). Research showed that high ability of metacognitive monitoring is 
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associated with better performance (e.g., Lan, 1996), but that most students cannot 
monitor their learning effectively (Stone, 2000). Little attention has been paid to train-
ing learners in the ability of metacognitive monitoring, but the few studies undertaken 
showed promising results (e.g., Delclos & Harrington, 1991; Lan, 1996). Despite the 
high effectiveness, when learners feel overwhelmed by the task, they were found to 
prefer cognitive monitoring over metacognitive monitoring (Winne, 2001).

Tools to foster metacognitive monitoring aim to activate self-observation during 
the learning process by focusing the learner’s attention on their understanding or on 
their learning behavior (Zimmerman, 1989). More specifically, such tools provide 
the learners with awareness and self-generated feedback about their own compre-
hension and their own performance (Butler & Winne, 1995). Thereby, learners can 
identify discrepancies between the current state and the desired state of learning, 
which enables them to realize whether additional effort is needed. Most tools include 
questions or prompts intended to stimulate metacognitive monitoring by pointing 
learners’ attention to their learning process or understanding (Ferreira et al., 2015). 
This shift of attention focus alone is already assumed to elicit behavior change, also 
called the reactivity effect (Zimmerman, 2002). Specific self-monitoring techniques 
have been found to enlarge this effect. For example, a learning journal that includes 
self-recording requires learners to register their actions during task performance 
(e.g., Schmitz & Perels, 2011, p. 271: “I managed to realize my intentions today”; 
Zimmerman & Moylan, 2009). In the same vein, providing students with prompts 
for monitoring one’s understanding is supposed to encourage self-monitoring during 
the learning process (e.g., Nückles et al., 2010, p. 241: “Which main points haven’t I 
understood yet?”).

A second function of metacognitive monitoring regards the reminder effect (Web-
ber et al., 1993). The questions in a metacognitive monitoring tool can work as cues 
that illuminate the relevance of a certain topic in the moment that the learner works 
with the tool (Schmitz & Perels, 2011). For example, being asked to describe one’s 
plans for the homework session drives the learner to reflect about his or her plans. 
In this way, the tool does not only focus the attention to a certain behavior but also 
prompts the use of a certain strategy (Nückles et al., 2021). Thus, beyond fostering 
metacognitive monitoring, some tools contain prompts that stimulate strategy use 
and, therefore, engage students not only in monitoring but also in control processes.

Evidence on the Effectiveness of Monitoring

Evidence from the Field of Formative Assessment

Self-assessment lies close to formative assessment as it calls for learners’ active par-
ticipation in the evaluation of their own work and its comparison against a certain 
standard. As in formative assessment, self-assessment implies a “growth mindset” 
by enabling learners to improve their work, emphasizing that learning is incremental 
and not simply understanding vs. not understanding (Sanchez et  al., 2017). When 
self-assessment is used in a formative way, it can serve as a learning strategy, help-
ing students to evaluate their progress (Yan & Brown, 2017).
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The literature review by Black and Wiliam (1998) summarizes research on form-
ative assessment, showing highly positive effects of formative assessment on stu-
dents’ academic achievement. Yet, Black and Wiliam (1998) concluded that students 
are not necessarily able to benefit from formative assessment unless they metacogni-
tively comprehend their own understanding in order to undergo conceptual change. 
Kingston and Nash (2011) found only a lower average effect size (d = .28) in their 
meta-analysis on the effect of formative assessment on academic achievement. Mod-
erator analyses indicated that effect sizes differed mainly due to the school subject, 
with English and language arts producing the highest effect sizes and mathematics 
and science leading to the lowest effects for formative assessment.

For the field of writing, the meta-analysis by Graham et al. (2015) produced an 
average effect size of formative assessment on students’ performance (d = .63), with 
the highest effect sizes when feedback was provided by teachers (d = .89). Medium 
effect sizes were found for studies in which students were taught to self-assess their 
writing (d = .62) and for studies in which students received feedback from their 
peers (d = .62). The lowest effect sizes resulted from studies that tested the effects of 
computer feedback on writing performance (d = .38). In line with Graham’s results, 
the analysis of 195 studies in Hattie’s meta-synthesis (2016) revealed a moderate 
effect of formative evaluation on student learning (d = .68).

Similar to self-monitoring and self-assessment, formative assessment aims to 
provide learners with feedback about their progress. However, in formative assess-
ment the teacher monitors the students’ learning and provides them with external 
feedback, whereas in self-assessment the learners have to self-monitor and obtain 
external as well as internal feedback about their progress.

Evidence from the Field of Self‑assessment

Two meta-analyses examined associations of self-assessment and test performance. 
Sitzman et  al. (2010) computed meta-analytic correlations of adult learners’ self-
assessment with achievement, motivation, and self-efficacy, which produced large 
effects. Their results revealed a large effects regarding achievement (r = .34; cor-
responds to d = 0.72), and even larger with self-efficacy (r = .43; corresponds to d = 
0.95), and motivation (r = .59; corresponds to d = 1.46). Sanchez et al. (2017) com-
puted meta-analytic correlations of primary and secondary school students’ self-
grading with grades assigned by teachers and found an even higher correspondence 
(r = .67; corresponds to d = 1.81).

In addition, several meta-analyses have been conducted in recent years on the 
effectiveness of self-assessment interventions in school- and higher education 
settings, which overall yielded medium effect sizes. A meta-analysis by Pana-
dero et al. (2017) included studies from primary school through higher education 
and displayed small to medium effects of self-assessment on SRL (d = 0.23), but 
large effects on self-efficacy (d = 0.73). With regard to younger learners, Brown 
et al. (2012) reviewed research on the effects of self-assessment practices in kin-
dergarten through grade 12. They did not report a mean effect size for their sys-
tematic review, but identified effect sizes on achievement ranging from d = −0.04 
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up to d = 1.62, with a median effect size around d = 0.40. Sanchez et al. (2017) 
investigated the effectiveness of self-grading on subsequent test performance in 
primary and secondary school and found a medium effect size (g = 0.34). In a 
recent meta-analysis, Yan et  al. (2021) found self-assessment interventions in 
higher education to successfully improve achievement (g = 0.45). Effects were 
significantly higher in interventions involving explicit feedback (g = 0.66) than in 
those without feedback (g = 0.21).

Evidence from the Field of Self‑monitoring

Comparable to the inconsistent evidence for formative assessment and self-assess-
ment, studies on the effect of self-monitoring tools have produced inconsistent 
results. For learning journals with open answering format, the meta-analysis by 
Bangert-Drowns et al. (2004) on the effectiveness of writing-to-learn interventions 
revealed only a small effect of journaling on academic achievement (d = 0.20) over-
all, but they found that the use of metacognitive prompts significantly increased this 
effect (d = 0.26). A more recent meta-analysis by Guzman et al. (2018) found higher 
effects of self-monitoring on reading performance (Tau-U = 0.79; corresponds to d 
= 0.47). Looking more generally at the effects of interventions to foster monitoring 
of goal progress, a meta-analysis by Harkin et al. (2016) revealed positive effects of 
progress monitoring on goal attainment (d = .40). In a recent meta-analysis, Gutier-
rez de Blume 2022 investigated the effectiveness of learning strategy interventions 
on metacognitive monitoring accuracy. His findings indicate that learning strategy 
instruction has a medium effect on monitoring accuracy (g = 0.56), which was sig-
nificantly higher with adult-only samples. Although in this meta-analysis, the inter-
vention was not directly targeted at supporting monitoring but by providing learning 
strategy instruction, the findings demonstrate that metacognitive monitoring can be 
supported by educational intervention.

Taking this evidence into account, monitoring tools may have promising effects 
for learning with mean effect sizes around d = 0.40. However, the inconsistent 
results suggest that certain characteristics may influence the effectiveness of these 
tools and call for further systematic research.

Potential Variables that May Moderate the Effectiveness 
of Monitoring Tools

Based on the mode of action described earlier, we derive five characteristics of the 
implementation of monitoring tools that may affect their effectiveness: (a) the type 
of monitoring stimulated by the tool; (b) the focus of the tool on learning content 
and learning behavior; (c) whether learners receive teacher feedback on their entries; 
(d) the duration of the intervention; and (e) the age of the participants.
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The Focus of the Tool

Monitoring tools vary in terms of their focus. Some tools focus on learning con-
tent, whereas others focus on learning behavior, and some tools focus on both. For 
example, some learning journals have to be completed by answering questions in an 
open-answer format meant to prompt metacognitive reflection in learners through 
reflective writing about the learning process (e.g., Nückles et  al., 2009), whereas 
others are semi-structured or highly structured, like a questionnaire that consists of 
scales or items to assess the learner’s use of SRL strategies (e.g., Costa Ferreira 
et  al., 2015). By answering these questions, the attention should be drawn to the 
learner’s current situation in order to encourage self-monitoring, self-assessment, 
or self-reflection and, therefore, to stimulate self-regulation (Glogger et al., 2012). 
Compared to such highly structured tools, learning journals with an open answering 
format are often more closely linked to the learning content (Bangert-Drowns et al., 
2004). These tools are sometimes also called portfolio and serve the learners to col-
lect artifacts of their learning process. These artifacts provide evidence for learning 
and can consist of assignments, essays, projects, presentations, and other media. In 
this way, the portfolio makes the learning progress visible and can help the learner 
to reflect on this progress (Paulson et al., 1991). Several studies revealed, however, 
that reflective writing without any additional guidance is less beneficial for SRL 
than if prompts are given to guide the learner towards what is important (Nückles 
et al., 2021).

The Type of Monitoring Stimulated by the Tool

Tools to support monitoring vary substantially in the way they activate learning. 
This is shaped by the way how monitoring is stimulated. In the retrieved primary 
studies, we distinguished three categories that were inductively derived from the 
sample of coded primary studies: studies which were embedded in stimulated cog-
nitive evaluations which mainly concern the object level (e.g., Andrade & Valtch-
eva, 2009), metacognitive evaluations predominantly concerning meta-level infor-
mation (e.g., Zimmerman, 2000), and studies that activated monitoring indirectly 
by requiring students to collect artefacts of their work (portfolio tools, e.g., Paulson 
et al., 1991). The idea of most tools that stimulate cognitive monitoring is to spe-
cifically address the standards that learners should judge their performance against, 
for example, by providing a list of criteria (Panadero et  al., 2016). By this, these 
tools focus the learner systematically to the comparison of their own understanding 
and performance against a goal standard by providing a structure of this standard. 
The collection of artifacts are used to encourage learners to reflect on their learning 
evidence in order to enhance cognitive self-evaluation. Thus, they focus the learn-
ers’ attention to the learning products rather than on the standards to compare these 
products with. Although there was some overlap as several studies draw on cognitive 
and metacognitive aspects of monitoring (e.g., Panadero et al., 2013) or encourage 
cognitive evaluations and the collection of artefacts at the same time (e.g., Güzeller, 
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2012), for every study it was possible to assign the monitoring tool to one of the 
three categories.

External Feedback

Many researchers argue that to develop effective monitoring, learners can be sup-
ported by external feedback (Yan & Carless, 2021). Feedback provides learners with 
evaluative information about their progress, which scaffolds monitoring and thereby 
enhances SRL. When students generate internal feedback, they compare their per-
formance or understanding with their standard and may identify a discrepancy 
between the goals and the product. This feedback ideally informs learners whether 
any action is required to reduce this discrepancy (e.g., Butler & Winne, 1995). How-
ever, many learners are poor at self-assessment and therefore may not identify the 
discrepancy between goal and outcome, or they may set inappropriate goals, and, as 
a result, will not regulate appropriately (Chou & Zou, 2020). Therefore, researchers 
have proposed to provide learners with external feedback to support them in evaluat-
ing their learning progress and in deciding about methods to regulate learning (e.g., 
Hattie & Timperley, 2007). Moreover, external feedback can help learners establish 
a realistic internal standard to compare their performance to (Brown et al., 2012; 
Panadero et al., 2020).

Feedback can take place on several levels (Hattie & Timperley, 2007). Feedback 
on the learning outcome states whether the tasks are solved correctly or not. This 
helps learners to detect potential discrepancies between the learning product and 
the standard, but does not inform on how to resolve this discrepancy. By contrast, 
the goal of process feedback is to guide learners to find and correct their mistakes. 
Besides monitoring information, process feedback informs about adequate regula-
tory actions to reduce the discrepancy. On a meta-level, self-regulation feedback 
informs the learners whether their self-assessment is correct and whether or not 
it needs to be adjusted. Thus, self-regulation feedback no longer refers only to the 
learning content and progress but, on a meta-level, to the monitoring and regulation 
of learning that has taken place. Depending on the level of feedback, external feed-
back can scaffold learners’ development in cognitive and metacognitive monitoring 
and regulation. Several meta-analyses in this field have investigated whether exter-
nal feedback moderates the effects of self-assessment and self-monitoring on aca-
demic achievement. With regard to self-assessment, Sitzmann et al. (2010) found the 
learning outcomes of adult learners to be stronger in courses that provide external 
feedback on learners’ performance (p = .28) than in courses without feedback (p = 
.14). Yan et al. (2021) also found significantly higher effect sizes in interventions in 
higher education, in which learners received external feedback, than in interventions 
without feedback. This is in line with findings from the meta-analysis by Graham 
et  al. (2015), showing more specifically that teacher feedback (d = .89) exceeded 
self- and peer feedback (both d = .62), as well as computer feedback (d = .38) in 
regard to learning outcomes of primary and secondary school students. However, in 
the meta-analysis by Bangert-Drowns (2004), feedback was not found to moderate 
the effects of self-monitoring interventions. For example, Raaijmakers et al. (2019) 
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did not find any beneficial effect of feedback on subsequent self-assessment accu-
racy, concluding that their self-assessment feedback might have led learners to pay 
less instead of more attention to their self-assessment. Wong et al. (2019) suggested 
that learners’ individual differences affect whether they can benefit from external 
feedback. Moreover, it could also be that the different levels of feedback have differ-
ent effects on learning (Chou & Zou, 2020). Differential effects depending on both 
learner characteristics and on feedback level could account for the inconsistent find-
ings in earlier research.

Frequency and Duration of the Intervention

How often a monitoring tool is used is likely to influence the intensity of the inter-
vention. Their repeated application is part of the assumed strength of these tools 
and keeps learners vigilant in their learning process. For example, a study by Zie-
gler (2014) on the effectiveness of the European Learning Portfolio suggests a better 
effect with increased frequency of use. Learning journals are usually applied once 
or twice a week (Tezci & Dikici, 2006; Wäschle et al., 2015), or daily when used as 
an additional measurement to capture SRL in the process (Schmitz & Perels, 2011; 
Stoeger et al., 2015). Although one would assume a learning effect with increasing 
practice, the meta-analysis by Sitzmann et al. (2010) and by Bangert-Drowns (2004) 
did not reveal effects of self-assessment or journaling to differ as a function of the 
frequencies of intervention. A linear relation is unlikely because intervention stud-
ies with learning diaries often report motivational decline over time (Dignath et al., 
2015; Fabriz et al., 2007).

Age of the Participants

While earlier research on SRL had considered young children up to secondary school 
age to be unable to coordinate the metacognitive processes of SRL (e.g., Myers & 
Paris, 1978), there is empirical evidence from the last two decades showing that 
already very young children are able to self-regulate to a certain extent (Whitebread 
et al., 2007), and that young children can benefit from SRL support (Perry & Rahim, 
2011). More precisely, monitoring skills have found to develop between the age 7 to 
10 on (Roebers et al., 2011). Some authors have highlighted the appropriateness of 
using tools to foster monitoring, such as learning journals, for different age groups 
(Glaser & Brunstein, 2007; Klug et al., 2011). Whereas some meta-analyses did not 
find effect sizes to vary by educational level (e.g., Kingston & Nash, 2011 on forma-
tive assessment; Panadero et  al., 2017 on self-assessment), other meta-analyses 
found effects of self-assessment to increase with age (e.g., Sanchez et al., 2017). At 
the same time, the meta-analyses on the effectiveness of SRL training by Dignath 
and Büttner (2008) and by Hattie et al. (1996) found that younger students benefitted 
from different training characteristics just as much as older ones. Given the unclear 
findings, the impact of the learners’ age should be taken into account.
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Aim of this Study

The use of monitoring tools, such as learning journals, portfolio, or rubrics, 
has been widely established within schools and in higher education. Ministries 
of education and institutions of teacher education advise teachers to apply such 
tools in order to improve learning behavior, motivation, and achievement (Clark, 
2012). Yet, little empirical evidence exists on which type of tool is most benefi-
cial for whom. With this meta-analysis, we hope to contribute to the understand-
ing of tools to promote monitoring in school and higher education. The scope of 
this meta-analysis includes studies in which educational tools were used to stimu-
late learners’ cognitive or metacognitive monitoring.

Intervention research on promoting monitoring has been conducted within 
separate research traditions, although tools that target learners’ cognitive or meta-
cognitive monitoring are closely linked (Panadero et  al., 2018). Our meta-anal-
ysis extends previous research by updating the evidence base and by combining 
similar interventions from different research traditions. The main goals of this 
meta-analysis are to investigate whether and when monitoring tools are effective 
techniques to foster learning. Meta-analysis can be used to combine studies inves-
tigating the same question and determine a mean effect. In addition, it can also be 
used to test the extent to which different characteristics of the studies influence 
this effect. In this meta-analysis, we integrated studies that examine the effec-
tiveness of monitoring tools. In doing so, we also test whether efficacy differs 
based on the type of monitoring (cognitive vs. metacognitive monitoring vs. indi-
rect stimulation via collecting artifacts), by including the type of monitoring as a 
moderator variable in our analysis.

To enlarge our understanding of the mechanism of how such tools affect SRL, 
motivation, and achievement, the first aim of this study is to test the effect of 
interventions with self-monitoring and self-assessment tools on (1) academic 
achievement; (2) the use of SRL strategies; and (3) learning motivation. Second, 
looking at the present evidence, it is unclear which characteristics of monitor-
ing tools and their implementation are (most) effective and whether this differs 
for different target groups. Thus, our second aim is to answer the question of 
how these tools can be implemented most effectively. Therefore, the following 
research questions were investigated:

1. Overall Effectiveness of Monitoring Tools

Do monitoring tools have an effect on learners’ academic achievement, SRL, 
and motivation? In terms of a practically significant effect, we expect the effect 
size to be at least d = 0.40 because this was the average effect found for any kind 
of educational intervention, which can serve as a benchmark (Hattie, 2012).

H1: We expect an effect size of d = 0.40 or more for achievement, SRL, and 
motivation.
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2. Variables That Might Moderate This Relationship

2.1 Does the effect differ depending on the focus of the tool on learning con-
tent and/or learning behavior? Interventions to foster SRL were found to be most 
effective when being connected to the learning content (Hattie et  al., 1996). This 
facilitates the learners’ transfer from the intervention to the real classroom (Wang 
& Sperling, 2020). As monitoring activities comprise both monitoring one’s under-
standing of the learning content as well as monitoring one’s learning behavior 
(Pressley & Gathala, 1990), it can be assumed that monitoring tools are more effec-
tive when they do not focus solely on either the monitoring or evaluation of one’s 
learning content or one’s learning behavior, but on both simultaneously.

H2.1: We expect the largest effects for tools that focus on both learning content 
and learning behavior at the same time.

2.2 Does the effect vary as a function of the type of monitoring stimulated by 
the tool? As tools for metacognitive monitoring additionally integrate planning, 
monitoring, and evaluation activities of the learning process, we assume that tools 
stimulating metacognitive monitoring yield larger effects than tools just stimulat-
ing cognitive monitoring or tools stimulating the collection of artifacts and therefore 
activate monitoring only indirectly.

H2.2: The effect is larger for interventions using tools to stimulate metacogni-
tive monitoring than using tools to stimulate cognitive monitoring or collection 
of artifacts.

2.3 Can the effect be boosted by teacher feedback? External feedback can support 
the learners’ monitoring and evaluation by providing them with evaluative infor-
mation about their learning (Butler & Winne, 1995; Panadero et al., 2020). Three 
meta-analyses found external feedback to positively moderate the effects of self-
assessment (Sitzman et al., 2010; Yan et al., 2021) and formative assessment (Gra-
ham et al., 2015). Even though some studies did not find positive effects of feedback 
(e.g., Raaijmakers et al., 2019), the large evidence base in favor of feedback suggests 
that external feedback can boost the effect of monitoring tools.

H2.3: We expect larger effects when learners receive teacher feedback on their 
entries in the tool.

2.4 Does this effect increase with the duration of the intervention? The meta-anal-
ysis by Dignath and Büttner (2008) revealed that longer interventions to promote 
SRL were more effective. Learners need time to understand and implement SRL 
strategies, and longer intervention provides more opportunities to practice strategy 
use. Thus, one can assume that monitoring tools have larger effects when learners 
have more opportunities for deliberate practice throughout a longer intervention.

H2.4: We expect larger effects with an increasing duration of intervention.
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2.5 How is this effect moderated by the age of the learners? In a meta-analysis 
on SRL training for primary school students, Dignath et al. (2008) found that SRL 
interventions were more effective to foster the younger primary students’ SRL and 
their motivation. Yet, students’ age did not moderate the training effect on academic 
achievement (Dignath et al., 2008). When comparing the effects of SRL training for 
primary and secondary school learners, Dignath and Büttner (2008) found higher 
effects on SRL for older learners, but higher effects on motivation for younger learn-
ers. For effects on academic achievement, no clear pattern was found (Dignath 
& Büttner, 2008). In their meta-analysis on the effectiveness of strategy training, 
Donker et  al. (2014) did not find learners’ age to moderate the effects. Likewise, 
in a recent meta-analysis on SRL training, Wang and Sperling (2020) did not find 
learners’ age to be a moderator of the training effect. Finally, in the meta-analysis by 
Sanchez et al. (2017), learner age also did not moderate the effect of self-grading. 
These findings from previous research do not suggest any age differences.

H2.5: We do not expect a moderator effect for students’ age.

In addition to the quantitative analyses of the meta-analysis, we also explored 
these research questions in more depth through qualitative exploratory analyses.

Methods

Eligibility Criteria

In order to identify studies that provide evidence on the effectiveness of monitoring 
tools, studies that investigated the effects of using such tools on learning outcomes, 
SRL, or motivation with a quasi-experimental design were sought. Studies were 
included in the meta-analysis after meeting the following eligibility criteria:

1. Publication type: As the exclusion of grey literature from meta-analyses can lead 
to exaggerated estimates of intervention effectiveness (McAuley et al., 2000), we 
included original research that was published in peer-reviewed journals, but also 
unpublished studies, such as dissertations or reports, and did not restrict publica-
tions to ranked journals.

2. Language: Studies published in English were included.
3. Year of publication: Our literature search was conducted at the beginning of 2021, 

thus allowing studies published by the year 2020 to be included.
4. Population type: The study should be conducted in an educational setting (pri-

mary, secondary, tertiary education, vocational education, special education) and 
therefore involved students from the age of school enrollment through adulthood.

5. Intervention type: The treatment should aim at fostering monitoring in a learning 
context by using a monitoring tool, such as a learning journal, rubrics, or portfolio.

6. Duration of intervention: The study should investigate regular usage of the tool, 
i.e., one or more times per week for a minimum of three times. Therefore, experi-
mental studies examining the effects of metacognitive prompts or self-assessment 
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tools in a laboratory setting in one single session were excluded from the meta-
analysis (e.g., Berthold et al., 2007, had to be excluded due to a one-time meas-
urement).

7. Study design: Strict methodological criteria were applied in order to only include 
studies with high methodological standards. Concerning the study design, the 
sample should consist of at least 10 students per group so that parametric statis-
tical procedures were applicable. Therefore, no case studies or studies with less 
than 10 participants per group were included (e.g., Matas & Allan, 2004, could 
not be included due to the small-sample size).

Moreover, only those studies that had both a pre-post design and a control 
group design were included in the meta-analysis. The reason for the choice of a 
control group design was that studies using a pre-post single-group design inves-
tigate change within a person relative to the variability of change scores instead 
of the variability within groups. Studies with less sophisticated designs inves-
tigate different research questions and were therefore excluded from this meta-
analysis (e.g., Güven et al., 2014).

Beside the control group design, we required the studies to have a pre-post 
design. This is as all studies followed quasi-experimental designs and were con-
ducted within natural (university) classroom settings, so no randomization was 
possible. If a randomization took place, this concerned only the assignment of 
whole classrooms to the conditions, but not of participants to the conditions. 
Therefore, we excluded studies with a single-group design (e.g., Tican & Taspi-
nar, 2015).

Finally, studies that tested two interventions against each other without any 
control group comparison (i.e., a second condition without a monitoring tool but 
with an alternative intervention) could also not be included for reasons of com-
parability (e.g., Nückles et al., 2010, could not be included as they compared two 
learning journal conditions), although the methodological quality of such studies 
with alternative treatment is higher than for studies without any control condition.

8. Types of outcome measures: Studies had to test effects on academic achievement, 
SRL, or motivation as outcome variables. Studies that reported outcomes of SRL 
referred to learners’ use of strategies to regulate their cognition, metacognition, 
or motivation during learning. Motivational outcomes included motivational con-
structs, such as the learners’ self-efficacy or their learning motivation, but not the 
regulation of motivation strategies (this would be classified as SRL outcome). 
In studies applying comprehensive questionnaires to assess SRL and motivation 
with one single instrument (e.g., the MSLQ; Pintrich et al., 1991), we extracted 
the subscale assessing SRL to compute the effect size for SRL, and included the 
subscale measuring motivation in the effect size representing motivation.

Retrieved studies that did not meet all these criteria were excluded from the 
meta-analysis.
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Literature Search

A literature search was carried out in the common databases used in the field of 
educational psychology (PsycInfo, PsycArticles, ERIC, and Web of Science) to 
identify studies that fit into the scope of this meta-analysis. The following key-
words were used to define the search field: self-monitoring; self-assessment; learn-
ing diary/diaries; learning journal; journal writing; logbook; learning protocols; 
reflective diary/diaries; reflective journal/journaling; portfolio. The search produced 
1038 results in PsycInfo, ten in PsycArticles, 2,127 in ERIC, and 1777 in Web of 
Science. After duplicates had been removed, 3987 studies were screened for eligi-
bility based on title and abstract, revealing 120 full-text articles. In order to avoid 
the inclusion of duplicate data, articles that reported the same data as another arti-
cle were excluded. An in-depth coding of these articles excluded 33 articles that 
either reported qualitative studies (e.g., Fazio, 2001), were overview articles on the 
topic, or provided no data. Thirty-eight studies were excluded due to lack of a con-
trol group (e.g., Beckers et al., 2019), pretest (e.g., Andrade et al., 2008), or posttest 
data (e.g., Cohen Goodman, 1998), or that provided no control group without treat-
ment (e.g., Khodadady & Khodabakhshzade, 2012). Moreover, seven articles had to 
be excluded because the treatment time was too short to meet our eligibility criteria 
(e.g., Panadero & Romero, 2014). If articles did not report mean values, standard 
deviations, or sample size, authors were contacted in order to get the missing data. 
Several studies had to be excluded due to the required data not being provided. Fur-
ther studies were removed because of data sources that were repeatedly reported, 
not meeting the educational context criteria, or similar reasons. As a final result of 
the study selection procedure, 29 studies met the eligibility criteria and could be 
included in the meta-analysis. From these studies, 109 effect sizes were extracted 
(see Fig. 1).

Coding Scheme

We developed a coding scheme, following instructions for systematic coding in 
order to extract data accurately from each study (Lipsey & Wilson, 2001). A cod-
ing training was conducted that included an introduction into the coding scheme, 
communal coding, and discussion of the coding results among the authors. The first 
and second author conducted the initial screening of the abstracts together. After the 
selection procedure, the first author coded all full-text articles, with one of the other 
two authors randomly coding studies in parallel in order to check intercoder reliabil-
ity. Intercoder agreement was satisfying (Cohen’s kappa = .96; Cohen, 1960). Disa-
greement was resolved by discussion. If coding information was not available from 
the article, the authors were contacted in order to retrieve the missing information. 
The following table provides the categories used for general information, study-
specific characteristics, and statistical information about group differences that were 
coded for each study. It also displays aggregated information on the included studies 
(see Table 1).
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Calculation, Weighting, and Adjustment of Effect Sizes

We calculated effect sizes for each study in order to allow for comparing several 
measures in a standardized way. Since the included studies followed a pre-post 
control group design, mean differences between pretest and posttest, as well as 
between intervention and control group, were identified. Effect sizes were calcu-
lated following (Morris, 2008) as follows:

in which NT and NC are the sample sizes for the treatment and control group, 
respectively; Y

T ,post and Y
T ,pre are the post- and pretest sample means for the treat-

ment group, and Y
C,post and Y

C,pre are the same for the control group. The pooled 
standard deviation was calculated as follows:

d =

(

1 −
3

4
(

N
T
+ N

C
− 2

)

− 1

)

(

Y
T ,post − Y

T ,pre

)

−

(

Y
C,post − Y

C,pre

)

SDpooledpre

Id
en
tif
ic
at
io
n Records identified from

PsycInfo (n = 1,038)

PsycArticles (n = 10)

ERIC (n =  2,127)

Web of Science. (n = 1,777)

Duplicate records removed before 

screening (n = 965)

Sc
re
en
in
g

Records screened (n =  3,987) Records excluded (n = 3,867)

Full-text articles assessed for 

eligibility (n = 120) Full-text articles excluded, based on 

one or more of the following 

exclusion criteria (n = 91):

No (quantitative) data (n = 33)

Study design (n = 38)

Treatment too short (n = 3)

Excluded based on other reasons 

(n = 17)

In
cl
ud

ed

Studies included in the meta-

analysis (n = 29)

Interventions included in the 

meta-analysis (n = 32) 

Effect sizes included in the 

meta analysis (k = 109)

Fig. 1  PRISMA flow chart of the systematic search
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In all analyses, estimates were weighted by the inverse of their sampling vari-
ance (Morris, 2008).
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Table 1  Coded information for each study with aggregated descriptives for included studies

* Number of effect sizes, as within the studies, more than one outcome can be in the focus

General Information for Each Study
 Publication year Year of publication as a continuous variable, rang-

ing from 1992 to 2022
Considering periods of 5 years, most studies were 

conducted between 2011 and 2015 (n = 11)
 Country Country in which the study was conducted (Ger-

many: n = 6, Turkey: n = 6, USA: n = 5, Canada: 
n = 2, Iran: n = 2, Spain: n = 2, Belgium/Hong-
kong/Jordan /Kazakhstan/Portugal/Romania: each 
n = 1)

 Journal Journal in which the study was published
 Publication type Journal article/book chapter/conference paper/

thesis/research report (Journal articles: n = 27, 
Dissertation theses: n = 2)

Study-specific characteristics
 Design of the study Pre-post control group design (no/yes) as an eligibil-

ity criterion
 Aim of the study* Evaluation of the effect of using a monitoring tool 

on one of the three outcome categories (academic 
achievement: k = 24, SRL: k = 53, motivation: k 
= 32)

 Focus Focus of the tool (learning content: n = 13, learning 
behavior: n = 8, learning behavior and learning 
content: n = 8)

 Theoretical background Main focus of the theory section (SRL: n = 17, self-
assessment: n = 6, portfolio: n = 6)

 External feedback Feedback from teacher about learners’ entries in the 
tools (no: n = 18, yes: n = 11)

 Duration Length of intervention period with monitoring 
tool (in weeks) ranging from 2 to 28 weeks (M = 
12.43, SD = 6.92)

 Age Approximate age of participants in years, ranging 
from 9 to 26 years (M = 17.22, SD = 4.91)

 Format Response format of the monitoring tool (closed: n = 
16, open: n = 16, mixed: n = 3)

Statistical information about group differences
 Means and standard deviations intervention group (using a monitoring tool) pre and post
 Means and standard deviations control group pre and post
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Computing a Weighted Mean Effect Size

In order to calculate the average effect of monitoring tools, an overall mean effect 
size was computed that represents the average effect on learning. Moreover, mean 
effect sizes were combined for each of the three different outcome groups (aca-
demic achievement, use of SRL strategies, motivation) in order to investigate 
more precisely any effect on learning. As effect sizes resulting from studies with 
larger samples contain fewer sampling errors and are therefore more precise and 
reliable estimators, effect sizes based on larger samples should be weighted more 
than those based on smaller samples. Hence, in meta-analysis, all data analysis is 
conducted with weighted effect sizes only. Each effect size was weighted by the 
inverse of its sampling error variance (Morris, 2008) and by an additional random 
variance component in order to take into account heterogeneity among the effect 
sizes (Hedges & Pigott, 2004).

Outlier Analysis

Extreme effect sizes are less representative for the research field and have a dis-
proportionate influence on the computation of means and variances; therefore, 
they could produce misleading results. The distribution of effect sizes thus had to 
be examined in order to detect possible outliers (Hedges & Olkin, 1985). Accord-
ing to common procedures for handling outliers, effect sizes more than 1.5 times 
the interquartile range beyond the 25th or from the 75th percentile were adjusted 
to the respective inner fence value (Lipsey, 2009; Tukey, 1977). In this meta-
analysis, no outliers were found beyond these bounds. In addition, we checked 
for influential data points that would have an excessive weight in the scope of 
the weighting. Across the 24 effect sizes for academic achievement, one would 
assume an average weight of 4.17. As the highest weight was 5.14, no highly 
influential data point was identified. The same applied to the 53 effect sizes for 
SRL (highest weight 2.54) and the 32 effect sizes for motivation (highest weight 
3.89).

Dealing with Statistically Dependent Data

In meta-analysis, the unit of analysis is the primary research study. This becomes 
problematic when studies generate more than one effect size that measures the same 
construct. Whenever scores from multiple questionnaires or subscales are reported 
from the same sample, effect estimates from such clusters are statistically depend-
ent, which can lead to risk of type I error inflation. To address these data structures, 
we used robust variance estimation (RVE, Hedges et al., 2010). RVE builds on the 
adjustment of standard errors and does not require precise information on the covar-
iances between the effect sizes from the same clusters (Tipton & Pustejovsky, 2015). 
RVE meta-analysis on mean differences provides approximately correct confidence 
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intervals independently of the numbers of included clusters and estimates per cluster 
(Hedges et al., 2010).

In RVE, one assumes a certain correlation between the effect estimates within 
clusters that is the same for each cluster. If this expected correlation deviates from 
the true correlation, this does not result in bias, but only in a reduced efficiency. To 
calculate the weighted average effect sizes, we used RVE supposing a correlation of 
ρ = .80 between estimates within each cluster (Tanner-Smith & Tipton, 2014). We 
performed sensitivity tests with ρ values varying from ρ = 0.0 to ρ = 0.9, which con-
firmed that the results were robust to the choice of ρ. We used RVE for the overall 
meta-analysis that included correlational data as most studies provided multiple out-
comes: on academic achievement, SRL, and motivation.

Theoretically, there is no need to analyze effects of monitoring tools for each 
of the three outcome variables separately as we do not have any hypotheses on the 
tools to work differently on the multiple outcomes. Yet, to test the robustness of 
our findings, we conducted sub-analyses for each outcome variable separately. For 
these sub-analyses, we could not compute RVE meta-regressions due to the smaller 
number of included studies. If the number of studies is not very large, confidence 
intervals from RVE meta-analyses tend to be biased when only a small number of 
clusters contribute multiple estimates but most clusters provide only one estimate 
(Hedges et  al., 2010). Thus, for these sub-analyses, we use random-effects meta-
regression for these outcomes, since most covariates in our analyses were categori-
cal, producing a limited amount of between-cluster variation in the values of the 
covariates. To take into account the remaining statistical dependency of the data, 
multiple effect sizes resulting from one study and measuring the same construct 
were averaged so that only one effect size per study measuring one construct was 
included in the analysis. To this end, we conducted a fixed-effects meta-regression 
for each study (one per outcome) and entered the resulting average effect sizes per 
outcome into the three random-effect meta-regressions: one for academic achieve-
ment, one for SRL, and one for motivation (Rosenthal, 1991).

Heterogeneity Across Studies

To quantify the degree of heterogeneity of the effect sizes, I2 was computed which 
determines the proportion of total variation in the estimates of the intervention effect 
that is due to heterogeneity between studies (Higgins & Thompson, 2002). I2 was 
calculated using I2 = [(Q - df)=Q]×100% (Tanner-Smith & Tipton, 2014). An I2 
of 0% would indicate that all variability in effect estimates is due to sampling error 
alone, and none is due to heterogeneity.

Analysis of Moderator Effects to Explain Heterogeneity

To explain the heterogeneity between the studies, studies were combined based on 
several factors possibly responsible for the effectiveness of the monitoring tools. We 
computed multiple meta-regressions to investigate the predictive value of the poten-
tial moderator variables. Multiple regression allows accounting for all potentially 
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important predictors in one model, i.e., to determine the relative influence of one or 
more predictor variables to the outcome. Using multiple meta-regression adjusts for 
multiple variables, and particularly for potential confounders, to better understand 
moderating effects (Tipton et al., 2019). Meta-regression differs from normal regres-
sion analyses mainly due to the weighting of effect sizes that are included as depend-
ent variables into the regression function. Since the weights would be assumed to 
represent the numbers of subjects in a standard weighted regression procedure, sig-
nificance testing would be based on incorrect assumptions regarding the sample size 
(Lipsey & Wilson, 2001). In meta-regression, the standard error for the regression 
slopes must therefore be corrected by the square root of the mean-square residual 
(Higgins & Thompson, 2004).

The analyses were conducted in Stata, version 16. For RVE meta-analyses, we 
employed the robumeta command (Hedges et al., 2010). For the fixed and random-
effects meta-regressions, we used the meta commands (StataCorp, 2021).

Narrative Analyses of the Studies

Using the guidelines of Aveyard (2014), we started by developing codes in order 
to analyze the studies we found more in-depth. All papers were re-read thoroughly 
and this information was coded and compiled into a summary table (see Appendix 
Table 4): sample size; aim of the study; student age; duration in weeks; frequency of 
processing the monitoring tool; type of monitoring (cognitive, metacognitive, arte-
fact collection); focus of the monitoring tool (learning content, learning behavior, 
both); format of the monitoring tool (open, closed, mixed); teacher feedback. In the 
next step, associated codes were organized into four themes: magnitude of effect 
sizes; timing of monitoring; active or passive engagement in goal setting; quality 
of feedback. These themes were used to present the information obtained from the 
primary studies in a narrative manner to provide more context that can be used to 
interpret the results of the quantitative meta-analysis.

Results

Our search identified 32 interventions, which resulted from 29 articles, and provided 
109 independent effect sizes, including a total of 3492 participants. These interven-
tion studies investigated the effectiveness of using a monitoring tool on academic 
achievement, strategy use, or motivation by using a longitudinal control group design.

Summary of Effect Sizes

Appendix Table 4 provides an overview of study characteristics and effect sizes per 
study. With regard to our research questions, 15 of the tools focused the learner’s 
attention only on the learning content; nine only on the learning behavior. Eight of 
the tools focused on both (H2.1). Moreover, 18 of the studies used a tool to activate 
learners’ metacognitive monitoring, while studies used a tool to stimulate cognitive 
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monitoring, and six studies used a tool to engage learners in collecting artifacts of 
their learning progress (H2.2). In half of the studies, participants received teacher 
feedback on their entries in the tool (H2.3). The average duration of the interven-
tions was M = 12.72 weeks (SD = 10.29) (H2.4). The mean age of participants 
was M = 17.17 years (SD = 1.87; minimum = 9 years, maximum = 26 years), with 
one quarter of the studies being conducted with primary school students, one quar-
ter with secondary school students, and the other half in higher education (H2.5). 
Among the 109 effect sizes retrieved were k = 24 effect sizes that assessed aca-
demic achievement, k = 53 effect sizes that measured SRL, and k = 32 effect sizes 
for motivation. All effect sizes that measured academic achievement were based on 
achievement tests.

The effect sizes that assessed SRL were based on commonly used self-report 
questionnaires which showed to be reliable and valid in studies that analyzed their 
internal consistency as well as their criterion validity (Klug et al., 2011). Only one 
study used a self-developed questionnaire (Dörrenbächer & Perels, 2016). Five of 
the studies used the Motivated Strategies for Learning Questionnaire (MSLQ; Pin-
trich et al., 1993) or a translation of the MSLQ. Beside the MSLQ, the Reflective 
Thinking Scale (Kember et al., 2000), the Reporting Autonomous Studying Ques-
tionnaire (RAS; Elshout-Mohr et  al., 2003), and the Student Learning Strategies 
Questionnaire (SLSQ; Abrami & Aslan, 2007) were applied. For most of the stud-
ies, Cronbach’s alpha ranged within acceptable boundaries (M = .74; SD = .11).

Motivation was also assessed by means of self-report questionnaires. For three 
studies, the effect sizes for motivation could be retrieved from the motivational sub-
scales of the MSLQ. In the other studies, the following questionnaires had been 
used: Academic Self-Regulation Questionnaire (SRQ; Ryan & Connell, 1989), 
Intrinsic Motivation Inventory (IMI; Deci & Ryan, 2006), Inventory for Learning 
Styles for Higher Education (ILS-HE; Vermunt, 1992), and the Self-Efficacy Scale 
(Schwarzer & Jerusalem, 1999). As with SRL, the reliabilities for the motivation 
scales were within an acceptable range (M = .74, SD = .10). Note that we only 
extracted the subscale that assessed motivation from questionnaires that assessed 
more than just motivation (for example, the subscale situational interest enhance-
ment of the MSLQ [Pintrich et  al., 1991] assessed in the study by Cazan, 2012). 
Subscales measuring SRL (for example, time and study environmental management 
in the MSLQ) were assigned to the outcome category SRL.

Examination of Publication Bias

In order to test for publication bias, we first constructed a funnel plot that plotted 
each study’s standard error of effect sizes on the y-axis and the corresponding effect 
size on the x-axis (see Fig. 2). The resulting funnel plot does not indicate a publica-
tion bias of the type we predicted. There was a relation between the standard errors 
of the effect sizes and the effect sizes, but this was due to larger studies with more 
precise estimates reporting effect sizes that were closer to zero. This is most likely 
not due to publication bias, since that would mean that studies with null results 
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would be over-represented among studies, whereas studies with strong effects would 
have remained unpublished.

Second, we performed Egger’s test of the intercept. The Egger test performs a lin-
ear regression of the effect estimates on their standard errors, weighting by 1/(vari-
ance of the effect estimate; Egger et al., 1997). The Egger test confirmed the asym-
metry of the funnel plot. The intercept differed significantly from zero (β = −1.68; p 
= 0.039), 95% CI [−3.28; −0.085], and the negative value of this intercept indicates 
a negative relation between standard errors and effect sizes.

The pattern found in the funnel plot and in the Egger test is most likely due to 
heterogeneity among the reported studies (as will be further discussed in the fol-
lowing section, Moderator Analyses), with the larger studies having characteristics 
associated with smaller effect sizes.

Average Effect Sizes on Achievement, SRL, and Motivation

The effect sizes varied in magnitude. Figures 3, 4, and 5 represent forest plots of the 
24 effect sizes for academic achievement, the 53 effect sizes for SRL, and the 32 
effect sizes for motivation.

In line with our hypothesis H1, the empty random-effects models revealed sta-
tistically significant grand mean effect sizes for all three outcomes. The weighted 
mean effect size overall was moderate with d = 0.27 (p = .0008; 95% CI [.12, .42; 
k = 109; m = 31), and for academic achievement showed a moderate effect of d = 
0.42 (p = .005; 95% CI [.14, .70]; k = 24, m = 18). The effects were lower for SRL 
with d = 0.19 (p = .02; 95% CI [.04, .35]; k = 53, m = 17), and for motivation with 
d = 0.17 (p = .04; 95% CI [.01, .33]; k = 32, m = 19), but the difference between 
the effect sizes was not significant (see Table 2). Results of these null models sug-
gest that learners who were exposed to an educational intervention based on the 
use of a monitoring tool showed significantly improved academic achievement and 

Fig. 2  Funnel Plot of Effect 
Sizes
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higher SRL and motivation when compared to learners who were not provided the 
intervention. Nevertheless, the random-effects null model yielded statistically sig-
nificant heterogeneity. I2 suggests that 70% of variability in point estimates is due 
to heterogeneity rather than sampling error, indicating that there is unaccounted 
variability in the individual effect sizes used to calculate the overall unbiased effect. 
These findings revealed that there was substantial heterogeneity in between-study 
differences based on study characteristics. In order to capture these differences in 
more detail and to decipher the reasons for this heterogeneity, moderator analyses 
were conducted with respect to the focus of the monitoring tool (learning content, 
learning behavior, or both), the type of monitoring stimulated by the tool (cognitive 
monitoring, metacognitive monitoring, or collection of artifacts), external teacher 
feedback on the tool entries (yes, no), the duration of the intervention, and the age of 
the participants.

Moderator Analyses

Overall Meta‑analysis

Moderator analyses were performed with meta-analytic regressions to explain het-
erogeneity between studies. In the first step, we conducted an overall meta-analysis 

Fig. 3  Forest plots of the effect 
sizes for academic achievement
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Fig. 4  Forest plots of the effect 
sizes for self-regulated learning
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combining the 109 effect sizes. To account for variability across outcome variables, 
we included the three outcome variables as predictors in our model. As shown in 
Table 3, the results did not vary as a function of outcome variable. As is the case 
in multiple regressions, the inserted dummy variables are compared to a constant. 
In our analyses, the constant was academic achievement, metacognitive monitoring, 

Fig. 5  Forest plots of the effect 
sizes for motivation

Table 2  Weighted mean effect sizes

k Number of 
studies m

Weighted 
mean ES

−95%CI +95%CI SE Z P

Overall 109 32 .27 .12 .42 .07 3.52 .0008
Academic achievement 24 18 .42 .14 .70 .13 1.33 .005
SRL 53 19 .19 .04 .34 .07 2.79 .01
Motivation 32 17 .17 .01 .33 .07 1.88 .03
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focus on both learning content and learning behavior, and no teacher feedback. This 
overall meta-analysis revealed that the effect varied as a function of the focus of the 
tool (H2.1). For studies that used tools to engage learners in metacognitive monitor-
ing and did not include teacher feedback, effects were moderately larger when the 
tool focused on both learning content and learning behavior than only on learning 
behavior (B = −0.40, SE = 0.11, p = .005), but not larger than for tools that focused 
on learning content only. Moreover, as expected, the effect differed depending on the 
type of monitoring stimulated with the tool (H2.2) with higher effects when tools 
simulated metacognitive monitoring compared to cognitive monitoring (B = −0.44, 
SE = 0.18, p = .03). No significant difference was found for stimulating the collec-
tion of artefacts by means of portfolio. On a descriptive level, effect sizes were mod-
erately higher when learners obtained external feedback by the teacher (H2.3) than 
in studies without feedback, but this difference was not significant (B = 0.32, SE = 
0.23, p = .19. Furthermore, we found that the effect size declined with an increasing 
duration of the intervention (H2.4), measured in number of weeks (B = −0.03, SE 
= 0.007, p < .001), indicating that longer intervention is not beneficial. Finally, our 
analysis did not reveal a moderation effect for age (H2.5), (B = −0.006, SE = 0.02, p 
= .77). The results of the moderator analyses are displayed in Table 3.

Separate Meta‑analyses per Outcome

In the second step, separate meta-analyses were conducted for the different outcome 
categories to confirm the robustness of the results. In the first step, we computed 
a separate meta-analysis for each study with multiple outcomes for achievement to 
compute one estimate for achievement per study in which we meta-analytically sum-
marized the estimates from each given study on each given outcome to a single esti-
mate by running within-study fixed-effects meta-analyses. The same was done for 
studies with multiple outcomes measuring SRL and motivation. Next, we conducted 
a random-effects meta-regression combining the 19 average effects of academic 

Table 3  Moderator analyses for the overall meta-analysis

Constant is academic achievement, theory self-regulated learning, focus on learning behavior and learn-
ing content, no teacher feedback

Moderator Beta SE −95%CI +95%CI df p

Self-regulated learning −0.08 0.15 −0.40 0.23 17.68 .60
Motivation −0.06 0.14 −0.34 0.22 18.79 .66
Focus on learning behavior −0.40 0.11 −0.64 −0.15 12.52 .005
Focus on learning content −0.03 0.18 −0.42 0.36 10.07 .85
Theory self-assessment −0.44 0.18 −0.83 −0.04 10.67 .03
Theory portfolio −0.06 0.25 −0.64 0.52 7.50 .81
Teacher feedback 0.32 0.23 −0.19 0.82 11.21 .20
Duration −0.03 0.01 −0.05 −0.01 13.29 .007
Age −0.006 0.02 −0.05 0.04 9.36 .77
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achievement, another meta-regression for the 19 average effects measuring SRL, and 
another meta-regression for the 17 average effects of motivation. Not all modera-
tors were significant in these three meta-analyses; most likely due to substantially 
reduced power. Yet, altogether the meta-regressions confirm the pattern found in the 
overall meta-analysis.

Academic Achievement. For academic achievement, most of the findings from the 
overall meta-analysis could be confirmed on a descriptive level. Again, the constant 
was metacognitive monitoring, focus on both learning content and learning behavior, 
and no teacher feedback. Compared to this constant, studies using tools for both learn-
ing content and learning behavior produced higher effect sizes than tools for learning 
behavior only, (B = −0.998, SE = 0.54, p = .019). On a descriptive level, metacognitive 
monitoring was more beneficial than cognitive monitoring (B = −1.11, SE = 0.48, p = 
.064). However, this result was no longer significant at the 5% level. Moreover, no sig-
nificant moderator effect was found for teacher feedback (B = 0.31, SE = 0.38, p = .42). 
Like in the overall analyses, interventions with shorter duration were more effective for 
achievement (B = −0.06, SE = 0.03, p = .03. As expected, no moderator affect for age 
(H6) could be found (B = −0.02, SE = 0.04, p = .62).

SRL. The meta-analysis for SRL confirmed the overall analysis, but partly only on 
a descriptive level. Effect sizes were significantly higher when the tool engaged learn-
ers in metacognitive monitoring compared to cognitive monitoring (B = −0.67, SE = 
0.22, p = .003). The moderator effects for the focus of the tool (H2.1) was not found to 
be significant (B = −0.27, SE = 0.21, p = .196). Like in the achievement meta-analysis, 
teacher feedback (H2.3) was not fount to moderate the effect. The moderating effect 
of the duration of the intervention (H2.4) just missed the 5% significance level (B = 
−0.02, SE = 0.01, p = .068). Finally, no age differences were found.

Motivation. Interestingly, this meta-regression did not confirm H2.1 with a sig-
nificant advantage of tools focusing on both learning content and learning behavior 
over tools that focus on learning behavior only (B = −0.003, SE = 0.21, p = .987), 
but we found higher effects on motivation when the tools focused only on learning 
content instead of both content and learning behavior. However, this effect did not 
reach the 5% significance level (B = 0.34, SE = 0.19, p = .07). The meta-regression 
for motivation indicated higher effect sizes for tools that stimulated metacognitive 
monitoring compared to cognitive monitoring (B = −0.37, SE = 0.20, p = .06), but 
this result narrowly failed the 5% significance level. Again, no difference was found 
for portfolio tools. On a descriptive level, effect sizes were higher when teachers 
provided feedback, but this effect was not significant at the 5% level (B = 0.38, SE = 
0.28, p = .167). As in academic achievement, the duration of the intervention mod-
erated the effects on motivation (H2.4) with shorter interventions being more effec-
tive (B = −0.04, SE = 0.02, p = .03). With regard to effects on motivation, the age 
was found as a moderator (H2.5), indicating that younger learners benefitted more 
from the intervention (B = −0.03, SE = 0.01, p = .025).

Overall, the results of the separate meta-regressions confirmed the pattern of 
moderator variables found in the overall meta-analysis, although some moderator 
effects failed to reach the significance level, probably due to the reduced number 
of effect sizes leading to less power. The main difference found between outcome 
variables was that tools which focused the learners’ attention to both the learning 
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content and their learning behavior were more effective to enhance achievement 
and SRL than tools that addressed only learning behavior, and tools focusing on the 
learning content only yielded higher effects on motivation. In addition, with regard 
to motivation effects, studies were more effective when they focused on younger 
learners, and—at least on a descriptive level—when teachers provided feedback.

Narrative Analyses of the Studies

In order to analyze the studies in more depth and to be able to make more precise 
statements about the effectiveness of the moderators, we additionally subjected the 
studies to a narrative analysis. To this end, we coded contextual information (stu-
dent age; duration in weeks; frequency of processing the monitoring tool; external 
feedback by teachers or peers), and content-related information about the interven-
tion (type of monitoring; focus of the monitoring tool; format of the monitoring 
tool). Out of the 31 interventions, 14 took place in primary or secondary school; the 
remaining interventions were conducted in the context of higher education. Based 
on the coded information (see Appendix Table  4), we derived the four following 
themes: (a) magnitude of effect sizes; (b) timing of monitoring; (c) active or passive 
engagement in goal setting; (d) quality of feedback.

The Most Effective Studies

In the first step, we grouped the studies according to the magnitude of their effects 
on academic achievement to get an overview of associations between potential mod-
erators and effect sizes. Eighteen of the studies provided data to compute effect sizes 
for academic achievement. According to Hattie (2013), an educational intervention 
must achieve at least an effect size of d = 0.40 to be practically relevant. This is 
based on the fact that d = 0.40 is the average effect found in his meta-synthesis 
across all educational interventions. In our meta-analysis, seven studies had an effect 
on achievement of at least d = 0.40 or greater. Two of these studies were conducted 
with students in higher education (Karami et al., 2018; Lan et al., 1993); the remain-
ing studies were carried out with students between 9 and 14 years old. In all of these 
studies, the monitoring was not only retrospective, but students had to work on the 
monitoring tool during task execution. Whereas two of these studies used a monitor-
ing tool that consisted of collecting artefacts of learning (Karami et al., 2018; Tezci 
& Dikici, 2006), the other five studies used a tool that encouraged metacognitive 
monitoring. In most of these highly effective studies, learners were not only encour-
aged to monitor and evaluate their learning progress, but also to reflect on appropri-
ate strategies for improving their own learning. For example, Wäschle et al. (2015) 
provided the learners with prompts to stimulate the use of cognitive and metacogni-
tive strategies when writing a learning journal entry. Likewise, Yan et  al. (2020) 
encouraged the learners to identify their strengths and weaknesses based on the 
quality of their possible strategies for improvement. Abrami et al. (2013) stimulated 
learners to reflect on their achievement and also on their strategies, and to use these 
reflections to regulate their learning goals for the next work. In summary, the studies 
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that produced the highest effects differed from other studies in that (a) learners were 
required to complete the monitoring tool during task completion, and (b) control 
strategies were encouraged in addition to monitoring.

Student Age

Sorting the study results in terms of learner age reveals that, except for the studies by 
Karami et al. (2018) and Lan et al. (1993) which took place in higher education, all 
studies with practically significant achievement effects were conducted in the school 
context. However, the picture is different with regard to effectiveness in increasing 
SRL and motivation: only in the study by Rosario et al. (2017) we found high effects in 
the school context. In the context of higher education, practically significant effects on 
SRL (Altiok et al., 2019; Cazan, 2012; Dignath et al., 2015) and motivation (Baleghi-
zadeh & Masoun, 2013) were found in studies where achievement was not examined 
as an outcome. With regard to age effects, it is difficult to draw conclusions as the find-
ings are inconclusive. This is in agreement with the results of the meta-analysis.

Intervention Duration

An ambiguous picture emerges when looking at the studies according to the inter-
vention duration. Here, high-performance effects are found in studies with very short 
(Wäschle et al., 2015; Yan et al., 2020), medium (Lan et al., 1993; Rosario et al., 
2017), and very long intervention durations (Abrami et  al., 2013; Karami et  al., 
2018). The situation is different with regard to effects on SRL and on motivation. 
Here, the highest effects are found in studies with a medium intervention duration.

Timing of the Monitoring

There was no clear pattern as to whether learners should make a prospective assess-
ment before they start learning (i.e., before task execution) in addition to a retrospective 
assessment (i.e., after task execution). While two of the 11 studies that required learn-
ers to provide prospective assessments resulted in practically significant effects (Abrami 
et  al., 2013; Yan et  al., 2020), most studies that resulted in very high effects did not 
require learners to provide prospective assessments about their learning (e.g., Rosario 
et al., 2017; Wäschle et al., 2015). Very clear, however, are the results for the timing 
of monitoring: practically significant and high effects on achievement are only found in 
studies in which learners have to work with the monitoring tool during task process-
ing. However, high effects for SRL (Altiok et al., 2019; Cazan, 2012; Güvenc, 2010) 
and for motivation (Baleghizadeh & Masoun, 2013) are shown in individual studies in 
which learners did not need to process the monitoring tool during task execution, but 
only afterwards. The results suggest that there are positive effects on achievement devel-
opment when learners work on the monitoring tool during task processing. However, 
this does not seem to have such clear effects on the development of SRL and motivation.
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Active or Passive Engagement in Setting Standards

In six studies, learners were encouraged to set their own goals or standards. One of these 
studies was conducted in primary school (Andrade et al., 2009), and two of the studies 
were conducted in secondary school (Güzeller, 2012; Tezci & Dikici, 2006); the other 
half was carried out in higher education. Only one of these studies resulted in signifi-
cant performance effects (Tezci & Dikici, 2006) and another in relevant effects for SRL 
(Cazan, 2012). Otherwise, practically significant or high effects were found across all out-
come variables only in studies in which learners were not encouraged to formulate stand-
ards or goals themselves. Thus, no recommendations can be derived from the results at 
this time that learners should derive monitoring goals or standards on their own.

Quality of Teacher Feedback

In 11 of the studies, learners received feedback on their entries in the monitoring 
tool. Seven of these studies were conducted in the school context; three of them 
in primary school (Abrami et al., 2013; Andrade et al., 2009; Stewart, 1992). This 
did not show higher effects for a particular age group of learners. Of these studies, 
three studies had a short duration (< 10 weeks), and four studies were long inter-
ventions of 20–28 weeks (Abrami et  al., 2013; Andrade et  al., 2009; Greenwood, 
2010; Stewart, 1992). Of these feedback studies, one resulted in very high effects on 
achievement (Karami et al., 2018), and two others resulted in moderate effects on 
achievement (Abrami et al., 2013; Tezci & Dikici, 2006). Furthermore, the interven-
tion by Altiok et al. (2019) produced medium effects on SRL, and Baleghizadeh and 
Masoun (2013) showed medium effects on motivation.

We then investigated whether the learners were not only passive recipients of 
teacher feedback but also had to give peer feedback themselves and were thus more 
actively involved in the feedback process. In four of the feedback studies, learners 
were not only passive recipients of feedback, but were also able to provide peer 
feedback to their classmates themselves. Two of these studies resulted in significant 
effects on achievement (Abrami et al., 2013) and SRL (Altiok et al., 2019), respec-
tively, while the other two studies resulted in null effects. Thus, additional peer feed-
back did not increase the effectiveness of teacher feedback in these studies.

Next, we examined which of the studies allowed learners to revise their work 
in response to teacher feedback. In five of the feedback studies, learners had the 
opportunity to revise, and all three feedback studies that resulted in high effects on 
achievement also allowed learners to do so. However, the two studies that resulted in 
substantial effects on SRL and motivation, respectively, did not provide this oppor-
tunity. Teacher feedback that also provides the opportunity to act on that feedback, 
then, appears to be particularly effective for achievement. Interestingly, the narrative 
analyses thus show that teacher feedback can also have positive effects on achieve-
ment (and not only on motivation, as indicated in the quantitative analyses) if the 
feedback includes the possibility to revise one’s work on the basis of the feedback.

To sum up, the most effective studies required students to use the monitoring 
tool during task execution, whereas most other studies had students process the tool 
before or after learning. Moreover, most of these studies encouraged metacognitive 
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monitoring, and stimulated the learners to reflect on their strategy use in addition 
to reflecting on their performance. Even though teacher feedback was not a signifi-
cant moderator in the meta-analysis, it could still contribute to effectiveness beyond 
motivation if learners were also given the opportunity to revise their work based on 
the feedback; i.e., to process the feedback directly.

Discussion

To become lifelong learners in an advanced technological society, students need to 
develop monitoring skills. Unfortunately, a majority of students are not strong self-
regulated learners yet (European Council, 2006) and are poor at monitoring their own 
learning (Brown & Harris, 2013; Greene & Azevedo, 2007). These students’ progress 
and achievement are at risk as SRL skills are required for successful learning at school 
and in post-secondary education (Dresel et al., 2015). This meta-analysis presents two 
major key findings related to the effectiveness of monitoring interventions. First, the 
weighted mean effect size of the 32 studies revealed positive effects (d = 0.27, 95% CI 
[.12, .42]) overall, as well as on academic achievement (d = 0.42, 95% CI [.14, .70]), 
on SRL (d = 0.19, 95% CI [.04, .34]) and on motivation (d = 0.17, 95% CI [.01, .33]) 
in favor of monitoring interventions compared with a control group that received no 
intervention. In practice, this means that learners who are encouraged to engage in 
some form of monitoring show improved performance, strategy use, and motivation 
with respect to their learning. As such, integrated monitoring has a positive impact on 
learner performance and self-regulated learning skills.

Second, there was substantial heterogeneity in the weighted mean effect sizes 
between studies (I2 = 70%), warranting the need to account for the impact of mod-
erator variables on the mean effect size. In view of the substantial heterogeneity of 
study effects, five moderator variables were considered in this meta-analysis: the 
focus of the monitoring tool, the type of monitoring stimulated by the tool, external 
teacher feedback, the duration of the intervention, and the age of the participants. 
Results from multiple random-effects meta-regression models showed that three of 
the five moderators significantly moderated the overall mean effect size. The find-
ings from this meta-analysis show that there is a variety of tools that foster monitor-
ing and that improve learners’ achievement and motivation. The available evidence 
on such tools, however, is broader than the studies included in our meta-analysis as 
we did not include studies without a control group or without a pretest measure or 
studies with a single-subject design, qualitative, or correlational studies.

The Reactivity Effect of Monitoring Tools

Our most important finding is that the use of a monitoring tool improved academic 
achievement substantially, suggesting that using a tool to encourage active par-
ticipation in the monitoring process has positive effects on student learning. Thus, 
these findings support the assumption of a reactivity effect (Zimmerman, 2002) on 
achievement. In general, the present meta-analysis is consistent with the findings 
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of previous meta-analytic studies on monitoring interventions. Brown and Harris 
(2013) synthesized the literature on self-assessment interventions for children from 
kindergarten through grade 12, and found a similar effect on academic achievement 
(median: d = 0.40). Likewise, Guzman et al. (2018) investigated the effectiveness 
of self-monitoring on achievement and found an effect size Tau-U = 0.79 which 
corresponds to d = 0.47. Sanchez et al. (2017) also found a moderate effect of self-
grading interventions on achievement (g = 0.34), and, comparably, Yan et al. (2021) 
found a moderate effect of g = 0.45 for self-assessment interventions on achieve-
ment. Thus, our findings concur with former evidence from systematic reviews in 
the field, which have been yielding moderate effects around 0.40. Hattie (2012) 
argues that educational interventions must achieve at least an effect greater than d 
= 0.40 to be considered practically relevant, as this was the average effect size of all 
the interventions he studied in his meta-synthesis.

With regard to effects on SRL, Harkin et al. (2016) examined the effectiveness of 
interventions on monitoring one’s goal and also found an effect of d = 0.40. A com-
parable effect was found by Gutierrez de Blume 2022 in a meta-analysis of learning 
strategy intervention on learners’ monitoring accuracy (g = 0.56). Panadero et  al. 
(2017), however, found lower effects of self-assessment interventions on SRL (d = 
0.23), which are more similar to the findings of the meta-analysis presented here. 
Concerning motivation, we can only compare our results to Panadero et al.’s (2017) 
meta-analysis that examined the effects of self-assessment on self-efficacy. Contrary 
to our findings, however, that revealed only low effects on motivation (d = 0.17), 
they found high effect sizes for self-efficacy (d = 0.73; Panadero et al., 2017). These 
differences in findings may be because the current meta-analysis captured motiva-
tion at a broader level (e.g., motivation to learn), whereas Panadero et  al. (2017) 
focused specifically on self-efficacy.

At large, these results are promising as they show that journaling, logging, self-
assessment, and other tools which are used to promote monitoring—and which have 
been widely used in educational practice—are effective and can be recommended. 
Nevertheless, the effectiveness of monitoring tools differs substantially according to 
several characteristics of the tool, the implementation, and the learner. In the follow-
ing, we will derive more specific recommendations from the findings of our modera-
tor analyses and the narrative analyses of the studies.

Center the Attention on the Learning Content and the Learning Behavior
Concerning the focus of the monitoring tool, studies that used tools focusing on 

both—monitoring of the learning content and of the learning behavior—produced sig-
nificantly higher effects on achievement than studies that used a tool stimulating moni-
toring of the learning behavior. In our meta-analysis, all the studies with tools that 
solely prompted monitoring of learning behavior only, used highly structured question-
naires as monitoring tools (e.g., Bellhäuser et al., 2016; Dignath et al., 2015; Schmitz 
& Perels, 2011). These learning questionnaires were supposed to prompt learners to 
monitor and reflect their learning behavior, but the items used in these questionnaires 
are usually independent of the learning content and thus rather prompt monitoring of 
learning strategies than monitoring of understanding (example item: “Today I used 
aids (internet, encyclopedias, …) for my homework.”; Dignath et al., 2015).
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Contrary to these questionnaire-like learning diaries, learning journals with an open 
answering format prompt learners to monitor their understanding of content. Either 
questions address the content (e.g., “Which examples can you think of that illustrate, 
confirm or conflict with the learning contents?”; Wäschle et al., 2015) or the learner’s 
understanding of the content (e.g., “Which main points do you now understand, and 
which haven’t you understood?”; Wäschle et al., 2015). Having this closer look at the 
tools shows that tools with a stronger focus on the learning content and the learning 
behavior are addressing both the cognitive monitoring of one’s understanding and the 
metacognitive monitoring of one’s use of learning strategies, whereas tools that focus 
on the learning behavior only tend to skip the monitoring of understanding. These 
findings are in line with the COPES model that assumes that metacognitive monitor-
ing of the self-regulated learning behavior cannot take place without cognitive moni-
toring of a learner’s understanding of the learning content (Winne, 2004).

Furthermore, our findings showed that tools that only focused on monitoring 
of the learning content even produced highest effects on motivational outcomes. 
In general, research shows that the effort needed to complete such tools on a regu-
lar basis has motivational costs (Nückles et al., 2021). For example, Nückles et al. 
(2010) found that students who received cognitive and metacognitive prompts did 
not increase their use of cognitive strategies at the end of the term, while students 
with open learning journals intuitively increased their use. Moreover, those stu-
dents who used more cognitive strategies at the end of the term produced higher 
learning outcomes. Providing students with cognitive and metacognitive prompts 
shortly before taking an exam apparently prohibits students from increasing their 
use of cognitive strategies, probably as a result of increasing cognitive load (Nückles 
et al., 2010). This could explain why students might reap long-term benefits from an 
increase in self-regulation strategies, as in the beginning the additional effort might 
be detrimental to their learning of academic content and to their motivation.

The results thus suggest that it is more effective if a tool stimulates the monitor-
ing of the learning content in any case, and only additionally a monitoring of the 
learning behavior. An attempt should be made to keep learners motivated if monitor-
ing both areas is too much at once. One possibility could be to familiarize learners 
with the monitoring of the learning content first, and only add the monitoring of the 
learning behavior in a second step. One method could be to practice monitoring both 
areas separately and very concretely, for example with the help of worked examples.

The Differing Impetus of Tools for Cognitive and Metacognitive Monitoring 
and Portfolio Tools

Effect sizes were larger when the study employed a tool to stimulate metacognitive 
monitoring compared to tools that activate cognitive monitoring. One possible reason 
could be that additionally focusing one’s attention on one’s learning and understand-
ing—as in metacognitive monitoring—may be more proactive for learning and achieve-
ment than just cognitively evaluating one’s understanding and performance against a 
certain standard without further embedding it in its own learning behavior. Moreover, 
metacognitive monitoring is probably more comprehensive than cognitive monitoring 
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since metacognitive monitoring cannot do without cognitive monitoring and therefore 
integrates both. This is partly because monitoring focuses more on the process and, 
thus, leads to direct implications for regulation processes, whereas cognitive monitoring 
focuses more on the product, which does not necessarily result in implications for regu-
lation. This is also confirmed by the narrative analyses of the studies: the most effec-
tive studies complemented monitoring with a reflection on their own learning and the 
appropriate strategies, thus stimulating not only monitoring but also control processes. 
This result raises the question of whether an instrument to promote monitoring should 
not generally be combined with the promotion of control measures.

Cognitive monitoring can provide learners with transparency on the teachers’ 
expectations (Panadero & Jonsson, 2013). Technically, learners can use a tool for 
cognitive monitoring also to plan, monitor, and evaluate their learning (Jonsson, 
2014); however, some studies showed that learners perceived higher stress when 
being confronted with cognitive monitoring and rather used avoidance-oriented 
learning strategies than learning-oriented SRL strategies (e.g., Panadero & Romero, 
2014). Whereas cognitive monitoring focuses more on the expectations that learners 
have to meet, and often remain summative instead of formative (Panadero & Jon-
sson, 2020), metacognitive monitoring focuses on students’ learning experiences, 
which are critical for effective self-regulation during learning (Griffin et al., 2013). 
Tools for metacognitive monitoring that emerge from SRL theory usually strive to 
provide learners with a holistic framework to monitor and also to adapt their learn-
ing strategies (Cleary et al., 2008). Thus, rather than concentrating on the current 
state, metacognitive monitoring tools based in SRL theory aim to engage learners in 
regulation processes to improve the current state.

Does Teacher Feedback Boost the Reactivity Effect?

Contrary to former research (Graham et al., 2015; Hattie, 2016), we did not find a 
significant impact of teacher feedback. Although teacher feedback was a positive 
moderator of the effect on motivation, this effect was not significant on the 5% level. 
Feedback is considered a primary component of formative assessment (Black & Wil-
iam, 1998; Hattie & Timperley, 2007); however, it is not a homogenous concept but 
can differ in many ways, including the feedback’s agents, its content and its imple-
mentation (Panadero & Lipnevich, 2022). First, however, it is an important finding 
that feedback may moderate effects on motivation, as we found at least at the descrip-
tive level. For example, it is motivating for learners if something happens with their 
efforts when working on the monitoring tools. Beyond this appreciation, however, 
feedback can also be motivating when it enables learners to improve their learning by 
providing them with concrete ideas about how they can modify their learning.

In our meta-analysis, 11 studies reported that participants received teacher feed-
back. And the majority of the tools used in these studies focused on the learning 
content only, and only very few of these studies were grounded in SRL theory (c.f., 
Abrami et al., 2013; Lan, 1996; Meyer et al., 2010). It is therefore possible to assume 
that the applied feedback focused only on the learning content as well, thereby 
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providing rather more evaluative (as in the case of self-assessment) than proactive 
feedback as suggested by SRL theory. And whereas also content-related feedback is 
known to differ in its effectiveness, depending on accompanying information such 
as grades or praise (Lipnevich & Smith, 2009), it takes more to engage learners in 
SRL. They need scaffolding to manage the transfer from cognitive and metacogni-
tive monitoring to the next planning phase. The pure act of monitoring one’s learn-
ing is not yet self-regulated. The learner still has to work with the outcome of the 
monitoring process and has to transform the conclusions of the self-assessment into 
new plans for the next learning phase (Zimmerman, 2000).

Hattie and Timperley (2007) presented a model on feedback that includes the steps 
of feed up for the planning phase (“Where am I going?”), feedback for the monitoring 
phase (“How am I going?”), and feed-forward for the transition from the evaluation phase 
to the next planning phase (“Where to next?”). Completely self-regulated learners would 
be able to answer these questions on their own when working with a monitoring tool. 
Most students, however, still need some guidance and scaffolding in order to answer such 
questions effectively—this can be provided through teacher feedback. When working 
with tools for cognitive and metacognitive monitoring, this translates into providing stu-
dents with the outcome of their reflection and assistance in choosing strategies for how 
to proceed. Feedback should not only refer to the task and process level, but also address 
the SRL and the self-level (Chou & Zou, 2020; Yan, 2020). As such tools help to regu-
larly and formatively assess progress, teachers can use them to provide more powerful 
feedback than just the simple snapshot of summative assessment (Hattie, 2012). Thus, 
the absence of a significant moderating effect of feedback in our meta-analysis could be 
related to its quality and may not generally exclude the boosting effect of feedback.

Although teacher feedback was not a significant moderator of effects on achieve-
ment in this meta-analysis, it may still contribute to effectiveness beyond motiva-
tion, as our narrative analyses suggest. If learners are also given the opportunity to 
revise their work based on teacher feedback, that is, to process the feedback directly, 
then the studies have shown practically relevant effects. In the sense of Hattie and 
Timperley (2007), feedback should not only contain feedback about strengths and 
weaknesses of one’s own work (feedback), but also point out possible approaches to 
transform one’s own weaknesses into strengths (feedforward).

More is Not Always More

Contrary to our expectation, the effectiveness of SRL training did not increase with 
the length of the intervention; we even found the opposite effect: shorter interven-
tion led to larger effects. Earlier findings on the length of the intervention have been 
inconsistent. Whereas Dignath and Büttner (2008) found the effectiveness of SRL 
training to increase with the duration of the training, De Boer et al. (2018) did not 
find that duration moderated training effect. However, to our knowledge, no former 
meta-analysis in this field found an opposite effect of duration.

This could in part be due to motivation problems. Working with the same tool for a 
long time can be perceived as boring and the learner might suffer from a lack of motiva-
tion due to the additional workload (see, for example, Dignath et al., 2015). In addition, 
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working with a monitoring tool is not the same as a strategy training. Learners are 
prompted to monitor, but they are not (necessarily) provided with control strategies to 
react to the monitoring result. For this reason, using the tool in the long run may not pro-
vide additional opportunities for practice, and, thus, does not have much additional effect.

Monitoring Tools Seem to Work for All

The findings of our meta-analysis suggest that monitoring tools are equally effective for 
foster SRL and achievement among learners of all age groups. This result is in line with 
other meta-analytic evidence, suggesting that formative and self-assessment are equally 
effective among younger and older learners (see Dent & Koenka, 2016; Kingston & 
Nash, 2011; Panadero et al., 2017). Nevertheless, our qualitative review of the studies 
suggests that only two studies carried out in the context of higher education led to sub-
stantial effects on achievement, whereas six studies in primary and secondary school led 
to effect sizes higher than d = 0.40, and four more studies yielded effects above d = 0.30. 
This finding suggests that it might be more beneficial to practice monitoring at an early 
stage with the help of a monitoring tool and to embed it into regular lessons. This result 
is strengthened by the moderator analyses’ finding that effects on motivation are higher 
for younger learners than for older ones.

In contrast, the narrative analyses showed higher effects for SRL and motivation in 
older learners. On the whole, then, our qualitative and quantitative findings suggest that 
monitoring tools are effective for all target groups, but that there are likely age-specific 
effects for different outcomes. For example, since the effects on motivation seem to 
diminish with age, it seems important to include elements that keep learners motivated, 
especially with older students. The results are encouraging because they suggest that it 
is not too late to practice monitoring; that is, older students are not yet too fixed in their 
learning behavior to benefit from such an intervention. On the other hand, they also show 
that already very young learners can learn monitoring and they can thus build up a strat-
egy repertoire at an early stage from which they can benefit throughout their school years.

Meta‑analysis Identifies Specific Research Needs

Meta-analyses not only serve to investigate effectiveness and to offer recommendations, 
but also to provide a comprehensive overview of the research field and to identify specific 
research needs. First of all, the small number of studies meeting the eligibility criteria of 
this meta-analysis is surprising and disappointing. Given the replication crisis in psychol-
ogy, the limited number of studies we found for such an important topic is concerning. 
One reason for the small number of studies is that we only included studies that had a 
pre-post control group design. To test causality, experimental or at least quasi-experimen-
tal designs are required (Schneider,  2007). Although random assignment of students to 
intervention conditions is not always possible, at least a quasi-experimental control group 
design with pre- and posttest allows testing the effects of natural development (Grant 
et al., 2013). However, many studies in this field do not use a control group or a pre-
test and thus do not meet methodological standards. In our meta-analysis, we chose to 
include only studies that were experimental or quasi-experimental; however, this was at 
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the expense of power, as it allowed us to find only a small number of studies. As our 
results show, the research field urgently needs more (quasi-)experimental studies to repli-
cate findings on the effectiveness of monitoring tools and to clarify open questions.

Another important issue is the paucity of studies examining monitoring at early school 
age. Although we did not use an age restriction in our research, we did not find any stud-
ies conducted with learners younger than 9 years old. Therefore, we must limit our gen-
eralizations to monitoring practices from later primary school age onward. But this focus 
on learners of older elementary school age and beyond may not be coincidental. Similar 
age limitations in the studies found were also evident in Sanchez et al.’s (2017) meta-anal-
ysis of the effectiveness of self-grading interventions. It would be possible that teachers 
believe that children 8 years of age or younger have not yet developed the metacognitive 
skills necessary for effective monitoring. In fact, there is a lack of systematic research on 
the age at which students can learn monitoring with the help of such tools. Future studies 
should systematically examine how the effectiveness of monitoring tools differs for begin-
ning school children compared to more experienced learners.

Another research brief arises from the operationalization of SRL in most studies in this 
meta-analysis. The valid measurement of SRL represents an unsolved problem that has 
been increasingly raised in the last decades. The bulk of the assessment of SRL is based 
on self-report questionnaires (Roth et al., 2016). The results of our meta-analysis show 
this quite clearly: self-report was used almost exclusively to measure SRL. However, 
research has shown that self-report questionnaires suffer from a lack of validity (Veen-
man, 2011). Metacognitive processes are not observable in themselves, which makes 
retrospective self-report difficult. If SRL was not validly captured, the effects on SRL in 
this meta-analysis may be correspondingly inaccurate. Accordingly, these studies may not 
have captured whether the use of monitoring tools really had an effect on SRL.

In addition, research has shown that SRL is situational rather than constant across 
situations and subjects (Winne, 2004), meaning learners cannot easily answer items 
about strategy use in general (Veenman & van Cleef, 2019). This raises the question 
of whether the effect sizes for SRL found in our review represent the type of SRL that 
should be addressed by means of the tools that foster self-monitoring (state measures) 
or whether the outcome variables of the primary studies assess something other (trait 
measures) than the intended SRL competence (Winne, 2010). The questionnaires used 
in the primary studies of this meta-analysis are not likely to capture potential effects 
if they assess different strategies than the ones that are prompted by the tools. If the 
measurement error in such self-report measures of SRL is classical, this would bias 
estimated correlations between SRL measurements and the use of monitoring tools 
toward zero. This is illustrated in the findings of the meta-analysis by Dent and Koenka 
(2016), which revealed significant differences between the type of SRL measure: self-
report measures led to the lowest effect sizes (d = .17 for self-report questionnaires 
and d = .16 for self-report interviews) compared to speech (d = 48) or behavior during 
task (d = .37). Comparably, Panadero et al. (2017) found lower effects of self-assess-
ment on SRL when SRL was measured with self-report strategy questionnaires (d = 
.23) than for SRL measured qualitatively (d = .43). There is a lack of research using 
appropriate measurement instruments that can capture the construct of SRL, in par-
ticular with regard to the use of metacognitive strategies (planning, self-monitoring, 
and self-reflection) that are central to the principle of self-monitoring. More research 
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is needed to test the effects of tools on SRL in a more sophisticated way to identify the 
mechanism by which the use of monitoring tools enhances academic achievement. In 
particular, in studies where learners are working on a monitoring tool, it would be easy 
to capture SRL as a process measure. In addition, there are technology-based ways to 
capture SRL if the monitoring tool is implemented digitally.

Another research issue that emerged in our meta-analysis is the lack of precision in 
the presentation of the studies. The narrative analyses of the included studies show that 
the concrete intervention elements are described too vaguely, which makes it difficult to 
systematically investigate their mechanisms of action. For example, information about 
when learners processed the monitoring tool, about the standards against which learners 
compared their learning progress, and about what teacher feedback exactly entailed and 
how it was implemented (e.g., what the content of the feedback was and what happened 
to the feedback as it progressed) was sometimes so vaguely described that it was dif-
ficult to code. Feedback that is not heard or acted upon by learners is unlikely to have 
an impact, and if the feedback is procedural or too fact-based, it is probably not going to 
show any effects. But it was not possible to reconstruct this detailed information from 
many of the studies in our meta-analysis, and hardly any studies systematically exam-
ined the effectiveness of different types of feedback or implementation of feedback. In 
order to make statements about the effectiveness of feedback in the context of monitor-
ing tools, more in-depth research is needed that is precise enough to specifically test the 
elements of feedback and its implementation. It is essential that researchers document 
their approach and the implemented interventions very precisely.

The last thing that stands out in the studies is that the monitoring tools were 
implemented in authentic learning situations, mostly even in the natural class-
room; yet, teachers were only marginally included in the studies. Monitoring tools 
not only offer learners the opportunity to reflect on their learning progress. They 
can also give teachers exciting insights into their students’ thinking and learning, 
which they could use to provide targeted feedback to guide their students as they 
develop into self-regulated learners.

Limitations

Our synthesis is subject to the typical limitations arising from the nature of meta-analy-
ses. In particular, our analysis was constrained by the degree of completeness of report-
ing in the identified primary studies. For example, instructional procedures of the imple-
mentation of the tools have been described carefully in some studies, but not in others. 
Because of limited information about the details of implementation, we could, for exam-
ple, not investigate whether the specific type of prompt used in the tool, or whether the 
completion of the tool was graded by the teacher, would moderate the impact of the 
treatment. As these details of implementation are important to know in order to provide 
clear guidelines for educational practice, these research questions should be addressed 
systematically in future primary research. Questions regarding statistical power limited 
the study of many moderators, such that the number of moderators was small or une-
venly distributed among groups of moderator variables. Moreover, this meta-analysis 
was limited to quasi-experimental or experimental studies that compared the effects of 
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a treatment against a control group. Focusing on these types of studies does not disre-
gard the contribution of other types of research, such as qualitative studies or single-
subject design studies. Furthermore, as we restricted our review to studies that investi-
gated the effects of monitoring tools, which were implemented for longer periods, we 
did not include studies that investigated the impact of such tools in a singular session 
such as a laboratory experiment (e.g., Panadero & Romero., 2014). Thus, we cannot 
draw any conclusions about the effectiveness of the unique use of monitoring tools and 
consequent moderators. With regard to the stability of the effects, we could not perform 
a follow-up meta-analysis to test long-term effects because only two studies (Güzeller, 
2012; Wäschle et al., 2015) provided follow-up data to compute effect sizes. As in all 
effectiveness research on academic achievement, the goal is to improve learning sustain-
ably. Since the theoretical principle of tools, such as learning journals, is based on the 
improvement of SRL (in terms of monitoring and control), one would assume that stu-
dents would need some time to change their SRL before effects in academic achievement 
become visible. A delayed effect of several weeks or months can therefore be assumed, 
which makes follow-up measures necessary. Finally, the studies included in this review 
did not all apply the same measure for academic achievement. To consider this issue, we 
calculated effect sizes from holistic measures (i.e., overall scores) whenever possible or 
transformed more specific measures into one average effect size per study (by comput-
ing a meta-analysis across the outcome measures for academic achievement within one 
study). Nevertheless, there was variability concerning the academic content of the meas-
ure (e.g., reading, writing, or mathematics), the attributes assessed (e.g., within the field 
of writing), the scale points of the measure, and the operationalization of these points. 
This variability should be acknowledged when interpreting the findings of this review.

Summary and Conclusion

Altogether, this meta-analysis provides the first quantitative summary of effectiveness 
research of the use of monitoring tools on learner outcomes. As an implication for 
a theoretical model of SRL, the findings of our meta-analysis align with the notion 
that such tools can serve to stimulate learning and have a positive effect on academic 
achievement and motivation (Schmitz & Perels, 2011). However, as our results show, 
not every tool is equally effective. Hence, in the studies we integrated, particularly 
high effects are found when the tool (1) not only addresses learning behavior but 
also learning behavior and content in combination, (2) stimulates not only cognitive 
monitoring but also metacognitive monitoring, and (3) is not only complemented by 
teacher feedback but learners also have the opportunity to implement this feedback 
directly. Finally, our findings suggest that using such tools works for all age groups of 
learners equally well. However, alongside learners’ age and expectations in different 
educational contexts, their expertise in terms of prior knowledge may also moderate 
the effectiveness of these tools; earlier research has provided evidence for an expertise 
reversal effect when using learning journals (Nückles et  al., 2010). Future research 
could examine how to adapt the use of monitoring tools to the expertise level of the 
learner. Finally, our findings lead to a plea to use more sophisticated and valid study 
designs and measurement to assess the effects of these tools on learners’ SRL.
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