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Abstract This paper examines the transferability of successful cueing approaches from text
and static visualization research to animations. Theories of visual attention and learning as
well as empirical evidence for the instructional effectiveness of attention cueing are
reviewed and, based on Mayer’s theory of multimedia learning, a framework was
developed for classifying three functions for cueing: (1) selection—cues guide attention
to specific locations, (2) organization—cues emphasize structure, and (3) integration—cues
explicate relations between and within elements. The framework was used to structure the
discussion of studies on cueing in animations. It is concluded that attentional cues may
facilitate the selection of information in animations and sometimes improve learning,
whereas organizational and relational cueing requires more consideration on how to
enhance understanding. Consequently, it is suggested to develop cues that work in
animations rather than borrowing effective cues from static representations. Guidelines for
future research on attention cueing in animations are presented.

Keywords Instructional animations - Cognitive load theory - Instructional design

Recent advances in software and computer technology enable designers of computer-based
instruction to use dynamic visualizations, such as animation and video, to help learners
remember complex dynamic systems and, ultimately, understand the materials (Lowe
2004). At present, the majority of animations present information in close correspondence
with the referential situation, without highlighting the information or providing cues to help
learners process the material. However, manipulating the visuospatial characteristics of
animations may make them more effective, just as manipulating these aspects in static
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representations (e.g., enlarging or highlighting information in text and pictures) improves
learning (Tversky et al. 2008). We refer to the manipulation of visuospatial characteristics
of instructional materials in order to help learners in selecting relevant information, and
organizing and integrating the information into a coherent representation as “cueing”,
which is similar to “signaling” that has its origins in text-processing research and is recently
applied to learning from illustrations (Mautone and Mayer 2001; Meyer 1975). Cueing is
intended to draw learners’ attention to essential elements of the (visual) representation, for
instance by increasing the luminance of specific objects in a visual display (e.g., De Koning
et al. 2007) or by changing a word’s font style to boldface in a text (e.g., Mautone and
Mayer 2001). It is important to note that cues do not provide new information or change the
content of the instructional materials (Lorch 1989). This paper examines whether cueing
approaches that have been successfully used in static representations (i.e., text and
visualization) can be effectively transferred to animations in order to improve learning.

Learning from Complex Animations

In recent years, learning from animations has received a considerable amount of attention
from educational researchers (Ploetzner and Lowe 2004). Schnotz and Lowe (2008) define
an animation as a dynamic visual representation where the information about temporal
change is contained in the difference of object properties between successive frames.
Intuitively, animations seem more effective at illustrating the configuration and behavior of
complex systems that involve changes of objects and their positions over time than static
visualizations. In addition, animations appear to be natural for conveying concepts of
change (Tversky et al. 2002), and due to their ability to depict the temporal changes in the
operation of complex dynamic systems explicitly, can provide a real-time external
representation that can be directly mapped onto the referential situation (Gibson 1979).

Although a review by Tversky et al. (2002) found little evidence that animations were
superior to static visualizations (see also Mayer et al. 2005), a meta-analysis by Hoffler and
Leutner (2007) indicated that under some conditions animations may produce better learning
than static visualizations. According to Tversky et al (2002), failures to find improved
learning from animations might result from the fact that animations are often “too complex or
too fast to be accurately perceived” (p. 247). Several studies have shown that learning from
animations is hindered if presentation speed is too high (e.g., Meyer et al. 2009), or if attention
is distracted by irrelevant movements in the animation (e.g., Lowe 1999). Accordingly, several
researchers have argued that animations place excessive demands on the learners’ cognitive
system due to the transitory nature of the presented information and the simultaneous
depiction of multiple changes (Ayres and Paas 2007a; Lowe 1999, 2003; Tversky et al. 2002).

First, the transient nature of animations requires learners to process information that is shown
very briefly and disappears before it can be selected for further processing, unless they leave some
kind of trace in which key information is kept available (Marcus et al. 2006; Paas et al. 2007).
When viewing an animation, learners not only need to integrate new information with existing
knowledge that is stored in long-term memory (LTM), but also with previously presented
information that has to be kept active in working memory (WM). Therefore, the transient nature
of animations may cause learners to split their visual attention over different elements that are
dispersed over time. This may consequently challenge the resource limitations of the learner’s
WM (Miller 1956) and hinder learning (Ayres and Paas 2007a; Paas et al. 2003).

Second, trying to understand an animation requires learners to simultaneously attend to
many elements that move from one location to the other and might change with respect to
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different perceptual attributes (e.g., color, form, orientation). There is a considerable
amount of evidence in the perception literature that such dynamic changes are very
effective at capturing attention when searching for specific information, even when they are
task-irrelevant (e.g., Franconeri and Simons 2003; Treisman and Gormican 1988).
Moreover, Hillstrom and Chai (2006) even suggested that dynamic aspects, such as
movements or a sudden appearance of an object, are perhaps the most effective object
characteristics for capturing attention in a visual display. Therefore, it is not surprising that
learners often have difficulties in focusing their attention on essential information in an
animation, as objects that have high perceptual salience due to their movements easily
distract them. This might especially hinder learning in situations where the thematically
relevant aspects are not the most salient in an animation (Lowe 1999, 2003).

Although the problems resulting from the transient character of animations and the
simultaneous presentation of multiple moving elements may occur independently, they will
most likely interact. For example, focusing attention seems especially relevant if the information
is only briefly available and there is no opportunity to re-inspect it. Therefore, it is crucial that
designers of animations have instructional tools at their disposal to guide the learners’ attention
at the right moment to the right information in the display (Schnotz and Lowe 2008).

It is well established that cueing may help learners extract and process the essential
information from static information (Tversky et al. 2008). However, it is possible that cues
found to be effective in static instruction are less effective when used with animations.
Especially, the transiency in animations provides an extra challenge to the use of cues.
Because in animations there is only limited time in which relevant information can receive
attention before it disappears and there is a possibility of being distracted by irrelevant
movements, guiding attention becomes more difficult because learners should not only be
aware of which elements are being cued but also when they are cued. Therefore, cues such
as arrows may lack precision required for effective attentional guidance to small and fast
changes. Moreover, cueing by changing the properties of a visual representation (e.g., color
change) has the advantage of not adding extra elements to the display, but due to the
additional demands in animations it may be less clear for learners or they may not have
enough time to find out that this manipulation is a cue that is not part of the content of the
animation. Consequently, cueing may increase the possibility for causal misinterpretations
and increase learning demands to the representation even further by requiring learners not
only to identify and process the structure and meaning of the animation but also that of the
cues in a limited amount of time.

In the remainder of this article, findings from research on visual attention and attention
capturing mechanisms are discussed to specify the perceptual processes involved in cueing.
Next, cognitive load theory is introduced as a theoretical basis for the cognitive aspects of
cueing. Then, a framework is proposed for distinct functions of cueing based on the
cognitive theory of multimedia learning (Mayer 2001) that is supported by research on
learning from static representations. Next, existing research on the effectiveness of cueing
in animations will be discussed. Then, based on our framework of cueing, we will present
recommendations for directing research dealing with cueing in instructional animations and
guidelines for instructional design.

Theoretical Accounts of the Effect of Cueing on Perceptual and Cognitive Processing

Several theoretical models are currently used to describe cognitive processing with regard
to learning from animations and multimedia (e.g., Mayer 2001; Sweller 1988). However,
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these models are less explicit about the perceptual processes involved in the initial stages of
distinguishing between relevant and irrelevant information. Therefore, to provide a
comprehensive account of the effect of cueing in animations, models of visual attention
are used to give an account of the perceptual processes involved in cueing in animations
and cognitive load theory and Mayer’s theory of multimedia learning are used to provide
insight into the cognitive processes underlying cueing in animations. Each of the
approaches will be discussed in turn.

The effect of cueing on perceptual processes

Human visual perception is extremely selective. Learners can focus their visual attention
only on a small amount of elements of a visual display at once and only a small portion of
that information can be subsequently processed in WM (Baddeley 1992). The elements
learners will look at are determined by several factors such as the elements’ prominence and
their level of detail (Winn 1993). Carefully identifying the characteristics that contribute to
the perceptibility of information allows the identification of the properties that potentially
capture attention in animations and to predict the conditions under which cueing in
animations may be effective.

Schnotz and Lowe (2008) have distinguished two features that influence the
perceptibility of different elements of animations: visuospatial contrast and dynamic
contrast. For visuospatial contrast, an element stands out against surrounding elements
because it has other distinctive visual features, such as a different size or unique color. A
dynamic contrast occurs if an element’s movements and temporal changes establish a
figure-ground distinction that in turn captures learners’ attention. Numerous studies on
visual search and cueing paradigms in visual attention research have offered related
suggestions about what object features might capture attention and facilitate the
identification of objects or events.

First, there are objects that have distinctive features and therefore differ substantially
with respect to the visuospatial distribution of object properties (e.g., color, form). In
different visual search paradigms, the unique characteristics of an object that make an
object visually more salient by establishing a contrast on one or more perceptual attributes
speeds up the identification of target objects irrespective of the number of surrounding
objects (Treisman and Gelade 1980; Treisman and Gormican 1988). For example, finding a
green digit among red ones reduces the time taken to detect the target because the unique
color of the target causes it to be more salient and to pop-out from the background of red
distracters. This pattern has been found in particular if the object is relevant for the task
(Yantis and Egeth 1999), but even persists if attending to the object that pops-out is known
to be irrelevant and disadvantageous to the performance of the task (e.g., Pashler 1988;
Theeuwes 1991, 1992). Especially, unique colors (e.g., Nagy and Winterbottom 2000;
Turatto and Galfano 2000, 2001; Turatto et al. 2004) and luminance contrasts (Enns et al.
2001) seem very effective at capturing attention.

Second, a number of researchers have emphasized the importance of temporal
discontinuities in object properties present in a visual scene, that is, abrupt onsets or
changes in objects over time (“transients”) to capture visual attention, especially when they
occur rapidly. In several studies, Jonides and Yantis (1988; Jonides 1981; Yantis and
Jonides 1984) have demonstrated that onset transients effectively capture attention.
Furthermore, Miller (1989) showed that attention is not only controlled by sudden onsets,
but that attention is attracted by all sudden changes in a visual scene. Indeed, in line with
the dynamic default hypothesis (Franconeri and Simons 2003), which states that all
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dynamic events garner attentional priority, different types of motion, such as the start of
movement (e.g., Abrams and Christ 2003), moving, looming, and disoccluding objects
(Franconeri and Simons 2003) may draw attention and cause people to fixate on the target
object (Godijn and Theeuwes 2002). However, it is important to note that motion per se
does not attract attention. Attentional capture only occurs when movements segment an
object from its background (Hillstrom and Yantis 1994).

The findings suggest that bright colors and coarse movements within animations may have
their own intrinsic cueing effects and hence have the potential to capture learners’ attention
almost automatically (i.e., inherent content cues). However, cues to enhance perceptual and
cognitive processing are not conceptualized as part of the content. Rather, they are considered to
be artificially added to animations (e.g., arrows) with the intention of (re)directing attention to
aspects of the display that deserve the learners’ attention (i.e., instructional cues). For this
purpose, manipulating attention-gaining features like colors and movements might be effective
cues for minimizing the salience of irrelevant elements (e.g., dimming irrelevant bright colors)
and focusing on thematically relevant information (e.g., flashing essential parts).

In short, a large amount of evidence from selective visual attention research has shown
that an object may automatically capture attention or stand out more easily if (1) the object
differs from other objects on at least a single attribute such as color, or if (2) objects move
from one location to another, irrespective of whether the movements foster or hinder the
learning process. Because both of these aspects are likely to be present in complex
animations, the design of cues for animations should be based on these same properties to
effectively redirect learners’ attention to relevant elements.

The effect of cueing on cognitive processes

Several instructional design theories, such as Mayer’s cognitive theory of multimedia
learning (Mayer 1997, 2001) and Sweller’s cognitive load theory (Sweller 1988, 1999)
provide an explanation for the effect of cueing in terms of the limitations of human
information processing resources. A central notion in both theories is that the cognitive
system consists of a WM that is relatively limited both in capacity and duration and a LTM
that is assumed to have an unlimited capacity to store new information (Cowan 2001,
Miller 1956). According to these theories, directing learners’ available resources to the
learning process itself rather than to irrelevant features of instructional materials is therefore
central to designing instruction.

According to Mayer (1992), meaningful learning requires the learner to select relevant
information, organize that information into a coherent representation, and integrate this
representation into existing knowledge. This is only possible if the elements that have to be
mentally combined are simultaneously active in WM (Mayer 2001). WM thus plays an
essential role because this is considered the structure, where the selection, organization, and
integration processes take place. However, sometimes these processes may be cognitively
demanding at the expense of mental resources that could otherwise be allocated to
understanding the content. According to the cognitive load theory, three types of cognitive
load can be identified (Paas et al. 2003): (1) intrinsic cognitive load that is inherent to the
task and consists of interacting information elements that must be processed simultaneously
in WM to understand the content; (2) extraneous cognitive load, which is imposed by
processes that do not contribute to learning (e.g., searching a picture for referents
mentioned in a text) and is evoked by the instructional design; and (3) germane cognitive
load, which is imposed by processes that are effective for learning (e.g., integrating new
information into already existing schemata) and is also evoked by the instructional design.
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The construction of adequate and rich schemata may be especially challenging in
learning from dynamic visualizations of specialized subject matter. Because of the amount
and complexity of information, learners have to process when studying animations the
selection of relevant elements, their organization, and the construction of links between
textual and/or pictorial elements are likely to impose a high cognitive load. As cues focus
the learners’ attention on the most relevant information, visual search is reduced and less
visuospatial resources are required to control the execution of eye movements. Thereby,
cueing reduces extraneous cognitive load associated with locating relevant information.
This frees up mental resources that can be used for cognitive activities that are directly
relevant for schema construction (e.g., integration of information).

Evidence that cued instruction requires less cognitive resources comes from a study on
text processing by Britton et al. (1982). In their study, students read a cued or an uncued
text while at the same time their reaction times to a secondary task were measured as a
measure of cognitive load. Results indicated that texts containing cues about relevant
concepts and their relations required less cognitive resources to process than texts without
such cues. Moreover, in a study comparing groups who studied cued or uncued texts,
Loman and Mayer (1983) showed that the reduction in cognitive load in the cued condition
allowed learners to construct a deeper representation of the content, as indicated by better
retention and transfer performances.

Research on multimedia learning that used a subjective rating scale as an indicator of
experienced cognitive load (Paas 1992; Paas and van Merriénboer 1993, 1994; Paas ef al.
2003) provides some evidence for the effects of cueing on cognitive load. In a study by
Kalyuga et al. (1999), color-coding cues that linked on-screen text with corresponding parts
in an illustration reduced cognitive load and improved learning performance (see also Jamet
et al. 2008), suggesting that cues can effectively increase WM resources available for
learning. In contrast, Keller et al. (2006) and Tabbers et al. (2004) could not find a
reduction of cognitive load but did find better learning performance.

In summary, the effects of cueing on cognitive processing are primarily explained by
reduced visual search and the unnecessary load associated with locating relevant
information, which frees up WM resources for genuine learning activities. In both text
and visualization, research evidence has been found to support this explanation with some
studies demonstrating a reduction in cognitive load whereas other studies have reported
better learning performance without reduced cognitive load.

A Framework for Classifying Different Functions of Cueing

So far, it was stressed that both perceptual and cognitive factors have to be taken into
account when providing a theoretical explanation for cueing. However, the extent to which
cues include perceptual and/or cognitive aspects may depend on the function(s) served by
cues. Therefore, we propose a framework for different functions of cueing. The framework
is grounded in Mayer’s cognitive theory of multimedia learning as the theory’s distinction
between the processes of selection, organization, and integration of new information
provides a solid basis for identifying the three main functions of cueing that might be
related to distinct perceptual and cognitive effects: (1) guiding learners’ attention to
facilitate the selection and extraction of essential information, (2) emphasizing the major
topics of instruction and their organization, and (3) making the relations between elements
more salient to foster their integration. The rich collection of prior research on cueing that
has examined the effects cues have on understanding text and/or illustrations is used to
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provide empirical support for the proposed functions (see the first four columns of Table 1).
Each of the functions will now be discussed in more detail.

Guiding attention to essential information

A crucial part of constructing a coherent representation from instructions is the learners’
ability to extract main ideas or concepts that subsequently can serve as the basis for further
processing. To what extent learners succeed in this task largely depends on the proper
allocation of attention (Gaddy et al. 2001). In general, learners frequently do not possess
adequate knowledge to discriminate relevant from irrelevant information and, therefore,
may be at risk of focusing on non-essential information or draw inaccurate conclusions
(Bromage Mayer 1981; Graesser 1981). For example, learners who are unfamiliar with the
subject matter may find it difficult to identify the main themes in a text or select the relevant
elements in a picture. Instructional designers can guide the process of attention allocation
by using cueing to emphasize content that requires intentional processing. The first function
of cueing is thus to emphasize particular information intended to indicate the relevance of
the cued content. This kind of cueing is highly specific and unambiguous with respect to
the information that is cued (Lorch 1989). For example, color variations in illustrations or
underlining words in a text are means to stress the importance of cued information.

Numerous studies on text comprehension that have used memory performance (i.e.,
recall) as an indicator of attentional processing have consistently shown that cues improve
the recall of the content they emphasize (Cashen and Leicht 1970; Dee-Lucas and DiVesta
1980; Fowler and Barker 1974; Hartley and Trueman 1985; Lorch and Lorch 1996).
Memory for uncued content is unaffected (Foster 1979; Golding and Fowler 1992),
inhibited (Glynn and DiVesta 1979), or sometimes even enhanced (Cashen and Leicht
1970). These findings suggest that emphasizing particular content may guide learners’
attention to essential information but does not necessarily reduce attention for uncued
information. In addition, Lorch et al. (1995) and Lorch and Chen (1986) have demonstrated
that cues slow down the reading times for text processing, which provides direct evidence
that effects of cueing on memory are mediated by processes of attention.

Furthermore, studies examining the influence of emphasizing specific content in
illustration-based problem-solving tasks support the notion that cueing can guide attention
and subsequent cognitive processing. Using Duncker’s (1945) radiation problem, Thomas
and Lleras (2007) and Grant and Spivey (2003) demonstrated that by redirecting the
learners’ attention to critical elements of the problem using for example color highlights led
to more correct problem—solutions than studying the same diagrams without such cues. This
is in line with Park and Hopkins’ (1993) recommendation to use perceptual features (e.g.,
color, motion) to guide learners’ attention to critical information during (visual) instruction.
A similar argument was made by Wetzel et al. (1994) for improving the learning
effectiveness of video-based instruction.

In short, the empirical evidence on cueing in text and/or illustrations clearly
demonstrates that perceptually emphasizing information facilitates the selection of relevant
elements and subsequently improves learners’ retention of cued content and improves
problem solving.

Emphasizing the organization of instruction

The global organization of instructions is usually made up of individual parts and subparts
that together constitute a hierarchical structure (Schnotz and Lowe 2008). Therefore,

@ Springer



Educ Psychol Rev (2009) 21:113-140

120

pareSnsoaur jou sem Surssasold Jo odA) siyy uo Sureno Jo 1090 oY) JeY) SALIIPUl — :DJON

- SOOUQIQJUI [BSNED JO JOqUINU PISBIIOU]
ooueu0f1ad 159) I19JSURI) UO J109JJO ON 3[se} 19jsuen) uo doueutiopod OYSIH (suoneiussaidel USRMISQ/UIIA)
UOIBWLIOJUI PANO JO UONUIAI UO 1O ON UONBWLIOJUI PAND JO UONUIAI Jopog aAnIus0D) uoneIdouy suope[ar Suny3ysry

amonns Surziuesio paziseydwo ay) 0}

- Sup100oe paziueSio uonejussaidar jeurouy

— 2IMONNs [BUONLZIULSIO JO UONBIYNIUIPI I0JSE,]

UOTJEWLIOFUT

PaNod JO JIOJSURI)/UONIUSIAI UO JO9JJ0 ON UONBWLIOJUI PANd JO UONUIAI Jopog aAnIus0)) uoneziuesiQ uoneziuesio Suiziseydwyg

- doueuniopred Surajos-wdjqoid pasorduy

S}09JJ2 OU USYO INQ UOTJRULIOJUT

Pand Jo I9Jsuel) PUB UONUI)AI 19)Jq SIWNIWOS UOTJBULIOJUT PANd JO UONUA)AI Ioag
uonewLIOyul
UONBUWLIOJUI PANOUN UBY) PANO 0) UOHIUNE IO panoun uey) pano o) uonuape aloN  [emdoorad Ajurejy uona9es uonuape Juipino
suonejuasardar orweukp ur Surssoooid suonyejuasardar oneys ur Surssevord
aAnugod pue remdadiod uo sano Jo sp9pg aanugod pue [emydoorod uo sono Jo spapyg  Jursseoold Jo (99T ssadoxd jo adAL Surond jo uonoung

suonejuasardoy drureuk(q pue dNelS Ul $9ss9001J dANIUT0)) pue [emdod1od uo S MOy, pue Suron) Jo suonodung dY) Jo ATeurnung | d[qeL

pringer

A's



Educ Psychol Rev (2009) 21:113-140 121

identifying the individual elements and combining them into a coherent structure are
essential aspects of the comprehension process. Representing the organizational structure of
a text, for example, requires learners to identify individual topics, topic shifts, and
determine how topics are related (Lorch et al. 1985). Indeed, according to Gernsbacher’s
structure-building framework (Gernsbacher et al. 1989, 1990), at the end of a section
learners may engage in processing to integrate a new topic with previous related topics in
the text, or treat the new topic as independent of previous text content. Consequently, at
each transition between topics, the overall organizational structure will be updated (Lorch et
al. 1985). However, discerning the topic structure from text passages often fails if learners
are not adequately supported with cues that emphasize the text’s global topic structure
(Loman and Mayer 1983; Lorch and Lorch 1995; Rickards et al. 1997). Therefore, a second
function of cueing is to emphasize the organization of instructions to help learners to
accurately represent the structure of the presented information.

A variety of cueing techniques, such as outlines and headings, is available to assist
learners in identifying the main topics of texts and their organization. There is abundant
evidence that organizational cues facilitate text processing, as demonstrated by studies
reporting shorter reading times for topic-introducing sentences when an outline of the
topical structure of a text is provided or when the topic shifts are cued by the preceding text
(Lorch et al. 1985, 1987). In addition, organizational cues improve the retention for text
topics and their organization (Loman and Mayer 1983; Lorch and Lorch 1985, 1995, 1996;
Lorch et al. 1993; Meyer et al. 1980), although this may occur at the cost of remembering
deemphasized content (Mayer et al. 1984). Specifically, cues that emphasize the topic
structure alter the organization of text in memory, without necessarily influencing the
amount of content recalled. That is, the organization of content in recall closely resembles
the structure of the text (Lorch and Lorch 1985, 1995, 1996; Lorch et al. 1993). However,
organizational cues are only effective in altering the organization of content in memory if
the instructions are complex and do not involve a well-defined structure or contain many
topics (Lorch 1989; Lorch and Lorch 1996; Meyer 1975).

Despite a large amount of studies investigating the effects of organizational cues on text
processing, very little research has examined the organizational function of cueing in
visualizations. Visualizations may effectively represent the structure of non-moving
phenomena by showing an object’s (sub)parts and their spatial relations (Tversky et al.
2002). Graph comprehension research indicates that, depending on how information is
structured and hence what information is emphasized in a graph’s perceptual organization,
different elements are extracted for constructing a mental representation (Shah et al. 1999).
Therefore, Shah ef al. (1999) argued that representing graphical information in a way that
makes important information (i.e., trends, associations) more salient and requires less
mental computations facilitates comprehension in terms of retention and transfer
performance. However, the organizational structure may be difficult to depict accurately
in a static visualization when temporal dimensions are involved such as when depicting a
complex dynamic system (e.g., cardiovascular system). For example, the “exploded
diagrams” that show the components of a complex dynamic system slightly separated from
their original location, often fail to provide a good overview of the sequence of assembly.
Therefore, in their analysis of the characteristics of what constitutes good graphics, Tversky
et al. (2008) concluded that to accurately identify the structure of dynamic events in static
visualizations cueing devices such as numbers and arrows representing a sequence need to
be included. Despite many examples of organizational cueing in static visualizations, the
effectiveness of organizational cues on learning from static visualizations involving a
temporal dimension has yet to be investigated systematically.
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In short, research on the effects of cueing the organizational aspects of texts or
illustrations shows that cues may facilitate the identification and the subsequent
representation of the material’s structural organization and improve retention performance.
It should be noted, however, that most of this evidence is based on text-processing research.

Integrating elements within and between representations into a functional model

For learners to build a coherent and integrated representation of the content of instructions,
it is insufficient to merely attend to key elements and the structural features of the
instruction (with or without the help of cues). Rather, several important processes such as
making causal inferences and being aware of temporal dimensions of information are
central to building a coherent and integrated functional representation (e.g., Kieras and
Bovair 1984). Because these cognitive processes are deeply constructive activities, they
require considerable cognitive capacity and will only contribute to learning if the total
cognitive resources are not exceeded.

It is important to make a distinction between cueing relevant concepts and the content’s
structural organization (Meyer 1975), and cueing the (causal) relations between concepts
(Mayer et al. 1984). Whereas organizational cues operate at a global level to point out the
main topics of instruction, relational cues that indicate connections between related
elements and are intended to foster the integration of these elements operate at a more local
level. Thus, the third function of cueing is to construct an integrated mental representation
by guiding the process of attending to complex relations between elements. This function
can be divided into two categories: (1) cueing to emphasize the relation between two
elements within a single representation (e.g., text or picture) and (2) cueing to draw
attention to connected elements in different representations (e.g., text and picture).

Relating elements in a single representation

It is common in expository texts or complex illustrations that elements having a relation with
respect to content or function may be difficult to find and link because they are widely separated
across the content (Lowe 1989). Without any guidance emphasizing the important relations,
learners may fail to integrate all information into a coherent representation because searching
for related elements and trying to relate them may impose a high cognitive load. In fact, there
is substantial evidence that using cues explicating the relations between elements in an
expository text, such as cross-referencing words or phrases (e.g., “Recall our earlier discussion
of...”), helps to process the content more slowly and improves memory for cued content
(Glover et al. 1988). In addition, emphasizing the causal links in a description of a causal
system with relational cues (e.g., “because of this...”) fosters the integration of information as
indexed by improvements on transfer tasks (Loman and Mayer 1983; Mayer et al. 1984;
Mautone and Mayer 2001). However, cueing does not always result in an integrated
representation. For example, Harp and Mayer (1998) did not find beneficial effects of
relational cueing sentences (e.g., “Each of the steps are related, in that one step causes the next
to occur”) on transfer using a well-structured text with simple relations. This suggests that
cueing improves the integration process only if the content is ill-defined and relatively
complex. In short, cueing the relations between concepts in a single representation when they
are—perceptually—Iless clear or not easily found may facilitate schema construction processes.

Furthermore, sometimes, particularly in visualizations, information can only be depicted
indirectly and therefore has to be inferred like information about function, the sequence of
operations and their causal outcomes in visualizations (Tversky 2001).
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Previous research has shown that the process of inferring dynamic information from
static pictures imposes a high extraneous load on the learner and causes errors (Hegarty
1992). Therefore, graphical cues such as arrows and lines are often suggested to explicate
causal relations that are unclear or too implicit in the presentation (Tversky et al. 2000,
2008). It is important to note that while similar graphical cues may be used for guiding
attention to specific information, their purpose as a relational cue is to make a sequential or
temporal relation more explicit instead of merely emphasizing a single location.

The few studies that have empirically investigated cues to explicate relations provide
evidence that enriching a static illustration with graphical cues (i.e., arrows) cause learners
to interpret the illustration functionally, as reflected by increased reports of functional
inferences and use of verbs of motion and cause in their descriptions of the depicted content
and improved understanding of the content (Heiser and Tversky 2002, 2006; Schneider and
Boucheix, submitted for publication). Similarly, verbal cueing (e.g., “With the help of the
green dot imagine the direction in which gear A turns”, see Boucheix and Guignard 2005)
focuses attention and encourages learners to infer information and improves the retention
and comprehension of a system’s operation (Boucheix 2008; Boucheix and Guignard
2005). This is especially true for learners with low spatial abilities (Schneider and
Boucheix, submitted for publication). Nevertheless, such cues do not necessarily result in
extracting the causal inferences that underlie functional relations (Mautone and Mayer
2007). In short, the majority of empirical evidence shows that functional relation cues that
make implicit information (i.e., causal relations) within representations more explicit may
improve learning.

Relating elements between representations

Another way of emphasizing relations concerns making learners aware of the relations
between elements that are spatially distributed over different representations, such as in an
illustrated text. When graphical information is accompanied by verbal explanations (written
or spoken), learners must search through the graphical representation to establish links
between elements in the verbal and graphical representations and mentally integrate the two
representations to form an accurate mental model (Johnson-Laird 1983). Many interacting
elements of information are involved in such search and tracing tasks, which may interfere
with learning-related activities. Cognitive load theory suggests that learning may be
facilitated by physically integrating the two sources of information to reduce the need for
mental integration (Chandler and Sweller 1991) or by presenting information in different
modalities, that is, the combined use of visual and auditory channels (see Ginns 2005 for a
review on the modality effect). Nevertheless, in complex tasks involving many information
elements, learners still may be unable to find the visual referents and establish a link
between corresponding elements in the verbal and nonverbal representations. Here, the
function of cueing is to explicate such links in order to help learners in building an
integrated mental representation.

Several different cueing techniques for pointing out crucial connections between
representations in various studies, like flashing to connect related elements (Craig et al.
2002; Jeung et al. 1997), giving related elements the same color (Kalyuga ez al. 1999), and
orienting cues (i.e., gestures, gaze) as guides to related elements (Lusk and Atkinson 2007),
showed that cueing improves the retention for cued content and facilitates the application of
learned information as reflected in better performances on problem-solving transfer tasks or
reduced problem-solving time. However, the positive effects of relational cues on transfer
performance are not always found (Jamet e al. 2008; Tabbers et al. 2004), suggesting that
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the effects of cueing on deep comprehension (i.e., transfer) are less consistent. This is
consistent with the findings of Mautone and Mayer (2007) who demonstrated that using
color coding and arrows to relate text and illustrations in order to improve graph
comprehension only enhanced the number of relational statements but not of causal
relations. In addition, cueing only improves retention and transfer performance if the
visualization is very complex and cannot be understood without cues that guide learners’
processing (Jeung et al. 1997).

Furthermore, research on cueing in hypermedia also demonstrates that relational cues,
such as connecting lines and textual hyperlinks, are effective strategies for drawing the
learners’ attention to specific parts of a visual representation and to relate them to the
corresponding textual information (Huk and Steinke 2007; Seufert and Briinken 2006). This
indicates that the effects of relational cues on learning are not restricted to instructions that
are presented in an easy to follow step-by-step fashion.

In short, the empirical findings provide support that several types of cueing that establish
a relation between corresponding elements in different representations improve retention
performance. However, the inconsistent results concerning transfer of learning suggest that
emphasizing the relation between elements may not necessarily result in a more coherent
and integrated representation. In addition, instructional materials seem to require a
considerable level of complexity for cueing to be effective.

In conclusion, at least three distinct functions of cueing have been identified, which are
supported by prior research on the effects of cues on learning from static instruction. Cues
can be effective means for (1) guiding attention to specific locations, (2) organizing
information, and (3) integrating individual elements into a coherent representation.
Importantly, different types of cues may serve multiple or related functions. Specifically,
organizational cues may emphasize several aspects of structure. Moreover, cues may have
different functions depending on the medium in which they are used. For example,
emphasizing information with color variations may be done in text to stress the importance
of that part of the content, whereas in multimedia learning it may be used for making
learners aware of connected concepts. Nevertheless, other classifications might be possible,
for example, by categorizing cueing based on cognitive outcomes rather than on function.
In the next section, the functional framework of cueing will be used as a frame of reference
in our discussion of the studies that have applied cueing to learning from animations.

Cueing in Animations

Several researchers have argued that learning from animations may be enhanced if learners’
attention is guided to essential information in an animation (Bétrancourt 2005; Mayer and
Moreno 2003; Lowe 1999). For example, Bétrancourt (2005) proposes the “attention
guidance principle”, stating that for information extraction to be effective, cueing should be
used to guide the learners’ attention to important components of an animation. However,
the use of cueing in animations has for the most part been based on intuitive
recommendations that cues will facilitate the learning process and are often not considered
as the main variable in the analyses. Nevertheless, very recently, several studies have
systematically examined the instructional value of adding one or several cues to an
animation. Table 2 provides an overview of the studies on cueing in animations and
summarizes their characteristics and main findings.

The studies presented here used cueing to serve at least one of the functions that we
described earlier in our framework of cueing. To avoid a redundant presentation of the
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studies that have investigated multiple types of cues in a single study or have studied one
type of cue to achieve multiple functions simultaneously, our discussion of the effects of
cueing in animations is not structured according to the three functions of cueing specified in
our functional framework. Instead, we first describe the studies in which cueing facilitated
learning followed by the studies in which cues were not beneficial for learning. The
framework is used to identify the type(s) of cueing and the function(s) that cueing was
intended to fulfill in each study.

Instructional cues that improve learners’ understanding

Some studies reported a positive influence of cues on learning and memory performance. In
an influential study, Mautone and Mayer (2001) investigated whether cueing a system-
paced multimedia lesson of the principles of how airplanes achieve lift fosters the
construction of a coherent and integrated schema. Cueing was done by varying the tone and
pitch of key words or phrases in the narration and/or different types of visual graphical
cues, including colored arrows, icons, color coding, and color contrast. Verbal cueing and
the colored arrows had the function of guiding learners’ attention to essential information,
whereas icons were used to emphasize the organization of the instruction. To support the
integration process such as inferring causal mechanisms, color coding was used to relate
elements between representations and color contrasts were used to relate elements within
representations. Results revealed that verbal cueing had a strong beneficial effect on
problem-solving transfer, whereas highlighting the components and their relations with
visual cues in the animation proved to be ineffective. A plausible explanation for the latter
finding that is in line with our framework of cueing might be that the animation itself
contained simple elements and relations and had a well-defined structure. That is, the
animation was not complex enough to require the extra guidance of the visual cues.

Further, Boucheix and Guignard (2005) studied different types of cueing simultaneously
in learning the operation of gears in younger adults. Both visual (i.e., color) and verbal (i.e.,
text sentence) cues were used to facilitate learners’ processing of the animation. Whereas
the use of color had the function of guiding attention to essential information, the verbal
cues served the function of making (temporal) relations within a representation more
explicit. Positive effects of cueing were found on immediate comprehension and delayed
retention, especially if learners themselves could control the presentation (see also
Boucheix 2008). However, it is not clear from this study which type of cueing or what
function of cueing has led to these results as no attempt was made to analyze their effects
separately. For example, it seems that the verbal cues not only directed attention but also
increased learners’ engagement in cognitively processing the animation.

In addition to studies that have found the beneficial effects of verbal cues or verbal and
visual cues together, there is evidence that visual cueing alone can also improve the
understanding of animations. In a study evaluating students’ ability to learn the functioning
of enzyme synthesis from a narrated animation, Huk ez al. (2003) examined the added value
of non-verbal cues. They used color, arrows, and visualized technical terms to serve two
functions of cueing. The function of the arrows and the coloring of relevant objects was
guiding attention to essential information in the animation. The function of visualizing
technical terms was relating elements between representations (i.e., animation and
accompanying narration). The results showed that cueing resulted in a better learning
performance. Nevertheless, it may be argued that cueing not only related elements from the
narration to the corresponding elements in the animation, but also added additional
information by displaying multiple technical terms visually that could have served as labels
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that facilitated cognitive processing over and above emphasizing key information (cf.
Mayer 1989). Moreover, the extra information provides information on a deep semantic
level and thus cannot be considered a simple visual cue to guide attention.

More convincing evidence for the hypothesis that learning from complex animations can
be enhanced by a simple visual cue comes from a study by De Koning et al. (2007). In their
study, learners were required to study a non-narrated complex animation illustrating the
dynamics of the main processes of the cardiovascular system. One group studied the
animation with a visual color contrast cue highlighting one specific process (i.e., the valves
system), whereas another group studied the animation without visual cues. The function of
the visual color contrast was guiding attention to essential information in the animation. It
was found that emphasizing particular content significantly improved comprehension and
transfer performance on both the content that was cued as well as on the content that was
uncued. No differences were found in the amount of cognitive load, but given the higher
learning performances in the cued condition, it was argued that visual cueing leads to a
more effective use of WM resources. Together with the study of Mautone and Mayer
(2001), this study seems to suggest that the effectiveness of visual cues is dependent on the
complexity of the instructional animation and only improves learning if learners need cues
to assist them in constructing a coherent representation. This would be in line with the study
of Jeung et al. (1997) that has demonstrated that the degree of visual complexity of
instruction seems to be a crucial factor for the effectiveness of cueing.

The empirical findings discussed above suggest that deviating from the realistic
depiction by manipulating the visuospatial characteristics (e.g., color, luminance) of a
complex animation may foster processing and understanding (cf. Dwyer 1978). In addition,
Fischer et al. (2008) have argued that also temporal properties (e.g., velocity) of an
animation may have visuospatial effects and therefore may be used as cues to (re)direct
learners’ attention to relevant parts. Changing an animation’s speed may influence the
relative perceptual salience of the elements in a dynamic display (i.e., dynamic contrast,
Schnotz and Lowe 2008), which may effectively influence what information is extracted
from the animation for further processing. To investigate whether various presentation
speeds emphasize different elements, they set up a study in which learners studied an
animation that showed the workings of a pendulum clock at normal presentation speed or at
a highly increased presentation speed. The cue (i.e., playing speed) thus had the function of
guiding attention to essential information. Results revealed that parts of the clock that are
functionally relevant but perceptually less conspicuous in the normal speed version were
mentioned significantly more often in the fast version. Moreover, participants in the fast
version also included more correct concepts about these parts in their written descriptions.
These results provide evidence that temporal manipulation of an animation’s presentation
speed may increase attention to specific elements and thereby facilitate understanding.

In a related study, Fischer and Schwan (2008; also see Fischer 2008) investigated
whether manipulating the speed of the animation (i.e., dynamic cueing) and arrow cues
were equally effective at directing attention in an animation. Although the function of both
types of cueing was guiding attention to essential information, they differed in how
attention was directed (dynamic contrast vs. visuospatial contrast, Lowe and Boucheix
2007). Results demonstrated that altering the playing rate of the animation was a
significantly more effective cue for making certain aspects of the animation more salient
and directing attention towards those elements than having learners study the animation
with locally focused arrow cues. It thus seems that varying temporal properties of
animations to serve as cues is more effective for directing attention and improving learning
than adding visual cues such as arrows to the display.
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A study by Lowe and Boucheix (2007) provides further support for the notion that dynamic
cueing may improve learning. In their study, they examined a form of “continuous cueing” by
presenting learners an animation of a piano mechanism with a dynamic spreading color cue.
The visual colored path continuously provided a close temporal and visuospatial resemblance
to relevant information and occurred synchronous with the visualization of the main causal
chains. Cueing improved understanding of the kinematics and functional model of the piano
mechanism, suggesting that the spreading color cue effectively enhanced cognitive
processing. Lowe and Boucheix (2007) argued that the continuous cue produced an altered
viewing pattern, that is, it introduced a new way of looking, which may have stimulated learners
to cognitively process the content more deeply. Eye movement data, collected in the study
phase, support this conclusion. The success of this type of cueing may lie in the fact that it
served not only the function of guiding attention to essential information but also functioned to
relate elements within a representation (i.e., it made temporal relations more explicit), which
may have increased cognitive engagement and subsequent understanding of the animation.

In short, several studies have demonstrated that verbal and/or visual cues as well as cues
that manipulate an animation’s temporal properties may improve comprehension and
transfer performance, indicating that cueing may be effectively used to improve learning
from animations.

Instructional cues that fail to facilitate learning

Despite the generally positive findings of the cueing studies in animations we have discussed
so far, an increasing amount of evidence demonstrates that visual cueing does not necessarily
improve learning. Within this work, research has explicitly, but not exclusively, focused on
the effects graphical cues have on the comprehension of a visual-only animation without text.

In a study comparing two groups of students that studied a user-controllable animation
showing the steps in a flushing cistern mechanism with or without arrows to guide attention
to essential information and arrows to emphasize causal relations between components or
inferences, Kriz and Hegarty (2007) found no evidence of the benefit of cueing on
comprehension. To investigate why visual cueing did not produce the expected learning
benefits, Kriz and Hegarty (2007) set up an eye-tracking experiment to test whether the
arrow cues captured attention and caused learners to look at the cued information.
Interestingly, results revealed that the arrow cues directed more attention to relevant
information, but this did again not result in a better understanding of the information
presented in the animation than studying an animation without visual cues (see also
Schneider and Boucheix, submitted for publication).

In a related study, De Koning et al. (2009) also tried to identify the underlying
mechanism of attention cueing. In their study, eye tracking and verbal reporting techniques
were used to unravel the perceptual and cognitive processes involved in learning from an
animation of the cardiovascular system in which none, one, or all of its subsystems were
successively cued using a spotlight cue (i.e., luminance contrast). The function of the
spotlight cues was guiding attention to essential information. Results paralleled those of
Kriz and Hegarty (2007). Thus, both studies suggest that visual cues effectively capture
attention, but do not necessarily improve understanding of the content. This pattern of
findings may be particularly true for learners with low spatial abilities (Schneider and
Boucheix, submitted for publication). A critical requirement for cueing to be effective is
that the cues are designed to facilitate rather than to interfere with the processing of an
animation. In fact, an improper use of cueing might be ineffective and even increase cognitive
load on the learner. This was demonstrated in a study by Moreno (2007), in which prospective
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teachers studied effective teaching skills with or without visual cues. In the cueing condition,
the critical teaching skills that were visualized in the animation were highlighted in a bright
red color on a step laddered list containing the labels for each skill. Cueing the labels
accompanying the skills when they were illustrated in the animation had the function of
guiding attention to essential information and relating connected elements between
representations. Results showed that the cues did not improve learning performance. Moreno
(2007) argued that cueing may have forced learners to spatially split their visual attention
between the animation and the highlighted labels that were presented side-by-side, and
therefore may have interfered with the learning process. Moreover, this study indicates that
the effects of highlighting multiple elements simultaneously without a specific order may
hinder learning. Visually highlighting to relate skills and labels to try to control cognitive load
may have activated another cause of extraneous load (i.e., splitting one’s attention between
different representations), which is indicative of the magnitude of the cueing effect and the
sensitivity of cueing to individual design features (Ayres and Paas 2007b).

Similarly, Large et al. (1998) studied the effects of cueing in an animation of the
cardiovascular system by using text captions (e.g., “This animation shows the flow of blood
through the RIGHT side of the heart”). The captions were fragments of the textual
description that were added to the animation and thus did not provide new information.
Specifically, the functions of the captions were directing attention to essential information
in the animation and relating elements between representations by placing captions in the
animation to establish a link between specific parts of the animation and the accompanying
textual description. Adding captions to the animation did not improve learners’
understanding of the system, especially for complex content. The authors believed that
this lack of effect may be due to the labels that were included in the animation. As labels
are known to improve memory performance themselves (Mayer 1989), they may have
made the captions redundant, which consequently added little to understanding the content.
Hence, the characteristics of an animation and cueing influence each other and should be
properly aligned to optimize the effectiveness of cueing in animations.

Furthermore, Van Oostendorp and Beijersbergen (2007) studied the effects of cueing by
highlighting a part of the animation and simultaneously placing a dot before the sentence
referring to that part of the animation. The functions of the cues were guiding attention to
essential information in the animation and relating elements between representations.
Results revealed that the cueing condition did not perform better than the no-cueing
condition. A reason for this might be that in contrast to the color coding relating specific
words and small pictorial elements used by Kalyuga et al. (1999), cueing in the Van
Oostendorp and Beijersbergen study did not relate specific concepts in the text with the
corresponding elements in the visualization. This suggests that cueing might not have been
specific enough to facilitate processing in this study.

In summary, an increasing number of studies demonstrate that cueing in animations does
not facilitate cognitive processes that foster deep understanding such as making causal
inferences and forming an integrated representation. If any cueing effects are observed, they
tend to be restricted to enhancing lower-level processes, such as identifying, selecting, and
extracting information.

Discussion

This article examined the transferability of cueing methods that have proven to be
successful for facilitating the processing of text and/or static visualizations to processing
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instructional animations. The main finding of our analysis of the effectiveness of cueing in
animations is that the evidence is mixed. Table 1 summarizes the main perceptual and
cognitive effects of cueing on learning from dynamic and static representations. It is important
to note that studies on cueing in animations have investigated some functions of cueing more
extensively (e.g., attention-directing function) than others (e.g., organizing function) and did
not always provide straightforward interpretations of the effects of the functions of cueing.
Regarding the function of focusing attention, the findings indicate that cues that highlight
specific locations can be effectively used to guide the process of selecting relevant information
in animations, but do not necessarily help learners to infer crucial causal relations. Furthermore,
cues that emphasize the relations between elements within and/or between representations to
enhance their integration have mainly shown no benefits for learning from animations.
However, some studies did show better learning with relational cues, but were unable to solely
ascribe the improved learning to the relational cues. Moreover, organizational cues that
highlight an animation’s structure have also not yet proven to be successful. Overall, the
conclusions regarding the effectiveness of the different functions of cueing in animations are
disappointing and less clear than in learning from text and static graphics.

There are several arguments as to why cueing approaches that have proven to be
successful in learning from static representations do not seem to improve learning in
animations: (1) cues as they have been used until now, do not have their potential fully
exploited yet, (2) cues guiding learners’ attention to specific screen locations are overridden
by attention-catching elements in an animation, and (3) learners do not perceive cues as
relevant for learning.

Cues do not have their potential fully exploited

An interesting observation is that many studies examining cueing in animations did not
identify the unique function of each cue and showed a large diversity in design
considerations (e.g., narration or not, pacing or not). Specifically, using cues with multiple
functions such as in the Kriz and Hegarty (2007) study might confuse learners and hinder
learning. Moreover, not every cue engaged learners in meaningful learning activities like in
the Moreno (2007) study, in which the effectiveness of relational cueing may have been
reduced because cues required processing that did not seem to be relevant. Also, several
studies have used cues that lack specificity (e.g., Van Oostendorp and Beijersbergen 2007).
However, even effectively designed cues that guide learners’ attention to specific parts do
not guarantee enhanced understanding. Rather, the studies of Kriz and Hegarty (2007) and
De Koning et al. (2009) suggest that not only the time spent on task-relevant information
but also what constructive activities (e.g., generating inferences) are employed within that
period of time determine whether learners will reach a thorough understanding. Thus,
cueing seems very helpful for guiding attention to specific parts of an animation but it is not
sufficient for building a good conceptual understanding from an animation.

In sum, at this point in time, the majority of studies did not use cues in a very well
thought-out way, which does not allow us to draw any generalizable conclusions yet. Future
studies that use the functional framework will have to reflect the full potential of cueing to
improve learning from animations.

The dynamics of an animation override attention cueing to specific screen locations

An alternative explanation for the ineffectiveness of cueing in building an integrated mental
model concerns the powerful effect that dynamic characteristics of animations may have on
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the distribution of attention. Elements of an animation that stand out against the rest of the
display due to their movements (i.e., dynamic contrast) are likely to attract attention (cf.
Hillstrom and Yantis 1994). Consequently, the dynamic capture of attention may
outcompete visual cues that direct attention to discrete parts of information and individual
locations. In fact, Fischer and Schwan (2008) have provided preliminary support for the
assumption that in animations a dynamic contrast due to movements is more effective for
capturing attention than a visuospatial contrast. However, the overriding effect of dynamic
contrast of animated elements may be overcome by using dynamic cues that make an
animation’s temporal information such as sequential relations more explicit, but this was
only explored in one study (Lowe and Boucheix 2007).

In short, the dynamic contrast created by moving elements of an animation may be more
apt at capturing attention than the non-dynamic cueing methods that have been applied to
animations and thus may reduce the effectiveness of cueing. Therefore, exploring more
dynamic attention guiding mechanisms may be more fruitful (Fischer 2008).

Learners do not perceive cues as relevant for learning

In animations, learners can directly perceive temporal changes, whereas understanding the
same content from static representations requires a process of internal animation (Hegarty et
al. 2003). Therefore, learners may be much more cognitively engaged in learning from
static representations of dynamic systems than from animations. Asking learners to study
and to try to comprehend an animation may be a task that lacks specificity. Therefore,
learners often do not know what is expected from them in terms of how thorough they have
to study the animation in order to be able to answer the test items and may reduce their
efforts to actively process the presented information thereby reducing the possibility of
benefiting from cues. Moreover, the fact that cues indicating relevant information and
relations are not used as hints to engage in deep learning activities suggests that it may be
needed to clarify what cues are presented in animations, how they are intended to facilitate
learning, and to instruct learners how to use cues effectively.

In short, although cues may have the purpose of facilitating the organization or
integration of information in animations, learners may not use the cues as such due to the
learning task being ill-defined.

In conclusion, several factors such as the uncritical application of cueing methods from
static instruction to animations, the dynamic character of animations, and the lack of
learners’ engagement with cues have been discussed as possible reasons for failures to find
enhanced learning from cued animations compared with uncued animations. Therefore, it
might be suggested that so far the effects of cueing in animations are not studied adequately
and might only provide an underestimation of the instructional potential of cues to improve
learning from animations.

Implications and Future Research

At present, it is yet rather unclear under which circumstances cueing in animations will be
effective. Therefore, systematically studying the instructional value of the different
functions and types of cueing in animations is essential for a better understanding of
cueing. In the following, the framework of cueing is used to set out several possible
avenues for future research. In addition, guidelines for the instructional design of cueing in
animations are derived from the framework that can be tested in further research.
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Guiding attention to essential information

The majority of studies discussed in our analysis have tried to focus learners’ attention on
specific parts of animations using specific types of visuospatial contrasts. However, for a
principled understanding of the effect of cues on guiding attention to essential information
more systematic research is needed. For example, it might be studied whether certain types
of cues may be more effective than others like enlarging relevant features (i.e., zooming in)
or arrow cues. Moreover, it might also be valuable to investigate and refine forms of cueing
using a dynamic contrast such as (dis)continuous temporal manipulation (Fischer et al.
2008). Furthermore, it might be interesting to study the manipulation of both visuospatial
and temporal aspects like slowing down an animation when highlighted relevant
information is encountered.

Another interesting approach would be to investigate attention cueing and simulta-
neously try to improve learners’ cognitive engagement by encouraging them to actively
process the animation using techniques that promote constructive processes such as self-
explaining (Roy and Chi 2005). Related to this, it may be worth examining whether giving
learners a clear goal or purpose when studying a cued animation may encourage them to
perceive the cue as relevant for accomplishing their task and consequently to process the
presented information in a more elaborated way.

Furthermore, the level of expertise may have a strong influence on the effectiveness of
cueing. According to the cognitive load theory, directing novices’ attention to essential
parts of animations compensates for a lack of cognitive schemata and frees up cognitive
resources for relevant learning activities. However, once learners are capable of discerning
relevant from irrelevant parts of animations, visual cues may provide redundant information
that cannot be ignored, and hence may cause unnecessary cognitive load that hinders
learning (within cognitive load theory referred to as the expertise reversal effect, Kalyuga et
al. 2003).

Emphasizing the organization of instruction

Animations usually contain multiple levels of dynamic information because events at the
macro level can be decomposed into smaller events at the micro level (Schnotz and Lowe
2008). However, not all levels of dynamic change are of equal importance for the learning
task and/or identifying the elements that constitute a group is difficult. For example,
someone who is interested in the precise locomotive pattern of reef fish will concentrate on
changes at the micro level whereas someone who is interested in the global changes in the
movement pattern of reef fish will focus on changes at the macro level. Organizational cues
may then be used to help learners in structuring the elements that belong together or
distinguishing those that are of relevance for the learners’ purpose. For example, the
elements that form a unity can be grouped by giving them the same color as an indication
that they belong together. Further, an animation’s playing speed may be used as a cue to
emphasize the level of change at which the organizational hierarchy is studied (Meyer et al.
2009). That is, at higher playing speeds, the macro information tends to be more salient,
whereas at lower playing speeds, the micro events become more noticeable. Therefore,
playing an animation multiple times at different playing speeds may reveal different levels
of the overall dynamic structure. This way the general structure of an animation is
emphasized and can be used for further processing such as building a dynamic mental
model at a more fine-grained level, that is, the elements that are part of this structure.
However, more research is needed to substantiate this claim.

@ Springer



134 Educ Psychol Rev (2009) 21:113-140

Integrating elements within and between representations

Several studies in our analysis suggest that visual cues relating corresponding elements
between and/or within representations may be ineffective if relational cues lack the
appropriate level of specificity and force learners to split their attention across different
elements in space to be able to benefit from the cues. Therefore, we propose to study
relational cueing more extensively based on a proper task analysis that takes these aspects
into account in order to determine whether cues relating elements within representations,
between representations, or the combination of both will result in better learning from
animations.

In addition, animations differ substantially from static representations in their depiction
of causal relations between elements that are distributed over time and the requirements to
extract these relations (i.e., “read off” vs. infer). Despite the many unsuccessful attempts to
facilitate the extraction of temporal and causal relations with cues such as arrows described
in our analysis, the Lowe and Boucheix (2007) study offers a concrete example of how an
animation’s implicit temporal relations may be made more explicit and can be readily
extracted by using a moving cue. More research is needed, however, to develop and test
similar and other (dynamic) cueing approaches that explicate the causal relations to be
learned in various content areas and with different types of animations. For example, it
could be investigated whether an animation of the cardiovascular system can be made more
effective if the blood flow is highlighted with a continuous spotlight cue showing its
trajectory. It is important to note that dynamic cues to foster the integration process may or
may not overlap with dynamic cueing approaches to redirect attention, depending on
whether the dynamic cues do or do not explicate spatiotemporal causal information.

Theoretical implications

Despite the recent studies that have investigated the utility of cues to improve learning from
animation, it is yet unclear which aspects of cueing are responsible for its success or failure.
Thus far, various theoretical frameworks have been used to explain the effects cues may
have on learning from animation, but cognitive accounts predominate. However, the effects
on attention of presenting change-related information in an animation and using visual
cueing to facilitate perceptual processing suggests that if we wish to explain how and under
what conditions cueing can help learning from animations, we need to broaden our
approach and extend current cognitive accounts of cueing to encompass perceptual
dimensions. For example, both Mayer’s cognitive theory of multimedia learning and
cognitive load theory provide insufficient understanding of the attentional and perceptual
processes of cueing, as assumptions and explanations of these dimensions are not specified.

The few studies that have tried to gain more insight into the crucial factor(s) or
underlying mechanism of attention cueing were unable to satisfactorily explain how cues
influence processing of an animation. For example, the findings of Kriz and Hegarty (2007)
and De Koning et al. (2009) that cues guide attention to crucial locations in the display,
provides no solid basis for explaining the cognitive effects of cueing on learning
performance. Further, a cognitive load explanation that assumes that studying an animation
with attention-directing cues imposes less visual search and extraneous load has yet to be
confirmed directly (De Koning et al. 2009). In short, the lack of a comprehensive theory
that encompasses all perceptual and cognitive aspects in learning from cued and uncued
animations does not allow researchers to fully explain the effects of visual cueing. Future
research should be aimed at integrating the predominantly cognitive accounts with current
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theories of visual cognition as a more appropriate framework for investigating how cueing
might work in processing animations.

Practical implications

The extent to which research on the effects of cueing in animations produces general
principles or practical guidelines is limited due to the fact that relatively little studies have
examined cueing in animations and the findings have been mixed. However, some
preliminary guidelines emerge from our analysis:

1. Guiding learners’ attention to specific locations in the display with attention-directing
cues does not guarantee that learners infer essential causal relations. Therefore, other
methods that induce cognitive activity need to accompany attention-directing cues to
improve learning from animations.

2. Although several studies have failed to find support for the use of visual cues such as
arrows in animations, the recent findings by Lowe and Boucheix (2007) suggest that
colorization of relevant features of an animation that occurs in temporal correspon-
dence to events in the animation might improve learner understanding of the material.
Thus, visual cues should guide attention both spatially and temporally.

3. Cues designed to facilitate a specific type of processing (e.g., selection, organization,
integration) may lose their potency if they are used in such a way that they impose
unnecessary processing activities. For example, adding arrow cues to static visual-
izations to indicate an element’s direction of motion may be beneficial, but in
animations, it may interfere with the learning process. Therefore, one should first
specify the function(s) of cueing and then design the cue(s) accordingly.

Research based on these guidelines can be expected to significantly improve our
understanding of the instructional potential of cueing in animations, and subsequently, to
promote the development of more refined theoretical approaches. In addition, the three
functions of cueing proposed in our functional framework may provide a useful distinction
for studying the individual and combined effects of cues on perceptual and cognitive
processing. In conclusion, in trying to make animations more effective with cues, it is
insufficient to simply apply successful cueing approaches from static representations, but
requires the development of cueing approaches that work in animations.

Open Access This article is distributed under the terms of the Creative Commons Attribution
Noncommercial License which permits any noncommercial use, distribution, and reproduction in any
medium, provided the original author(s) and source are credited.
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