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Abstract
This paper examines the current, lagged, and indirect effects of tropical cyclones on annual 
sectoral growth worldwide. The main explanatory variable is a new damage measure for 
local tropical cyclone intensity based on meteorological data weighted for individual sec-
toral exposure, which is included in a panel analysis for a maximum of 205 countries over 
the 1970–2015 period. I find a significantly negative influence of tropical cyclones on two 
sector aggregates including agriculture, as well as trade and tourism. In subsequent years, 
tropical cyclones negatively affect the majority of all sectors. However, the Input–Out-
put analysis shows that production processes are sticky and indirect economic effects are 
limited.

Keywords Natural disasters · Climate impact analysis · Sectoral GDP growth · Tropical 
cyclones · Input–output analysis

JEL Classification Q54 · Q56 · O44 · O11

1 Introduction

Tropical cyclones can have devastating economic consequences. Globally they are among 
the most destructive natural hazards. From 1980 to 2018 tropical cyclones were responsi-
ble for nearly half of all natural disaster losses worldwide, with damage amounting to an 
aggregate of USD 2111 billion (Munich Re 2018). Driven by climate change, at least in 
some ocean basins (Elsner et al. 2008; Mendelsohn et al. 2012), and the higher exposure 
of people in large urban agglomerations near oceans (World Bank 2010), the overall dam-
age and the number of people affected by tropical cyclones have been increasing since the 
1970s (Guha-Sapir and CRED 2020). Thus, tropical cyclones are and will continue to be a 
serious threat to the life and assets of a large number of people worldwide.

In order to design effective mitigation and adaptation disaster policies to this threat, it is 
important to understand the economic impact of natural disasters. Economic sectors most 
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vulnerable to direct capital destruction of tropical cyclones must be identified. However, 
time-delayed effects must also be taken into account since some damage, such as supply-
chain interruptions or demand-sided impacts, will only be visible after a certain time lag 
(Kousky 2014; Botzen et al. 2019). Perhaps the most challenging task is to identify criti-
cal sectors that may be responsible for widespread spillover effects leading to substantial 
modifications in other sectors’ production input schemes. This study aims to better under-
stand the sectoral impacts of tropical cyclones by looking at the direct and indirect effects 
in a large data set covering 205 countries from 1970 to 2015. Additionally, a new damage 
measure is developed that considers the varying levels of exposure of different sectors.

From a theoretical perspective, a natural disaster can have both positive and negative 
effects. Direct negative impacts can result from the destruction of productive capital, infra-
structure, or buildings, and thereby can generate a negative income shock for the whole 
economy (Kousky 2014). Positive effects include, for instance, as a consequence of the 
destruction of capital, that the marginal productivity of capital increases, making it more 
attractive to invest in capital in the affected area (Klomp and Valckx 2014). Furthermore, 
a shortage in the labor force can lead to a wage increase, which can serve as an incentive 
for workers from other regions to migrate to the affected region, also leading to a posi-
tive effect (Hallegatte and Przyluski 2010). Given the different theoretical possibilities, it 
is not surprising that the empirically identified effects are rather ambiguous. They can best 
be summarized by three possible hypotheses: recovery to trend, build-back-better, and no 
recovery (Chhibber and Laajaj 2008).

The recovery to trend hypothesis characterizes a pattern where after a negative effect in 
the short run, the economy recovers to the previous growth path after some time. For exam-
ple, Miranda et al. (2020) provide evidence that after hurricane strikes in Central America, 
a short-term negative growth period (12 months) is compensated by a positive recovery in 
the second year. Possible mechanisms for this situation are, for example, additional capi-
tal flows—such as remittances from relatives living abroad (Yang 2008)—international aid 
(de Mel et al. 2012), insurance payments (Nguyen and Noy 2019), or government spending 
(Ouattara and Strobl 2013), which help the economy reach its pre-disaster income level. 
Other studies identify negative effects that are only significant in the short run but are 
insignificant in the long run (Strobl 2012; Bertinelli and Strobl 2013; Elliott et al. 2015).

The build-back-better hypothesis describes a situation where natural disasters first trig-
ger a downturn of the economy, which is then followed by a positive stimulus, leading to a 
higher growth path than in the pre-disaster period. This hypothesis is supported by empiri-
cal findings for a positive GDP growth effect for Latin American countries (Albala-Ber-
trand 1993), for high-income countries (Cuaresma et al. 2008), and for a cross-section of 
153 countries (Toya & Skidmore 2007). Additionally, Cole et al. (2019) find a build-back-
better effect for plants that survived the 1995 Kobe earthquake and Mohan et al. (2019) 
demonstrate that there exist a short-term productivity efficiency increase after damaging 
hurricanes in the Caribbean.

In contrast to this, the no recovery hypothesis states that natural disasters can lead to a 
permanent decrease of the income level without the prospect of reaching the pre-disaster 
growth path again.1 This could result from a situation where recovery measures are not 
effectively implemented or where various negative income effects accumulate over time 
(Hsiang and Jina 2014; Onuma et al. 2020). Additionally, it has been shown, that low- and 
middle-income countries seem to be more vulnerable to the negative impacts of natural 
1 This does not mean that there have to exist a permanent negative growth effect for every period after the 
disaster. It is possible that the economy exhibits positive growth rates after a first negative growth shock. 
However, these growth rates are simply not high enough to reach the pre-disaster growth path.
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disasters than high-income countries (Felbermayr and Gröschl 2014; Berlemann and Wen-
zel 2018).

This paper contributes to two strands of the literature. First, I add to the research area on 
the macroeconomic effects of disasters. Older empirical studies suffer to a large extent from 
endogeneity problems in their econometric analysis because their damage data are based 
on reports and insurance data, such as the Emergency Events Database (EM-DAT). Such 
data are positively correlated with GDP (Felbermayr and Gröschl 2014) and prone to meas-
urement errors (Kousky 2014). More recent studies have started to use physical data, such 
as observed wind speeds, to generate a more objective damage function for the impacts of 
tropical cyclones (e.g., Hsiang 2010; Strobl 2011; Felbermayr and Gröschl 2014; Bakkensen 
et al. 2018; Elliott et al. 2019). To address the varying economic exposure of affected areas, 
studies have used population (Strobl 2012), nightlight intensity (Heinen et  al. 2018) or 
exposed area (Hsiang and Jina 2014) to weight the respective physical intensities of tropical 
cyclones. However, an area weight has the disadvantage of including largely unpopulated 
areas, such as deserts, which are economically meaningless. In contrast, for the agricultural 
sector, it would be misleading to take a nighttime light or a population weight, since these 
areas have a rather low population density. Therefore, I propose a new damage measure that 
explicitly considers these different exposures. For the agricultural sector, I use the fraction 
of exposed agricultural land, while for the remaining sectors, I use the gridded population.

Furthermore, only a minority of studies explicitly investigate the disasters’ influences on 
sectoral economic development. For example, Loayza et al. (2012) investigate the effect of 
natural disasters on three sectors (agriculture, manufacturing, service) in a global sample for 
the period 1961–2005. Based on damage estimates from EM-DAT, the authors find a nega-
tive effect for the agricultural and a positive effect for the industrial sector. Based on physical 
intensity data, Hsiang (2010) analyzes the effect of hurricanes on seven sectoral aggregates 
in a regional study for 26 Caribbean countries. He finds a negative effect for the ISIC sec-
tors agriculture, hunting, forestry, and fishing (A&B), mining, and utilities (C&E), wholesale, 
retail trade, restaurants, and hotels (G–H), but a positive effect for the construction sector (F). 
Other studies analyze the disasters’ impact on single sectors, such as the agricultural (Blanc 
and Strobl 2016; Mohan 2017) or the manufacturing sector (Bulte et al. 2018).

In total, I extend this research area in three ways: First, I introduce a new objective dam-
age measure that allows for sector specific exposure of tropical cyclones. It is based on a 
physical wind model and thereby overcomes criticism of report-based damage data. Second, 
I use this new damage data to analyze all (exposed) countries (84) to tropical cyclones world-
wide, which allows me to obtain more generalizable results.2 Third, I conduct a thorough 
assessment of the long-term sectoral influences of tropical cyclones, as there is evidence, that 
long-term effects on total GDP exist (Felbermayr and Gröschl 2014; Hsiang and Jina 2014; 
Onuma et al. 2020). For sectoral GDP effects, however, no such evidence exists so far.

Second and most importantly, I contribute to the literature on Input–Output analy-
sis of natural disasters. While there exists a lot of theoretical work on the importance 
of cross-sectional linkages in consequence of a shock (see e.g., Dupor 1999; Horvath 
2000; Acemoglu et al. 2012), recent empirical studies focus on the shock propagation 
in production networks within the United States of America (Barrot & Sauvagnat 2016) 
or after single natural disasters, such as the 2011 earthquake in Japan (Boehm et  al. 
2019; Cole et al. 2019). These empirical studies all share that they use firm-level data to 

2 This is an improvement in comparison to Hsiang (2010) who only focuses on 26 Caribbean countries, 
which are highly exposed but only account for 11% of global GDP in 2015 (United Nations Statistical Divi-
sion 2015c).
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draw conclusions on upstream and downstream production disruptions. However, little 
is known about the empirical Input–Output effects across broader sectors after a natu-
ral disaster shock. In a single country study on floods in Germany, Sieg et  al. (2019) 
show that indirect impacts are nearly as high as direct impacts. For tropical cyclones, no 
empirical cross-country study on indirect effects exists so far. With this paper, I close 
this research gap by using an Input–Output panel data set to analyze potential secto-
ral interactions after the occurrence of a tropical cyclone. This allows me to analyze 
whether any key sectors exist that, if damaged, result in direct damage of other sectors.

The main causal identification stems from the exogenous nature of tropical cyclones, 
whose intensity and position are difficult to predict even 24 h before they strike (NHC 
2016). Based on a fine-gridded wind field model, I generate a new sector-specific dam-
age measure weighted by either agricultural land use or population data. This exogenous 
measure allows me to identify an immediate negative growth effect of tropical cyclones 
for two out of seven sectoral aggregates including agriculture, hunting, forestry, and fish-
ing and wholesale, retail trade, restaurants, and hotels. The largest negative impacts can 
be attributed to the annual growth in the agriculture, hunting, forestry, and fishing sector 
aggregate, where a standard deviation increase in tropical cyclone damage is associated 
with a decrease of 262 percentage points of the annual sectoral growth rate. This cor-
responds to a mean annual global loss of USD 16.7 billion (measured in constant 2005 
USD) for the sample average. In the years following a tropical cyclone, the majority of 
sectors experience negative growth effects. Within the agriculture, hunting, forestry, and 
fishing sectors, the negative effects become less pronounced with a zero effect being pre-
sent after four years, while the wholesale, retail trade, restaurants, and hotels sectoral 
aggregate experiences a persistent negative growth even after 20 years.

Based on the Input–Output analysis, there are only a small number of significant sectoral 
shifts. This suggests that the production chains of the economy are only slightly disrupted 
by tropical storms, and indirect impacts are thus negligible. Nevertheless, we can learn 
from this analysis the important role of those manufacturing sectors that are not directly 
affected. They are responsible for a demand shock in the mining and quarrying sectoral 
aggregate, leading to delayed negative growth effects being persistent over 10 years. At the 
same time, other sectors demand more from the manufacturing sectors, resulting in a zero 
aggregate negative effect for them. Additionally, within the agriculture, hunting, forestry, 
and fishing sectors, only the fishing sector experiences indirect negative effects. Moreover, 
for the vast majority of sectors, the indirect effects do not last longer than one year.

The remainder of this paper is structured as follows: Sect. 2 contains a description 
of the data source, introduces the construction of the tropical cyclone damage measure, 
and presents descriptive statistics. In Sect. 3, the empirical approach is described. Sec-
tion 4 presents the main results as well as robustness checks. Section 5 concludes with a 
discussion of the results and highlights policy implications.

2  Data

2.1  Tropical Cyclone Data

Tropical cyclones are large, cyclonically rotating wind systems that form over tropical or 
sub-tropical oceans and are mostly concentrated on months in summer or early autumn in 
both hemispheres (Korty 2013). Their destructiveness has three sources: damaging winds, 
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storm surges, and heavy rainfalls. The damaging winds are responsible for serious destruc-
tion of buildings and vegetation. In coastal areas, storm surges can lead to flooding, the 
destruction of infrastructures and buildings, the erosion of shorelines, and the salinization 
of the vegetation (Terry 2007; Le Cozannet et al. 2013). Torrential rainfall can cause seri-
ous in-land flooding, thereby augmenting the risk coming from storm surges (Terry 2007).

Since the commonly used report-based EM-DAT data set (Lazzaroni and van Bergeijk 
2014) has been criticized for measurement errors (Kousky 2014), endogeneity, and reverse 
causality problems (Felbermayr and Gröschl 2014), I use meteorological data on wind 
speeds to generate a proxy for the destructive power of tropical cyclones.3 This approach 
is in line with previous empirical studies (e.g., Hsiang 2010; Strobl 2011, 2012), but I 
advance this literature by generating a sector-specific damage function. I take advantage of 
the International Best Track Archive for Climate Stewardship (IBTrACS) provided by the 
National Oceanic and Atmospheric Administration (Knapp et al. 2010). It is a unification 
of all best track data on tropical cyclones collected by weather agencies worldwide. Best 
track data are a postseason reanalysis from different available data sources, including satel-
lites, ships, aviation, and surface measurements, that are used to describe the position and 
intensity of tropical cyclones (Kruk et al. 2010).4

To calculate a new aggregate and meaningful measure of tropical cyclone damage sepa-
rated by economic sectors on a country-year level, I make use of the CLIMADA model 
developed by Aznar-Siguan and Bresch (2019) at a resolution of 0.1◦.5 The model employs 
the well-established Holland (1980) analytical wind field model to calculate spatially vary-
ing wind speed intensities around each raw data observation track.6 The model is restricted 
to raw data wind speed intensities above 54 km/h and it interpolates the 6-h raw data obser-
vations from the IBTrACS data to hourly observations.7

Consequently, for each grid point g, a wind speed S is calculated depending on the max-
imum sustained wind speed (M), the forward speed (T), the distance (D) from the storm 
center, and the radius of the maximum wind (R)8:

(1)

Sg =

{
max(0, ((M − abs(T)) ∗

R

D

3

2 ∗ e
1−

R

D

3
2

) + T), if D < 10 ∗ R from center to outer core

0, if D > 10 ∗ R out of radius.

3 For example, Loayza et al. (2012) use data from EM-DAT as main input for their explanatory variables. 
They are, however, aware of data problems, such as incomplete reports, fluctuating quality of the reports, 
and correlation with GDP. Therefore, they take 5-year averages of the number of affected people normal-
ized by the total population as main explanatory variable. In comparison, in my analysis, I take meteorolog-
ical data as input which is exogenous to the political and economic situation, contains all existing tropical 
cyclones, and has no quality fluctuations.
4 Further details on the data on tropical cyclones can be found in Appendix A.1.
5 0.1◦ corresponds to approximately 10 km at the equator.
6 See the CLIMADA manual for furher details on the methods used https ://githu b.com/david nbres ch/clima 
da/blob/maste r/docs/clima da_manua l.pdf.
7 For the latitude and longitude the model takes a spline interpolation, whereas for intensity and time 
observations it uses a linear interpolation.
8 The radius of maximum wind (R, in km) is related to the latitude (L) of the respective raw data tropical 
cyclone position in the following way:

R =

⎧
⎪
⎨
⎪
⎩

30, if L ≦ 24◦

30 + 2.5 ∗ abs(L) − 24, if L > 24◦

75, if L > 42◦.

https://github.com/davidnbresch/climada/blob/master/docs/climada_manual.pdf
https://github.com/davidnbresch/climada/blob/master/docs/climada_manual.pdf
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As a result, I generate hourly wind fields for each of the 7814 tropical cyclones in my sam-
ple period (1970–2015).9 Figure 1 illustrates the resulting modeled wind fields for Hurri-
cane Ike in 2008 on its way to the U.S. coast. The individual colors represent different wind 
speed intensities. The wind speed drops with distance to the center of the hurricane and as 
soon as it makes landfall.

One major effort of this paper is to generate a new meaningful sectoral damage variable 
on a country-year level. In total, I use two different aggregation methods. First, I account 
for the economic exposure by weighting the maximum occurred wind speed per grid cell 
and year by the number of exposed people living in that grid cell relative to the total popu-
lation of the country. This is a well-established method (Strobl 2012; Heinen et al. 2018; 
Elliott et al. 2019). However, since agricultural areas are seldom highly populated, using a 
population-weighted damage function for the agricultural sectors would be biased. There-
fore, I propose a new spatial exposure weight for the agricultural sector, namely agricul-
tural land, which consists of the sum of land used for grazing and crops in km2 per grid 
cell. All weights are available in the HYDE 3.2 data set (Klein Goldewijk et al. 2017) at a 
spatial resolution of around 10 × 10 km.10 To avoid potential endogeneity concerns, I lag 
the respective weights by one period.

Figure  2 demonstrates why it is important to differentiate between exposed agricul-
ture and population. Panel (a) displays the percentage of agricultural land, whereas (b) 
shows the distribution of population in Australia in 2008. A damage function that takes 
into account only the exposed population would underestimate the damage caused to the 

Fig. 1  Wind field model for Hurricane Ike, 2008

9 Since the tropical cyclone data are available at global coverage since 1950, I will extend my database 
later for further specifications.
10 Before 2000, only decadal data are available. Hence, I interpolate the data to generate yearly observa-
tions.
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agricultural sector, given the large unpopulated but agriculturally used areas in the north 
and west of Australia.

It has been shown that the damage of tropical cyclones increases non-linearly with wind 
speed and occurs only above a certain threshold. I follow Emanuel (2011) by including 
the cube of wind speed above a cut-off wind speed of 92 km/h. Taking all considerations 
together, I calculate the following tropical cyclone damage for each country i and year t:

where wg,t−1 are the exposure weights, agricultural land, or population, in grid g in period 
t − 1 . The sum of these exposure weights wg,t−1 is divided by the total sum of the weights 
Wi,t−1 in country i in period t − 1 . This index is then multiplied by the cubed maximum 
wind speed S(max)3

g,t
 in grid g and year t as calculated by Eq. 1 but only for values above 

92 km/h.
There are two important points to note about this tropical cyclone damage variable. 

First, I only use the damage fraction due to maximum wind speed of tropical cyclones. 
Even though, I thereby omit potential rainfall and storm surge damage, it is a common 
simplification in the literature (Hsiang 2010; Strobl 2011; Strobl 2012; Elliott et al. 2019). 
However, to control for possible rainfall damage, I conduct a robustness test which includes 
a variable for precipitation (see Appendix Table 24 and and Figs. 26–32). For storm surge 
damage this is not possible, since there exists no global data set so far.

Second, only the maximum wind speed per grid cell and year is used for the calculation 
of the tropical cyclone damage. This means that if a grid cell of a country was exposed to 
two storms in one year, only the physically more intense storm is considered. In the sam-
ple used, 70% of all grid-points are hit once by a tropical cyclone per year, whereas 20% 
are hit twice and 10% more than twice. To allow for the possibility of multiple tropical 
cyclones per year and country, I conduct two robustness tests. In the first test, I introduce a 
variable which counts the yearly frequency of tropical cyclones above 92 km/h per country 
(see Appendix Table 40 and Figs. 26–32). In the second test, I take the mean wind speed 
cubed (S(mean)3

g,t
) above 92 km/h per grid and year to calculate the damagei,t (see Appen-

dix Table 41 and Figs. 26–32).

(2)Damagei,t =

∑
g∈i wg,t−1

Wi,t−1

∗
�

g∈i

S(max)3
g,t
�S(max)>92,

Fig. 2  Agricultural land and population count in Australia, 2008
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2.2  Sectoral GDP Data

The sectoral GDP data originates from the United Nations Statistical Division (UNSD) 
(United Nations Statistical Division 2015b). Sectoral GDP is defined as gross value added 
per sector aggregate and is collected for different economic activities following the Inter-
national Standard Industrial Classification (ISIC) revision number 3.1. Gross value added 
is defined by the UNSD as “the value of output less the value of intermediate consump-
tion” (United Nations Statistical Division 2015a). The variables are measured in constant 
2005 USD. The different economic activities are classified as follows with the respective 
ISIC codes given in parentheses: agriculture, hunting, forestry, and fishing (A&B); mining, 
and utilities (C&E); manufacturing (D); construction (F); wholesale, retail trade, restau-
rants, and hotels (G–H); transport, storage, and communication (I); other activities (J–P), 
which include, inter alia, the financial and government sector. Appendix A.3 provides a 
more detailed description of the composition of the individual ISIC categories. The data 
are collected every year for as many countries and regions as possible.11 The sample used 
in my analysis covers the 1970–2015 period and includes a maximum of 205 countries.12

2.3  Input–Output Data

To analyze potential sectoral shifts within the economy after a tropical cyclone, I take 
advantage of the Input–Output data of EORA26 (Lenzen et  al. 2012, 2013). It provides 
data on 26 homogeneous sectors for 189 countries from 1990 until 2015 and is the only 
Input–Output panel data set with (nearly) global coverage available. However, one disad-
vantage of the EORA26 data set is that parts of the data are estimated and not measured. 
On the other hand, EORA26 works continuously on quality check reports and compares its 
result to other Input–Output databases such as GTAP or WIOD.13

To be consistent with the remaining analysis, I aggregate the given 26 sectors to the 
previously used seven sectoral aggregates.14 For my analysis, I calculate the Input–Output 
coefficients by dividing the specific input of each sector by the total input of each sector 
given in the transaction matrix of the data:

The resulting Input–Output coefficients IOj,k range between 0 and 1 in year t. They indicate 
how much input from sector k is needed to produce one unit of output of sector j. Conse-
quently, the Input–Output coefficients give an idea of the structural interactions of sectors 

(3)IO
j,k

t =
Input

j,k

t

TotalInput
j

t

13 I decide not to use the WIOD database because its country sample is not very exposed to tropical 
cyclones. Additionally, the GTAP database is not freely available and only covers a few years.
14 I also explore the effects on the 26 individual sectors later in this paper.

11 If the official data of the countries or regions are not available, the UNSD consults additional data 
sources. The procedure is hierarchical and reaches from other official governmental publications over pub-
lications from other international organizations to the usage of data from commercial providers (United 
Nations Statistical Division 2015b).
12 The sample is larger than the maximum size of recognized sovereign states as it also includes quasi-
autonomous countries such as the Marshall Islands, if data are provided for them by the UNSD. Further-
more, one can argue that only countries exposed to tropical cyclones are relevant for this analysis; therefore, 
Table 36 provides a regression of the main result for exposed countries only.
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within an economy and hence help to disentangle the indirect effects of tropical cyclone 
damage.15

2.4  Further Control Data

As tropical cyclones are highly correlated with higher temperature and precipitation (Auff-
hammer et  al. 2013), I control for the mean temperature and precipitation of a country 
in further specifications. For both variables, I use the year-by-year variation calculated 
from the Climatic Research Unit (CRU) version 4.01, which is available at a resolution of 
approximately 50 km since 1901 (University of East Anglia Climatic Research Unit et al. 
2017). Together with further control variables, Table 2 in Appendix A.4 lists the exact defi-
nition of all variables used.

2.5  Descriptive Statistics

Figure 3 shows the country-year observations of the tropical cyclone damage variable for 
(a) exposed agricultural land and (b) exposed population. Country-year observations above 
two standard deviations are labeled with the respective ISO3 code. While the distribution 
reveals that on average, geographically smaller countries, such as Hong Kong, Dominica 
or Jamaica, have a higher damage, there exists a difference between both damage meas-
ures, even for the highly exposed countries. Moreover, extreme damaging tropical cyclones 
are relatively rare. A one standard deviation strong event has a probability of 8.9% among 
events above zero for agricultural damage and 8% for population damage.16

To demonstrate the average intersectoral connections within my sample, Fig. 4 displays 
the average Input–Output coefficients for all countries for all available years (1990–2015). 
The different colors represent different average coefficients, ranging from 0 (light purple) 
to 0.24 (dark purple). On average, the sector aggregates agriculture, hunting, forestry, and 
fishing (A&B) and mining and utilities (C&E) are only slightly dependent on other sec-
tors, while there is a stronger dependence for the remaining sectoral aggregates. The cross-
sectoral dependence is most pronounced for the manufacturing (D) and other activities 
(J–P) sectoral aggregates. This is not surprising since the manufacturing (D) sector needs 
a lot of input materials from other sectors (Sieg et al. 2019), and the sector other activities 
(J–P) comprises, among others, the financial sector. Tables 3 and 4 in Appendix A.5 show 
the main descriptive statistics for all variables used in this study.

15 I decide to only examine changes in the Input–Output coefficients and not at indirect costs because it 
almost needs no assumptions. Input–Output models that analyze indirect costs, such as the Inoperability 
Input-Ouptut model (Haimes and Jiang 2001) or the Ghosh model (Ghosh 1958), require many assumptions 
that tend to be problematic (Oosterhaven 2017).
16 The underlying calculations for these numbers are as follows: agricultural damage: 91/1027 = 0.0886, 
population damage: 82/1035 = 0.0801.
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3  Empirical Approach

3.1  Direct Effects

In order to examine tropical cyclones as exogenous weather shocks, I pursue a panel data 
approach with year and country fixed effects in a simple growth equation framework 
(Strobl 2012; Dell et al. 2014). The analysis is conducted on a country-year level. To iden-
tify the causal effects of tropical cyclone intensity on sectoral per capita growth, I use the 
following set of regression equations, which constitutes my main specifications:

where the dependent variable Growthj
i,t−1−>t

 is the annual value added per capita growth 
rate of sector j in country i. The main specification is estimated for each of the j(= 1, ..., 7) 
sector aggregates separately. Damagei,t is the derived damage function for country i at year 
t from Eq. 2. Consequently, � j is the coefficient of main interest in this specification. By 
calculating the annual sectoral GDP per capita growth rate, I lose the first year of observa-
tion of the panel. The sample period hence reduces to 1971–2015. In further specifica-
tions, I include additional control variables �i,t−1 to account for potential socioeconomic 
or climatic influences. Moreover, I include time fixed effects �t to account for time trends 
and other events common to all countries in the sample. The country fixed effects �i control 
for unobservable time-invariant country-specific effects, such as culture, institutional back-
ground, and geographic location. Additionally, I allow for country-specific linear trends 
�i ∗ t . This assumption is relaxed in further specifications by allowing more flexible coun-
try-specific trends (e.g., squared). The error term �i,t is clustered at the country level.

The growth literature predicts that some potential positive or negative impacts of natural 
disasters emerge only after a few years. It is therefore important to examine their effects 
over time (Felbermayr and Gröschl 2014; Hsiang and Jina 2014). To analyze the effect 
of tropical cyclones in the longer run, I introduced lags of the tropical cyclone damage 
variable to the main specification 4. Since the tropical cyclone data has global coverage 
since 1950, I am able to introduce lags of up to 20 years without losing observations of 
my dependent variable, which ranges from 1971 to 2015. This allows me to identify which 
of the competing hypotheses—build-back-better, recovery to trend, or no recovery—is 
appropriate for which sector. In detail, this model can be described by the following set of 
regression equations:

where all variables are defined as in Eq. 4. I show point coefficient estimates as well as 
accumulated effects and error statistics calculated via a linear combination of the lagged 
�t−L coefficients.17

(4)Growth
j

i,t−1−>t
= 𝛼j + 𝛽 j ∗ Damagei,t + 𝛾 j ∗ �i,t−1 + 𝛿

j

t + 𝜃
j

i
+ 𝜇

j

i
∗ t + 𝜖

j

i,t
,

(5)
Growth

j

i,t−1−>t
=𝛼j +

20∑

L=0

(𝛽
j

t−L
∗ Damagei,t−L) + 𝛾 j ∗ �i,t−1

+ 𝛿
j

t + 𝜃
j

i
+ 𝜇

j

i
∗ t + 𝜖

j

i,t
,

17 This approach follows Hsiang and Jina (2014) which analyze the accumulated long-term GDP growth 
effects of tropical cyclones worldwide. I expand their approach by not looking at overall GDP but at disag-
gregated GDP responses for seven sectoral aggregates. Furthermore, I use a more specific damage function 
than Hsiang & Jina (2014) which takes account of different sectoral exposure.
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3.2  Indirect Effects

To analyze potential indirect effects which could emerge because of changes in the 
Input–Output composition of the individual sectors, I test the following set of equations for 
the different Input(j)–Output(k) combinations:

(a) (b)

Fig. 3  Distribution of tropical cyclone damage, 1970–2015. Notes This figure demonstrates the distribu-
tion of the tropical cyclone damage variable (in standard deviations) for exposed agricultural areas (a) and 
exposed population (b) from 1970 to 2015

(I)

In
pu

t

Fig. 4  Heatmap of Input–Output coefficient averages, 1990–2015. Notes Input–Output coefficients show 
how much input one sector needs to produce one unit of output. The coefficients range between zero and 
one
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where IOj,k

i,t
 indicates the Input–Output coefficient of sectors j and k in year t and country i. 

Depending on the level of aggregation, I run 49 (7*7) or 676 (26*26) different regressions. 
In contrast to Eq. 4, I introduce a lagged dependent variable, since I suspect a strong path 
dependence of the Input–Output coefficient, i.e., most sectors plan their inputs at least one 
period ahead. Additionally, the lagged dependent variable controls for a sluggish adjust-
ment to shocks of the individual sector input composition. The remaining variables are 
defined as in Eq. 4. In general, this analysis reveals production scheme transformations that 
can result from both supply and demand changes of the sectors due to tropical cyclones.

3.3  Identification Strategy

The main causal identification stems from the occurrence of tropical cyclones, which are 
unpredictable in time and location (NHC 2016) and vary randomly within geographic 
regions (Dell et  al. 2014). As demonstrated in Fig.  3, their intensity and frequency are 
spread considerably between years and countries. Additionally, tropical cyclone intensity is 
measured by remote sensing methods and other meteorological measurements. After con-
trolling for country and time specific effects, my estimation approaches allow for a causal 
identification of the direct and indirect responses to tropical cyclones’ damages with only 
little assumption needed (Dell et al. 2014). To underpin the causal identification, I conduct a 
falsification test, where I introduce leads instead of lags of the Damage variable, as well as a 
Fisher randomization test. Furthermore, one could also argue that the estimation results are 
biased by the fact that certain regions have a higher exposure to tropical cyclones than oth-
ers. However, the country fixed effects partly control for this concern. Additionally, I cluster 
the standard errors at broader regional levels as a further robustness test.

As tropical cyclones are exogenous to sectoral economic growth, the greatest threat to 
causal identification could arise by omitting important climatic variables that are corre-
lated with tropical cyclones (Auffhammer et al. 2013). Therefore, I include the mean level 
of temperature and precipitation as additional climate controls in a further specification. 
Both variables are associated with the occurrence of tropical cyclones since they only form 
when water temperatures exceed 26 ◦ C and torrential rainfalls usually constitute part of 
them.

To be in line with the related growth literature, I estimate a further specification where 
I add a set of socioeconomic control variables (Islam 1995; Strobl 2012; Felbermayr and 
Gröschl 2014). It comprises the logged per capita value added of the respective sector j to 
simulate a dynamic panel model, the population growth rate, a variable for openness (i.e., 
imports plus exports divided by GDP), and the growth rate of gross capital formation.18 
Including these socioeconomic control variables introduce some threats to causal infer-
ence. First, as shown by Nickell (1981), there is a systematic bias of panel regressions with 
a lagged dependent variable and fixed effects. However, it has been demonstrated that this 
bias can be neglected if the panel is longer than 15 time periods (Dell et al. 2014). As my 

(6)
IO

j,k

i,t
=�j,k + � j,k ∗ Damagei,t + �j,k ∗ IO

j,k

i,t−1
+ � j,k ∗ �i,t−1

+ �
j,k

t + �
j,k

i
+ �

j,k

i
∗ t + �

j,k

i,t
,

18 The logged per capita value added is not included for the robustness tests of the indirect effects of model 
6, because it already compromises a lagged dependent variable.
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panel has a length of 25–45 years, depending on the chosen model, I assume this bias will 
not influence my analysis.19 Second, all control variables are measured in t − 1 to reduce 
potential endogeneity problems stemming from the fact that control variables in t can also 
be influenced by tropical cyclone intensities in t (Dell et al. 2014). Admittedly, this will not 
fully solve potential endogeneity problems, and concerns about bad controls (Angrist & 
Pischke 2009) and “over-controlling” (Dell et al. 2014) remain.

Finally, the standard errors �i,t could be biased by the autocorrelation of unobservable 
omitted variables (Hsiang 2016). To deal with this problem, I will re-estimate my regres-
sion models with Newey and West (1987) as well as spatial HAC standard errors (Hsiang 
2010; Fetzer 2020), which allow for a temporal correlation of 10 years and a spatial cor-
relation of 1000 kilometer radius.20

Generally speaking, the proposed models offer a simple but strong way for causal inter-
pretation of the impact of tropical cyclones on sectoral growth. The weighted tropical 
cyclone damage variables are orthogonal to economic growth as well as the Input–Output 
coefficients, and the panel approach allows me to identify the causal effect.

4  Results

4.1  Direct Effects

Table 1 presents the results of the main specification for each of the seven annual sectoral 
GDP per capita growth rates. The coefficients show the increase of the respective damage 
variable by one standard deviation. Previous empirical studies on the relationship between 
economic development and tropical cyclone damage found a negative influence on GDP 
growth (e.g., Strobl 2011; Bertinelli and Strobl 2013; Gröger and Zylberberg 2016). My 
results indicate that this negative aggregate effect can be attributed to two sectoral aggre-
gates, including agriculture, hunting, forestry, and fishing; manufacturing and wholesale, 
retail trade, restaurants, and hotels. Tropical cyclones have the largest negative effect on 
the agriculture, hunting, forestry, and fishing aggregate compared to other sectoral aggre-
gates. The absolute size of this effect is approximately more than 2.5 times the size of 
the coefficient in the wholesale, retail trade, restaurants, and hotels sector aggregate. In 
general, a one standard deviation increase in tropical cyclone damage is associated with 
a decrease in the annual growth rate in the sector aggregate agriculture, hunting, forestry, 
and fishing of − 2.62 percentage points. For the sample average (0.88) of the regression of 
Column (1), this effect can be translated into a decrease of −298 %, as displayed in Fig. 5. 
In terms of total losses, this decrease results in a mean yearly loss of USD − 16.7 billion 
(measured in constant 2005 USD) for the sample average (USD 5.63 billion). This large 
negative effect is not surprising. The agricultural sector relies heavily on environmental 

20 I tested my data extensively for outliers having a high influence on my results. In particular, I calcu-
lated the leverage and dfbeta of the damage coefficient. Observations were excluded if they were above 
the (2k + 2)∕n threshold for leverage and above the 2/sqrt(n) threshold for dfbeta. In total, I exclude five 
country-year observations from my analysis: Dominican Republic 1979, Grenada 2004, Montserrat 1989, 
Myanmar 1977, and Saint Lucia 1980. However, as an additional robustness test, I also show a regression 
where I include these outliers and the results remain unchanged.

19 For the dynamic analysis, the panel length is 65 years, and for the Input–Output regression, it comprises 
20 years.
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conditions as most of its production facilities lie outside of buildings and are hence more 
vulnerable to the destructiveness of tropical cyclones. In addition to damaging wind speed, 
salty sea spread and storm surge can cause salinization of the soil, leaving it useless for 
cultivation.

These results are line with previous empirical studies. Hsiang (2010) also finds the larg-
est negative effects of tropical cyclones for the agricultural sector aggregate, while Loayza 
et  al. (2012) demonstrate that only the agricultural sector is negatively affected. Mohan 
(2017) provides further evidence that in Caribbean countries agricultural crops are more 
severely affected by hurricanes compared to livestock.

For the sector aggregate wholesale, retail trade, restaurants, and hotels, a one standard 
deviation increase in tropical cyclone damage cause a decrease of − 1.16 percentage points 
of the annual per capita growth rate. Put in relation to the sample average per capita growth 
rate (2.53%), the effect translates to a decrease of −46 %. Hsiang (2010) also finds a nega-
tive effect of hurricanes for this sectoral aggregate for the Caribbean countries, whereas 
Loayza et al. (2012) find no significant for the service sector.21 Likely reason for this down-
turn could be less (domestic and international) touristic income for the restaurant and hotel 
sectors (Hsiang 2010; Lenzen et al. 2019). In consequence to tropical cyclone damage, less 
tourists visit affected countries (Hsiang 2010), since they perceive these destinations as too 
risky to travel to (Forster et al. 2012).

It is not empirically clear how long past tropical cyclones influence present economic 
growth rates. While some studies provide evidence of only a short-term economic impact 
of tropical cyclones (Bertinelli and Strobl 2013; Elliott et  al. 2019), Felbermayr and 
Gröschl (2014) show that storms from the previous five  years can also have a negative 
growth effect. In addition, in a recent working paper, Hsiang and Jina (2014) even demon-
strate a long-term negative impact of tropical cyclones of up to 20 years.

Fig. 5  Effects of tropical cyclone damage on sectoral GDP growth compared to sample average. Notes This 
figure shows the effect of a one standard deviation increase in tropical cyclone damage on the per capita 
sectoral GDP growth rate compared to the respective sample average. The damage estimates can be found 
in Table 1. The error bars depict the 95% confidence intervals

21 Loayza et al. (2012) only differentiate between three sectors: agriculture, manufacturing, and service.
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Figure  6 illustrates the cumulative point estimates of the past influence of tropical 
cyclone damage on the different sectoral growth variables.22 The x-axis represents the lags 
of the damage variable, while the y-axis indicates the size of the cumulative coefficient 
� (in standard deviations). The gray shaded area specifies the respective 95% confidence 
bands, and the red line depicts the connected estimates. Appendix A.5 presents further sta-
tistics: Figs. 13–15 show the cumulative results for different lag lengths (5, 10, 15), and 
Tables 13–15 exhibit the underlying estimations. The individual point estimates are shown 
in Figs. 9–12, while Tables 5–11 show the regression results.

Figure 6 demonstrates that three out of seven sectoral aggregates suffer from delayed 
negative impacts of tropical cyclones. The agriculture, hunting, forestry, and fishing sec-
tor aggregate first depicts negative growth rates but then quickly recovers after four years. 
Despite having the largest negative shock, destroyed capital is relatively quickly replaced. 
The situation is completely different in the wholesale, retail trade, restaurants, and hotels 
sector aggregate, where a negative influence can be observed over almost the entire 20-year 
period. This finding undermines the evidence presented in the main specification: Even 
several years after the occurrence of a tropical cyclone, tourists avoid restaurants and hotels 
in devastated areas. This behavior most likely speaks for an enduring risk adjustment of 
tourists.

Surprisingly, the sector aggregate mining and utilities turns negative three years after 
the tropical cyclone has hit the country. As Sect.  4.2 demonstrates, this effect may be 
driven by less demand from the manufacturing sectors. Upon examining the underlying 
estimates in Tables 12–13 in Appendix A.5, it is evident that the transport, storage, com-
munication sectoral aggregate also turns negative, at least at the 90% confidence interval.23

In total, the majority of all sectoral aggregates experience lagged negative growth 
effects due to tropical cyclones. This finding clearly opposes the build-back-better hypoth-
esis as well as the recovery to trend hypothesis. It rather points to the presence of (delayed) 
negative effects of tropical cyclones from which the sectors cannot recover. The result 
offers a better understanding of the finding of Hsiang & Jina (2014), who show that tropi-
cal cyclones have long-lasting negative impacts on GDP growth by demonstrating which 
sectors are responsible for the long-lasting GDP downturn that they identify. Additionally, 
this finding undermines the urgency to analyze past influences beyond one or two years 
when examining the economic impacts of natural disasters.

4.2  Indirect Effects

The analysis of the past influences of tropical cyclone damage demonstrates that the sec-
toral growth response following a tropical cyclone is a complex undertaking. It remains 
unclear if there exists some key sector, which, if damaged, results in a negative shock for 
the other sectors. Additionally, it is unexplained how the sectors are interconnected and if 
their structural dependence changes. Therefore, in this section, I investigate, by means of 
the Input–Output analysis, how the sectors change their interaction after a tropical cyclone 

22 The cumulative effects are calculated by F-tests of the respective lag lengths; for example, the coefficient 
and confidence intervals after two years are calculated by the F-test: Damage+L1.Damage+L2.Damage. 
The tests are conducted with the STATA command parmest (Newson 1998).
23 After one year, we can also detect a positive effect in the construction sector, which is not surprising 
given the higher number of orders due to reconstruction efforts.
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has hit a country. This will provide further insights into whether production processes are 
seriously distorted by tropical cyclones. To the best of my knowledge, this is the first paper 
that analyzes global sectoral interactions after the occurrence of a tropical cyclone.

Since the sample period is reduced to 1990–2015 due to data availability, I re-esti-
mated the regression model of the main specification 2 for the reduced sample of model 6. 
Table 21 in Appendix A.5 reveals that even with the smaller sample, all previously found 
effects can be identified again. Therefore, we can be sure that the reduced sample size does 
not drive the new results.

Figure  7 illustrates the connections of significant changes of the Input–Output coef-
ficient together with the effect size relative to the sample average of the respective 
Input–Output coefficients in parentheses (in %) resulting from model 6. The coefficients 
are interpreted by a one standard deviation increase in tropical cyclone damage (above 
zero).24 For example, due to a standard deviation increase of tropical cyclone damage, the 
manufacturing sectors use -0.66% less input from the construction sector aggregate relative 
to the average Input–Output coefficient (0.0045) to produce one unit of output. The red and 
green arrow colors represent significant negative and positive effects, whereas the color 
intensities denote different p-values. Circle diameters represent the average proportional 

Fig. 6  Cumulative lagged influence of tropical cyclone damage on sectoral GDP growth (20 years). Notes 
The y-axis displays the cumulative coefficient of tropical cyclone damage on the respective per capita 
growth rates, and the x-axis shows the years since the tropical cyclone passed. The gray areas represent the 
respective 95% confidence intervals and the red line indicates the respective (connected) cumulative point 
estimates. The underlying estimations can be found in Tables 12–13 in Appendix A.5

24 The underlying estimations can be found in Tables 14–20 in Appendix A.5.
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share on total GDP ranging from 32% (other activities), over 12% (manufacturing) to 6% 
(construction).25

Tropical cyclones only lead to a small number of production process changes with coef-
ficients being relatively small. Out of 49 parameter estimates, only 12 are significantly 
different from zero.26 As expected, the heavily damaged agriculture, hunting, forestry, 
and fishing sector aggregate experiences the most changes. It asks for less input from the 
wholesale, retail trade, restaurants, hotels and mining and utilities sector aggregates, which 
results from a supply shock in the agricultural sector. Concurrently, the construction sec-
tor demands significantly more input (1.84%) from the agriculture, hunting, forestry, and 
fishing sector. This change can be regarded as reconstruction efforts, which is also reflected 
in the relatively rapid recovery of the agricultural sector aggregate in Fig. 6. The second 

Fig. 7  Significant effects of tropical cyclone damage on Input–Output coefficients. Notes This figure shows 
the significant effects of a one standard deviation increase in tropical cyclone damage on the respective 
Input–Output coefficient. The number in parentheses compares the coefficients to the sample average of the 
respective Input–Output coefficient (in %). Note that Input–Output coefficients can only range between 0 
and 1. Circle diameter is proportional to the average sectoral share on total GDP. The arrows depict all sig-
nificant coefficients between the sectoral aggregates, with negative coefficients in red and positive in green. 
The start of the arrow shows the input, and the end denotes the respective output. Asterisks and color inten-
sities indicate p values according to: ***p < 0.01 , **p < 0.05 , * p < 0.1 . (Color figure online)

25 The other proportional shares on total GDP are: Wholesale, retail trade, restaurants, hotels (15%); agri-
culture, hunting, forestry, fishing (14%); mining and utilities (10%); transport, storage, communication 
(8%).
26 The manufacturing sectors use significantly less input from itself, which is not shown in Fig. 7.



563Unraveling the Effects of Tropical Cyclones on Economic Sectors…

1 3

most indirectly affected sector is the construction sector. It demands more input from three 
other sector aggregates, while the manufacturing sectors use less input from it. Given these 
positive demand effects, one may ask why a significant contemporaneous positive direct 
effect for the construction sector cannot be seen. One reason could be that the destruction 
of productive capital outweighs the higher number of orders. However, one year later, as 
shown in Fig.  6, these positive demand shocks lead to a positive growth impulse in the 
construction sector.

Compared to the existing literature, the non-existing of a direct positive contemporane-
ous response of the construction sector is a new finding. For example, Hsiang (2010) finds 
an immediate positive response of the construction sector. In a similar manner, Mohan 
and Strobl (2017) find evidence that a positive growth effect of the construction sector, 
financed by international aid or government programs, lead to a fast recovery of South-
Pacific Islands after tropical cyclones.27

Since the EORA26 database also offers the data decomposed for 26 sectors, this section 
demonstrates the results of model 6 in more detail. It would be tedious to show 26 × 26 
regression models, Fig. 8 thus reduces the complexity of the analysis by showing only the 
sign of the significant coefficients together with color intensities representing different 
p-values.

Figure  8 reveals some patterns that are not visible on the aggregate level. The most 
interesting changes can be observed within the single sectors of the manufacturing (D) 
aggregate. They ask significantly less input from other sector aggregates, while, at the 
same time, sectors from other aggregates ask more input from the manufacturing sectors. 

Fig. 8  Significant effects of tropical cyclone damage on disaggregated Input–Output coefficients. Notes The 
colored areas depict all significant coefficients between the sectors, with negative coefficients in red and 
positive in green. Color intensities indicate p values according to: p < 0.01 , p < 0.05 , p < 0.1 . (Color figure 
online)

27 I also tested for lagged cumulative effects. The results can be found in Fig. 16 in Appendix A.5. They 
show that there are nearly no lagged responses present. I also checked for different lag lengths, but could 
hardly find any effect above a lag length of five years.
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These opposing production changes may be one of the reasons why we can see no aggre-
gate direct cost effects. Nevertheless, it unveils the importance of the manufacturing sec-
tors, as already demonstrated by their strong intersectoral connection in Fig. 4. This impor-
tance for the sectoral composition was already demonstrated by Bulte et  al. (2018). The 
authors find that after the 2008 Wenchuan Earthquake neighboring counties suffer from 
indirect negative growth effects due to changes within the manufacturing sectors.

The sectors least affected by indirect changes are the agriculture (ag), recycling (re), 
private households (ph), and export (ex) sectors. Figure 8 also offers an explanation for the 
downturn of the mining and utilities (C&E) sector aggregate after some years, as shown 
in Fig. 6: The manufacturing sectors ask significantly less input from it. Additionally, it 
seems that the fishing sector is responsible for the negative supply shock in the agriculture, 
hunting, forestry, and fishing sector aggregate. Possible reasons for these indirect effects, 
could be changes in fishing patterns in response to tropical cyclones (Bacheler et al. 2019) 
or the destruction of vessels. While the importance of the fishing sector for indirect tropical 
cyclones’ effects is a novel finding, it does not mean that other agricultural sectors do not 
exhibit negative direct effects.28

It is evident from this analysis that many potential production changes are canceled out 
because of counteracting indirect effects. This may be the reason why, on the aggregate 
level for indirect influences (see Fig. 7), we can only see significant changes in one quar-
ter of all Input–Output connections, while in model 4 for the direct costs, only two sector 
aggregates are negatively affected. Furthermore, although the manufacturing sector shows 
no direct monetary damage, it is responsible for several changes in the production schemes 
of other sectors, leading to a monetary downturn in the mining and utilities (C&E) sectoral 
aggregate.

4.3  Sensitivity Analysis

To underline the credibility of my regression analyses, I test the sensitivity of my results 
in various ways. First, I run two randomization tests: a Placebo test by using leads instead 
of the contemporaneous measure of the damage variable and a Fisher randomization test, 
where I randomly permute the years.29 Second, to rule out potential omitted variable 
biases, I include additional climatological variables (precipitation and temperature) and a 
set of socioeconomic variables (population growth rate, economic openness, the growth 
rate of the gross capital formation, and logged per capita value added of the respective 
sector).30 Third, I test different trend specifications: region-specific, nonlinear, and no 
trends at all. Fourth, to alleviate concerns of biased uncertainty measures (Hsiang 2016), 
I calculate different standard errors: Newey–West standard errors with a lag length of 10 

28 In light of this finding, one could question the reliability of the agricultural weighting scheme for the 
damage variable. Therefore, I re-estimate the results of Eqs. 4 and 6 with the population weighted damage 
for the agricultural sectoral aggregate. Appendix Table 43 and 54 show that the results remain qualitatively 
unchanged.
29 For the Placebo test I have to forward the damage variable by two periods, since the damage in t index 
consists of the affected agricultural land/exposed population in t − 1 . To implement the Fisher randomiza-
tion test, I use the code generated by Heß (2017) and randomly permute the years of the tropical cyclone 
damage variable for 2000 repetitions. By doing so, I test the null-hypothesis of no effect of the damage 
variable.
30 Since climatological impacts are most likely nonlinear, I also include squared precipitation and tempera-
ture in a further robustness test.
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years and Conley-HAC standard errors, allowing for a spatial and temporal dependence 
within a radius of 1000 km and within a time span of 10 years. Furthermore, I cluster the 
standard errors at broader regional levels to account for the event that tropical cyclones can 
also affect neighboring countries within one region.31 Additionally, I control for the yearly 
tropical cyclone frequency per year, I test a different damage variable (mean instead of 
maximum cubed wind speed per year), and include tropical cyclone basin fixed-effects in 
further robustness tests. Finally, I test two sub-samples, one with all potential outliers and 
one where I include only the countries exposed to tropical cyclones.32

Appendix A.6 exhibits the resulting robustness tests for the direct and indirect sectoral 
effects.33 For the direct sectoral effects, the significant results remain robust in all differ-
ent specifications underlining their credibility for the empirical model used.34 While the 
placebo test yields no significant coefficients, the coefficients and p-value remain relatively 
stable in all remaining robustness tests, as summarized in Fig. 18. Furthermore, the results 
of the randomization test show that the H0 of no effect of tropical cyclone damage can be 
rejected at the 1% and 5% level of confidence for the agriculture, hunting, forestry, and 
fishing and wholesale, retail trade, restaurants, and hotels sectors, respectively. The results 
of the Input–Output analysis, summarized in Appendix A.6.2, are a little less robust. How-
ever, on average, the previously found effects can be replicated for 12 out of the 15 robust-
ness tests.35 Given the reduced quality of the data and a shorter time span (20 years), the 
Input–Output analysis still offers solid results.

5  Conclusion

This study provides an explanation about which sectors contribute to an overall negative 
GDP-effect of tropical cyclones identified by previous studies (Noy 2009; Strobl 2012; 
Elliott et  al. 2015). To quantify the destructiveness of tropical cyclones, I construct a 
new damage measure based on meteorological data weighted by different exposure of 
the sectors. I show that tropical cyclones have a significantly negative impact on the 
annual growth rate of two sectoral aggregates: agriculture, hunting, forestry, and fishing 
and wholesale, retail trade, restaurants, and hotels. The dynamic analysis reveals that 
past tropical cyclones have a negative influence on the majority of sectors providing 
evidence for the no recovery hypothesis discussed in the literature. The Input–Output 
analysis demonstrates that production processes are only slightly disturbed by tropical 
cyclones. However, we still can learn from this analysis of how certain direct effects 
evolve.

The outcomes of this study can serve as a guide for local governments and inter-
national organizations to revise and refine their adaptation and mitigation strategies. 

31 These regions include East Asia and Pacific, Europe and Central Asia, Latin America and Caribbean, 
Middle East and North Africa, North America, South Asia, and Sub-Saharan Africa.
32 Exposed countries are defined as having at least one positive damage observation over the sample 
period.
33 Appendix A.6 first shows the results of the randomization tests, followed by coefficient plots that sum-
marize the remaining specifications. The underlying tables are only included for the direct sectoral effects, 
while the robustness tables for the Input–Output analysis are available upon request.
34 An exception forms the mean damage robustness test for the wholesale, retail trade, restaurants, and 
hotels sectors, where the coefficient turns slightly insignificant ( p = 0.12).
35 The robustness tests that frequently fail are those with Conley-HAC and Newey–West standard errors.
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The findings can help them to identify the sectors for which they must reduce disaster 
risk. The results indicate that the policies should focus on the direct costs of tropical 
cyclones. Immediately after the disaster, the policy should concentrate on the agricul-
ture, hunting, forestry, and fishing, and the wholesale, retail trade, restaurants, and 
hotels sector aggregates, as they are most vulnerable, and/or recovery measures have 
not been conducted efficiently in these sectors. Likewise, the contemporaneous, non-
significant effect for the remaining sectors can be explained as a result of lower vulnera-
bility and/or efficient recovery measures, which attenuate the potentially negative effect 
of tropical cyclones. In the years following the tropical cyclone, the efforts should be 
broadened to support the mining, and utilities, and the transport, storage, and communi-
cation sectors. Most worryingly, the majority of all sectors experience delayed negative 
effects underpinning how far away the international community remains from a build-
back better or recovery to trend situation for tropical cyclone-affected economies. As 
the manufacturing sectors are responsible for much of the counterbalancing of indirect 
effects, they should not be forgotten by the policymakers, even though they show no 
direct negative effects.

Better post-disaster assistance is not the only required improvement; policymakers 
should also find ways to better prepare the affected sectors of their economy for possible 
effects of tropical cyclones before they strike. However, the presented results are gener-
alized for 205 countries at most, and every specific country should make an analysis of 
their specific vulnerability and individual exposure. Nonetheless, the results can provide 
general guidance for international disaster relief organizations that are active in vari-
ous countries on how to direct their long-run disaster relief programs. The results are 
particularly pressing, as tropical cyclones will continue to intensify due to global warm-
ing (Knutson et al. 2020), and, simultaneously, more people will be exposed to tropical 
cyclones. In this respect, the results of this research can also be used to calculate the 
future costs of climate change.
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