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Abstract
Integrating machine learning (ML) methods in educational research has the poten-
tial to greatly impact upon research, teaching, learning and assessment by enabling 
personalised learning, adaptive assessment and providing insights into student per-
formance, progress and learning patterns. To reveal more about this notion, we 
investigated ML approaches used for educational data analysis in the last decade 
and provided recommendations for further research. Using a systematic literature 
review (SLR), we examined 77 publications from two large and high-impact data-
bases for educational research using bibliometric mapping and evaluative review 
analysis. Our results suggest that the top five most frequently used keywords were 
similar in both databases. The majority of the publications (88%) utilised supervised 
ML approaches for predicting students’ performances and finding learning patterns. 
These methods include decision trees, support vector machines, random forests, and 
logistic regression. Semi-supervised learning methods were less frequently used, 
but also demonstrated promising results in predicting students’ performance. Fi-
nally, we discuss the implications of these results for statisticians, researchers, and 
policymakers in education.
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1 Introduction

Machine Learning (ML) methods have transformed the way we interact with data 
and have increased the potential of recognising patterns and making sense of large 
volumes of data. The application of ML in education is growing and has the potential 
to revolutionize both teaching and learning. ML methods mostly used by researchers 
with the purpose of predicting student’s performance, analysing learning preferences 
and teaching effectiveness. These will not only help educators to create more effec-
tive and individualised learning opportunities for their students but also will enable 
educational statisticians and researchers to draw highly accurate results from educa-
tional data using ML (Hilbert et al., 2021).

ML techniques have the capacity to evaluate and learn from large volumes of 
data, which makes it a desirable tool for educational data. Because ML can be used 
to tailor instruction, evaluate learning practices, and detect patterns and trends in 
student learning and performance (Baker & Siemens, 2014; Kovanovic et al., 2015). 
The capacity of ML methods to learn from deep, non-linear correlations in data gives 
it advantage over traditional statistical methods (Hilbert et al., 2021). In the predic-
tion of student performance, ML can provide better accuracy when comparing the 
methods of traditional statistical methods. This is because ML methods have consis-
tently outperformed traditional methods on training data, achieving higher levels of 
accuracy, and generalising better across diverse datasets (Japkowicz & Shah, 2011; 
Kotsiantis et al., 2004).

The literature on using ML for educational data is spread across different aspects 
of education (e.g., students, teachers Levy et al., 2020); all schooling levels (e.g., 
K-12 Tedre et al., 2021); higher education (Vartiainen et al., 2022; Križanić, 2020); 
predicting student outcomes/performance (Khan & Ghosh, 2021; Hashim et al., 
2020); learning analytics (e.g., both learning and dispositional learning analytics 
Buckingham Shum, & Ferguson, 2012; Gasevic et al., 2016; Tempelaar et al., 2021); 
early warning systems (e.g., at risk students, dropouts Pecuchová & Drlik, 2021); 
marking automatisation (Shermis & Burstein, 2013); language proficiency (Crossley 
et al., 2011) and social network analysis (Romero & Ventura, 2013).

There are also several review studies that indirectly focus on limited aspects of 
ML for educational data in a given timeline. Alonso-Fernández et al. (2019) have 
investigated game learning analytics using literature review; Bachhal et al. (2021) 
have discussed the most important studies conducted until 2021 in educational data 
mining in general; Yunita et al. (2021) has reviewed the relevant literature on big 
data in education; Khan and Ghosh (2021) have examined the educational data min-
ing publications from the perspective of student performance analysis and prediction 
in classroom learning; Salloum et al. (2020) have analysed the literature to find out 
how data mining was handled by researchers in the past and the most recent trends 
on data mining in educational research between 2016 and 2019; Albreiki et al. (2021) 
have reviewed the literature on student’ performance prediction using ML techniques 
where they focused identifying student dropouts and students at risk in literature 
between 2009 and 2021; Du et al. (2020) have examined 33 publications between 
2007 and the first quarter of 2019 to analyse educational data mining research trends 
where they analysed research topics, methods and sample; Khalaf et al. (2021) have 
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anlaysed the literature on using only supervised ML in the period of 2010–2020; 
Peña-Ayala (2014) has reviewed the literature on educational data mining between 
2010 and first quarter of 2013.

While the existing body of research on ML applications in educational data offers 
valuable insights, a closer examination reveals notable research gaps and areas where 
a comprehensive understanding is still elusive. In terms of the fragmentation, the 
majority of review studies in this area adopt a temporal scope, focusing on specific 
timeframes. For instance, Alonso-Fernández et al. (2019) explored game learning 
analytics, Bachhal et al. (2021) covered studies up to 2021, and Salloum et al. (2020) 
analyzed trends between 2016 and 2019. These fragmented timelines create a gap in 
understanding the evolution and continuity of ML applications in educational data 
over an extended period. From the aspect of dimensional specificity, many reviews 
concentrate on singular dimensions of ML applications. Yunita et al. (2021) delved 
into big data in education, Khan and Ghosh (2021) focused on student performance 
analysis, and Albreiki et al. (2021) focused on student dropouts and at-risk students. 
This classified approach leads to a lack of synthesis across various dimensions, leav-
ing unexplored intersections and potential synergies. In terms of methodological 
variety, some reviews show limited diversity in their methodologies. While some, 
like Du et al. (2020), delve into specific publications, others, such as Khalaf et al. 
(2021), narrow their focus to supervised ML. This highlights a need for a borader 
approach that comprehensively synthesises the methodologies employed in existing 
research. Lastly, existing reviews often fall short in providing a holistic integration of 
ML methods tailored for educational data. While Peña-Ayala (2014) reviewed educa-
tional data mining up to the first quarter of 2013, there’s a gap in synthesizing these 
methods comprehensively, considering advancements and changes in the landscape 
since then.

Addressing these research gaps is important for advancing and establishing a 
robust foundation for future studies in the nuanced intersection of ML applications 
and educational data. Our research endeavours to bridge these gaps by offering a uni-
fied, comprehensive, and contemporary analysis, thus contributing to a more holistic 
understanding of the subject.

Therefore, our research aims to address this limitation by conducting a thorough 
and comprehensive review that covers all relevant dimensions of ML methods spe-
cifically for educational data. Thus, it is imperative to provide a more comprehensive 
analysis of literature resources across two main databases for (Web of Science and 
EBSCOhost) education research using existing publications over the last decade. In 
this paper, we aim to investigate the existing research literature to reveal the type and 
range of ML approaches that have been used to analyse educational data sets. In this 
sense, this research is unique in terms of the aim and the practical interpretation of 
our findings for all educators from all schooling years and education researchers and 
statisticians from all backgrounds. More specifically, we aim to cover and respond to 
the following research questions:

1. What are the frequently used keywords and publication trends in research publi-
cations using ML to analyse educational data?
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2. How can we categorise the machine learning methods utilised in research publi-
cations over the last decade, focusing on their application domains and algorith-
mic techniques?

2 Machine learning

ML is a branch of statistics and artificial intelligence (AI) that focuses on statisti-
cal methods to learn from data and build new statistical models and algorithms to 
understand, make sense of and analyse data in detail without the need for explicit 
programming. ML encompasses a diverse range of perspectives based on its primary 
applications. It can be defined as “the field of study that gives computers the abil-
ity to learn without being explicitly programmed” (Mitchell, 1997), “the process by 
which computers can identify patterns in data and improve their ability to recognize 
and predict these patterns over time” (Baker & Siemens, 2014), “a branch of artificial 
intelligence that systematically applies algorithms to synthesize the underlying rela-
tionships among data and information” (Awad & Khanna, 2015), and “programming 
computers to optimize a performance criterion using example data or past experi-
ence” (Alpaydin, 2010, p.3). Additionally, it is worth noting that ML, which was 
once synonymous with statistical learning until about 2015, is primarily focused on 
the prediction of outputs from given inputs (Hastie et al., Ch. 9, 2009; Koch, Ch. 4, 
2013).

There are many other definitions of ML proposed by various researchers from dif-
ferent discipline backgrounds. Based on these definitions, we can infer that ML, is a 
branch of artificial intelligence, that employs statistical algorithms to enable comput-
ers to learn from data and iteratively improve their performance in recognising pat-
terns and making predictions without the need for explicit programming.

It involves the systematic study and application of statistical models to analyse 
and synthesise the underlying patterns and connections present in data, empowering 
machines to make data-driven decisions and adapt to new information over time. 
ML utilises a range of algorithms to reveal and analyse data sets. There is no perfect 
algorithm that can solve every problem, each problem’s complexity and nature dic-
tate the most suitable approach for its solution. The selection of appropriate methods 
depends on several factors, including the problem’s specific characteristics, the num-
ber of variables involved, the optimal model form and other relevant considerations 
(Mahesh, 2021). ML methods typically are divided into three categories:

Supervised learning In supervised learning, the algorithm is trained on labelled data 
in which the input characteristics are accompanied by matching output labels. The 
main goal is to learn a function that converts input to output (Alpaydin, 2010, Ch. 2; 
Hastie et al., 2009, Ch. 9). Classification (K-Nearest Neighbour (KNN), Naïve Bayes 
Classifier, Support Vector Machine (SVM), Logistic Regression, Linear Regression, 
Decision Trees, Random Forests (they are both classification and regression), Senti-
ment analysis etc. are mostly used in supervised learning algorithms.
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Unsupervised learning In unsupervised learning, the algorithm is provided with 
unlabelled data, where the input features do not have matching labels on the output. 
Without any prior knowledge about the output, the goal is to discover patterns and 
structure in the data (Bishop, 2006; Goodfellow et al., 2016). Autoencoders, principal 
component analysis (PCA), dimension reduction and clustering (K-means), are a few 
examples of unsupervised learning techniques.

Semi-supervised learning Semi-supervised learning is a combination of super-
vised and unsupervised learning -labelled and unlabelled data (Zhu, 2008). Semi-
supervised learning techniques are especially useful in situations with a shortage of 
labelled data to improve the reliability of results (van Engelen, & Hoos, 2020).

Reinforcement learning In reinforcement learning, an algorithm learns decision-
making skills by interacting with its environment. The goal is to learn a principle that 
optimises a reward signal. Reinforcement learning is widely used in robotics, gam-
ing, and control systems such as an artificial neural network (Sutton & Barto, 2018; 
Kaelbling et al., 1996).

ML algorithms can be further classified into several categories or variants, includ-
ing deep learning. ML employs thoroughly researched and developed statistical mod-
els and algorithms to enable computer systems to iteratively refine their performance 
on specific tasks over time. In educational settings, these statistical approaches find 
application in analysing extensive and complicated data sets, revealing essential 
insights into students’ learning patterns and preferences. As a result, ML facilitates 
the tailoring the learning experiences, offering personalised learning paths that align 
with individual requirements and consequently, optimising the educational journey 
for each student.

2.1 Use of ML in educational research

Studies exploring the potential uses of ML in areas such as predicting student out-
comes, identifying students at risk, and customising learning experiences have all 
grown in recent years, with increasing interest in the use of ML in the analysis of 
educational data. Based on our review study, we classified the use of ML algorithms 
in educational research as follows:

Predicting student outcomes is one of the most exciting uses of ML methods in the 
examination of educational data. Researchers have employed ML methods to predict 
student dropout rates (Romero et al, 2008: Latham et al., 2014). Particularly, ML 
algorithms have demonstrated higher predictive accuracy compared to traditional 
approaches, highlighting the potential of ML in enhancing student performance (Hil-
bert et al., 2021).

Identifying at-risk students represents another area where ML has shown promise 
in analysing training data. As demonstrated in a study conducted by Hsu & Yeh, 
2020, Rawat et al, 2021, Zhang et al, 2021 and Xing & Du 2018), ML algorithms can 
be used to find non-linear connections between student performance and social, as 
well as academic variables. The study further highlights that utilising these insights 
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can lead to the development of more effective interventions and activities tailored to 
support at-risk students’ success.

Learning analytics can assists teachers to understand students’ learning patterns 
and identify areas requiring additional support. By employing ML algorithms, trends 
and patterns emerge, thus enhancing teaching and learning methods and ultimately 
improving student learning outcomes. Within learning analytics, student behaviour 
and performance can be analysed to detail student’s learning needs and gaps to inform 
teaching and assessment practices. Moreover, learning analytics encompasses dis-
positional learning analytics, which aims to reveal students’ self-regulated learning 
strategies as well as their perceptions and preferences regarding specific aspects of 
their learning process (Buckingham Shum, & Ferguson, 2012; Gasevic et al., 2016). 
This comprehensive approach allows educators to gain a deeper understanding of 
student’s individual learning journeys, leading to more effective and personalised 
support to foster improved learning experiences.

Natural Language Processing (NLP), as a component of ML, offers a powerful 
tool to analyse students’ writing and extract insights about their cognitive processes, 
learning methods and language proficiency. Using NLP, educators can assess stu-
dents’ writing and provide personalised feedback to enhance their writing skills and 
academic achievement (Crossley et al., 2011). With the capacity to evaluate students’ 
essays without human involvement, automated essay scoring through NLP yields 
trustworthy and consistent results, enabling teachers to offer targeted feedback and 
effectively boost students’ writing abilities (Shermis & Burstein, 2013).

Adaptive learning systems are ML-based learning technologies customised to 
meet the specific requirements of each individual learner. By assessing student per-
formance and dynamically adjusting the difficulty level and content of learning mate-
rials, these systems have the potential to enhance student engagement and improve 
learning outcomes significantly. Studies have shown that the implementation of adap-
tive learning systems can significantly improve students’ learning outcomes (Wang 
et al., 2017).

Social network analysis, as an ML approach, examines the connections between 
individuals within a social network, offering insights into their interactions and learn-
ing patterns in the context of education. With the identification of social connec-
tions and patterns among students, this method enables educators to pinpoint student 
groups that may require further assistance and targeted interventions (Romero & 
Ventura, 2013). This powerful method provides a comprehensive understanding of 
the dynamics of social interactions, facilitating more effective support and guidance 
within educational settings.

Furthermore, ML can be effectively utilised to visualise educational data, pro-
viding insights into student performance, and learning outcomes. Statisticians can 
employ data visualisation techniques such as heatmaps, scatterplots, and network 
graphs to detect patterns and trends in student data that might not be apparent through 
traditional statistical analysis methods. These data visualisation tools offer research-
ers and statisticians the capability to uncover student activities and interactions that 
could significantly influence learning outcomes. By employing ML-powered visu-
alisations, researchers and statisticians can provide educators with a deeper under-
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standing of their student progress and interactions, facilitating informed decisions to 
enhance the overall learning experiences of students.

3 Methodology and analysis

We utilised a systematic review of research literature using both evaluative review 
and research mapping analysis (McBurney & Novak, 2002). An evaluative system-
atic review analysis was conducted using the Voytant tool, the term co-occurrence 
map on text data and descriptive visualisations using Excel. Web of Science and 
EBSCOhost (by limiting to “ERIC, Education Source, Academic Research Com-
plete”) databases were analysed for research publications (only articles) published 
between 2014 and 2022. We aimed to gain empirical insights by emphasizing original 
research findings and data-driven studies. Excluding 2023 publications is a strategic 
decision to ensure a focus on empirical papers where we present first-hand research 
results rather than synthesizing existing knowledge as seen in review articles. It was 
also due to the early start of our paper writing process in 2023, we have decided not to 
include papers published in 2023 due to their minimal presence and limited relevance 
to our research. This decision was made collectively in view of the need to set a cut-
off point due to the timing constraints of our paper preparation.

Web of Science is recognised for its broad interdisciplinary scope, covering a wide 
range of academic fields. Web of Science was chosen because it is more beneficial for 
our research because it is more comprehensive and diverse academic publications, 
making it suitable for interdisciplinary studies and research that draws insights from 
multiple fields. Besides, citation analysis tools provided by Web of Science enable 
researchers a comprehensive understanding of the scientific impact of research 
papers. EBSCOhost encompasses various databases and indicates a strategic focus 
beyond education-specific literature. This decision is driven by the need for a broader 
exploration of topics, potentially incorporating insights from related disciplines into 
education.

The keywords: “machine learning”, “education”, “educational”, “educational 
data”, and “machine learning algorithms” were used. Using the keywords “machine 
learning” together or separately as “machine” and “learning” did not make a differ-
ence in terms of publication results. The same publication results were obtained in 
both ways.

The language of the publications was limited to only English. We included the 
term “machine learning” because it enabled us a broad search of publications directly 
related to the overarching theme of machine learning techniques in educational data. 
Then, we used the derivatives such as “education” and “educational” allowed for a 
comprehensive review of research in the field of education, ensuring that the search 
was not narrowly restricted to a specific aspect of education. We added the keyword 
“machine learning algorithms”, which allowed us to go beyond general discussions 
to look for publications that specifically find technical aspects of machine learning in 
education. Once all authors had agreed on keywords and article types, the first author 
conducted the searches on the timeline and created the datasets.
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We conducted searches on two major databases Web of Science and EBSCO-
host which have high impact factors and widely read journals. After initial search 
we applied inclusion and exclusion criteria for each database search (as detailed in 
Fig. 1). The PRISMA flowchart following the suggestion of systematic review guide-
line by Page et al. (2021) to provide more insights into our methodological frame-
work for this research.

On EBSCOhost, our search resulted in 320 papers initially, then we used the key-
word “ML algorithms” to narrow the papers to the ones only using ML techniques 
specifically and this search resulted in 62 publications (48 articles, 2 conference 
materials and 12 reports) in total. After removing duplicates and unrelated and no 
empirical research articles, we only focused on the scientific articles in this study, 
therefore 27 research articles in total were included in the analysis from EBSCOhost 
databases in total.

On Web of Science, the first search yielded 560 research articles initially. We 
limited the articles to the area of education and education research 77 articles were 
found. After using the keyword “ML algorithms” our search resulted in 62 arti-
cles, we checked if all papers were related to education, and if they used empirical 
research articles. We removed the irrelevant papers, non-empirical research and the 
duplicates removed those from the file which reduced the number of articles to 50. 
Consequently, we ended up 77 as a collective result from both databases. We used 
the Voyant tool for mapping the keywords whereas we utilised excel for evalua-
tive review analysis. We classified and coded the papers based on their application 
domains, methodologies and statistical techniques used.

Fig. 1 PRISMA flowchart for this study’s methodology
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4 Results

In this part, each research question is responded to by using evaluative analysis of the 
literature review of ML in the education field. The results below are specified based 
on the research questions.

4.1 What are the frequently used keywords and publication trends in research 
publications using ML to analyse educational data?

To address the first question, we mapped the keywords analysis using Voyant tool and 
descriptive visualisations using Excel to summarise the range of the articles based on 
their year of publication and publication databases to reveal publication trends. The 
word “learning” was the most frequent word in both corpuses, indicating that the 
word learning is quite commonly used for ML analytics in both databases (Fig. 2). 
Similarly, the word “machine” was among the top five most frequently used words 
in both databases, indicating that ML is popular for educational data mining in both 
databases.

The words “students”, “predicting” and “performance” followed the words “learn-
ing” and “machine” in the top five most frequent words. This could suggest that 
research publications in both databases have focused on predicting student perfor-
mance of students.

Fig. 2 Most frequent words in the corpus combined from two databases
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[Most frequent words were in the corpus for Web of Science database: learning 
(67); machine (37); students (27); predicting (25); performance (22).

Based on Fig. 3, between the year range from 2014 to 2022, majority of the papers 
were published between 2021 and 2022 in both databases. The increase in publi-
cations starting from 2019 can suggest a growing interest to using ML algorithms 
in education research. In both databases, the concentration of publications between 
2018 and 2022 is noteworthy and indicates that the number of publications using ML 
analytics is developing rapidly (Fig. 3). Furthermore, the years 2020 and 2021 seem 
to be particularly popular for publications, with a high number of publications are in 
these years.

The earliest publication date was 2014. This suggests that the interest in using ML 
for educational data may be relatively new. It can also indicate that both databases 
may only have started collecting publications on this topic in 2014.

4.2 How can we categorise the machine learning methods utilised in research 
publications over the last decade, focusing on their application domains and 
algorithmic techniques?

Based on our analysis of papers, we created two associated themes based on used ML 
algorithms and the application domains using these algorithms. Excel was used to 
analyse and visualise the data and results. As we analysed articles around the themes 
we determined, we used triangulation technique to compare ML algorithms to inter-
pret most common themes for both application domains and specific ML algorithms 
used for educational data analytics. To ensure the coding reliability, another data 
scientist independently coded 77 articles based on the application domains of ML 
analysis and the actual ML analysis used. 94.9% agreement established after com-
paring two coding schemes which exceeds the suggested 80% reliability criteria by 
Miles et al. (2014). Based on the agreed description for codes below, we analysed 
the data further using excel visualisation techniques such as charts, graphs, and pivot 
tables (Tables 1 and 2).

We used a coding style that described type of the ML methods. For example: 
SMLA (Supervised ML algorithm), SSMLA (semi-supervised ML algorithm), 
RMLA (Reinforcement ML algorithm) and USMLA (Unsupervised ML algorithm). 
We combined our analysis from both databases to see the most frequently used ML 

Fig. 3 Combined publication 
trends from both databases
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algorithms and their application domain for educational data. Below pie charts visu-
alise these results. 25% of the combined publications were aiming to predict student 
performance (PT1), 17.6% of them were aiming to predict student dropouts while 
23.56% of the publications was focusing on learning analytics and finally 1.52% of 
them were targeted to measure teaching quality (Fig. 4).

In terms of the type of ML used in publications (Fig. 5), large proportionate of 
publications (88% in total) used supervised learning algorithms (linear regression: 

Fig. 4 Application domains used 
in ML research in education
 

ML methods descriptions:
SMLA1 Linear regression
SMLA2 Gradient boosting
SMLA3 Random forest
RMLA1 Neural networks, deep learning
SMLA4 Sentiment mining, natural language processing
SMLA5 Support vector machine classifier
SMLA6 Decision tree
SMLA7 Logistic regression
SMLA8 K-Nearest neighbours
SMLA9 Naïve Bayes
SSMLA1 Semi-supervised learning
SMLA10 NNge (classification)
SMLA11 Quadratic discriminant analysis
SMLA12 Multikernel learning
SMLA13 Feature selection
USMLA2 Principal component analysis
USMLA1 Unsupervised learning

Table 2 Type of ML methods 

Application domains descriptions:
PT1 Predicting student performance
PT2 Prediction of student drop out
PT3 Learning analytics
PT4 Teaching quality assessment

Table 1 Application domains 
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3.1%; gradient boosting: 2.7%; random forest: 16.7%; Sentiment mining and lan-
guage processing: 1.8%; Support vector machine: 14.2%; Decision tree: 19.6%; 
Logistic regression: 11.6%; K-nearest neighbours: 3.1%; Naïve Bayes: 4%; NNge 
classification: 2.2.%; quadratic discriminant analysis: 0.9%; multikernel learning: 
0.4%; feature selection: 7.6%).

Reinforcement learning was employed in 9.8% of the remaining 12% of the papers 
through neural network analytic approaches. Only 2.2% of the publications used 
unsupervised or semi-supervised learning algorithms through principal component 
analysis and some combinations of supervised unsupervised learning algorithms. The 
pivot tables we created that mapped out the ML methods per publications across 
years of publications (see the supplementary document for more detail).

We presented the results of both databases on these tables to provide clearer pic-
ture of dispersal of publications across ML methods and their main domain of use.

Application domains Articles from both databases (numbered)
Predicting student 
performance (PT1)

2014: [28]; 2017: [1]; 2018: [2], 2019: [4], 
[5], [6], [8], [32], [35], [38], [39]; 2020: 
[10], [12], [13], [15], [16], [40], [42]; 2021: 
[19], [45], [46]; 2022: [24], [26], [56], [57], 
[59], [61], [63], [66], [67], [72], [73].

Prediction of student 
drop out (PT2)

2018: [30]; 2019: [31], [36], [43], [51], 
[52], [58], [64], [71]; 2021: [17].

Learning analytics 
(PT3)

2018: [3]; 2019: [7], [33], [34], [37], [44], 
[47], [49], [50], [53], [54], [55], [60], [62], 
[65], [68], [69], [70], [74], [75], [76], [77]; 
2020: [11], [14]; 2021: [18], [20], [21]; 
2022: [22], [23], [25].

Teaching quality as-
sessment (PT4)

2020: [41]; 2022: [27].

Table 3 Results from both 
databases for the application 
domains of ML methods in 
educational research

 

Fig. 5 Type of ML Meth-
ods used in ML research in 
education
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Tables 3 and 4 show the results of our review of research studies investigating the 
use of ML methods to predict various aspects of student academic performance and 
learning behaviours, including academic grades and performance level, student drop-
out, teaching quality assessment and learning analytics. The studies were conducted 
between 2014 and 2022 and represent a range of educational levels, from secondary 
education to higher education.

These tables indicated that the number of studies using ML methods has increased 
steadily over the past few years, with 1 study published in 2014, and a total of 76 
studies published between 2017 and 2022. The results of the studies suggested that 
ML methods can be effective tools for predicting student academic performance, with 
32 studies reporting success in predicting academic grades, and 30 studies explored 
their use in learning analytics. In addition, the studies highlighted the potential of 

Table 4 Results from both databases for ML methods used in education research
ML algorithm with codes Articles from both databases (numbered)
Linear regression (SMLA1) 2014: [28]; 2019: [35]; 2021: [21], [46], [47], 2022: [56], [61].
Gradient boosting (SMLA2) 2020: [43]; 2021: [46]; 2022: [63], [76]
Random forest (SMLA3) 2017: [1]; 2018: [2], [29]; 2019: [32], [33], [39]; 2020: [9], [10], 

[11], [13], [16], [43], [44]; 2021: [21], [46], [47], [49], [50], [52], 
[53], [54]; 2022: [22], [24], [58], [59], [60], [62], [63], [64], [65], 
[66], [68], [72], [74], [75], [76], [77]

Neural networks, deep learning 
(RMLA1)

2018: [2]; 2019: [8], [36], [37]; 2020: [42]; 2021: [20], [21], [45], 
[47], [52], [54]; 2022: [23], [24], [57], [58], [59], [67]

Sentiment mining (SM), Natural 
language processing (SMLA4)

2014: [28]; [33], [34]; 2019: [7]; 2022: [55], [70]

Support vector machine (SMLA5) 2018: [2]; 2019: [32], [33], [37], [39]; 2020: [10], [12], [13], [14], 
[40], [41], [44]; 2021: [20], [45], [49], [50], [51], [52], [53]; 2022: 
[22], [23], [24], [26], [27], [57], [60], [61], [62], [66], [72], [73], 
[77]

Decision tree (SMLA6) 2014: [28]; 2018: [2], [3], [29]; 2019: [4], [8], [32], [33], [35], 
[39]; 2020: [11], [13], [40], [43], [44]; 2021: [20], [21], [46], [47], 
[49], [50], [51], [52], [53], [54]; 2022: [24], [57], [60], [61], [62], 
[66], [72], [73], [77]

Logistic regression (SMLA7) 2018: [29], [30]; 2019: [37]; 2020: [10], [11], [13], [43]; 2021: 
[19], [21], [51]; 2022: [22], [24], [57], [58], [59], [60], [61], [62], 
[64], [67], [68], [69], [71], [72], [75], [77]

K-Nearest neighbours (SMLA8) 2019: [32], [39]; 2020: [10], [13], [14], [40]; 2021: [45]; 2022: 
[24], [26], [73]

Naïve bayes (SMLA9) 2019: [33]; 2020: [13], [14], [44]; 2021: [20], [50], [51]; 2022: [24]
Semi-supervised Learning 
(SSMLA1)

2019: [5], [6], [32], [38]; 2021: [48]

NNge classification (SMLA10)
Quadratic discriminant Analysis 
(SMLA11)

2019: [10]; 2020: [21]; 2022: [25]

Multikernel learning (SMLA12) 2022: [27]
Feature selection (SMLA13) 2014: [28]; 2018: [30]; 2019: [31], [34], [37], [38], [39]; 2020: 

[10], [16]; 2021: [45], [48]; 2022: [56], [62], [64], [67], [74]
Principal component analysis 
(USMLA2)

2020: [16]

Unsupervised learning 
(USMLA1)

2022: [25]

1 3



Education and Information Technologies

these methods for use in teaching quality assessment and predicting student drop out. 
However, there is still much work to be done in this area, as only one study in the 
table explored the use of these methods for teaching quality assessment (2 studies), 
and only 10 studies reporting predicting student drop out.

From Tables 3 and 4, it can be observed that several ML methods have been 
employed in educational data mining studies. The most used methods were random 
forest (37 studies), decision tree (34 studies), logistic regression (26 studies) and sup-
port vector machine classifier (32 studies). These methods have been used in several 
studies, indicating their effectiveness in predicting academic performance, and stu-
dent drop out. SVM, decision tree and random forest were heavily used for predicting 
student performance while logistic regression is mostly used for learning analytics. 
Neural networks and deep learning (17 studies) were largely used for learning ana-
lytics and predicting student performance. Feature selection (16 Studies) was mostly 
used for learning analytics following predicting student performance. KNN (10 stud-
ies) was mostly used to predict student performance and Naïve Bayes (8 studies) was 
used in balance across predicting students’ performance, learning analytics and stu-
dent drop out. Additionally, the use of sentiment mining (SM) language processing in 
educational data mining was also notable. It was heavily used for learning analytics 
based on our results. The approach has been employed in several studies, and its 
effectiveness in learning analytics was impressive.

Table 4 shows that several studies employed multiple methods, indicating that 
combining methods can improve the accuracy of predictions. It was further evident 
that unsupervised learning approaches were not popular in educational data mining, 
as the table shows that only two studies used this approach. The findings indicated 
that there was a growing interest in using ML techniques to predict students’ aca-
demic success and analytics or learning. The most used methods in these studies were 
random forest, support vector machine, decision tree, and neural networks. These 
methods were found to perform well in predicting student performance and finding 
patterns in learning in most of the studies.

Semi-supervised learning and unsupervised learning were used less frequently but 
still showed promise in predicting student performance in some studies. Addition-
ally, sentiment mining was found to be a useful approach for analysing students’ 
attitudes and behaviours in collaborative learning environments. It is worth noting 
that some studies utilised multiple methods in their analyses, which highlights the 
importance of selecting the appropriate methods for specific educational contexts 
and research questions. The use of ML methods and data mining techniques in edu-
cational research can enable educators to gain insights into student learning patterns 
and develop personalised interventions that can improve student outcomes.

5 Discussion

Interest in using ML for educational data has grown significantly over the last decade. 
According to our research, ML methods have been more frequently used with the 
purpose of learning analytics and prediction of student performance more frequently 
in education research to guide educators’ decision-making, which has an impact on 

1 3



Education and Information Technologies

all stakeholders. According to Long and Siemens (2011), there is a growing trend 
towards the use of data analytics and predictive modelling in education to promote 
student performance and improve educational outcomes.

Although the word “learning” is the most frequent word in both databases, publi-
cations in both databases emphasise on learning analytics and predicting student per-
formance because the word “students”, “predicting”, “performance” are used more 
frequently in both databases. On the other hand, “machine” and “learning” are among 
the top five most frequently used words in both databases, which may indicate a focus 
on data mining and a broader range of scientific research topics.

A large proportion of papers in both databases were published between 2019 and 
2022, demonstrating an ongoing interest in employing ML methods in educational 
research. The number of publications employing ML methods is growing quickly in 
the EBSCOhost database, with a focus on articles published between 2019 and 2022. 
There is a growing interest from researchers to utilise ML methods for educational 
data since 2019.

The results of our research show that ML methods are more frequently used in edu-
cational data mining to predict various elements of students’ academic performance 
and learning habits. Most of the articles (88%) used supervised learning methods, 
which are the most frequently used methods. Decision tree, support vector machine 
classifier, random forest and logistic regression were the most commonly used super-
vised learning methods. This result was comparable to that of Luan and Tsai (2021), 
whose research revealed that the top 50 studies on AI in higher education. They found 
that these studies mainly employed traditional ML techniques such as linear regres-
sion, support vector machines, classification and clustering, data mining. Similarly, 
Issah et al. (2023) found that classification and decision trees are the most widely 
used methods in predicting student performance.

The supervised learning methods we explored are found to be successful in pre-
dicting student academic grades and student dropout which parallels a research study 
result found by Khalaf et al. (2021). Some other research furthermore suggests that 
these methods have been found to be more effective in predicting student outcomes in 
a range of contexts than traditional classroom settings (Qiu et al., 2021).

There is also evidence to suggest that semi-supervised learning methods, which 
combine labelled and unlabelled data, can be particularly effective in predicting stu-
dent outcomes when labelled data is limited (Livieris et al., 2019). Additionally, some 
studies have found that feature selection techniques can improve the performance of 
ML models in predicting student outcomes (Xiao et al., 2021). However, it is worth 
noting that the effectiveness of ML methods in predicting student outcomes can be 
influenced by several factors, including the quality and quantity of data available, the 
context of the study, and the specific method and model used (Zaffar et al., 2018).

Only 9.8% of the publications employed reinforcement learning via neural net-
work analysis algorithm. With this algorithm, models are trained to make choices 
based on incentives or punishments. To create personalised adaptive learning systems 
that cater to the needs of specific learners, reinforcement learning algorithm can be 
very helpful.

Romero and Ventura (2010) have suggested that there is a need for traditional min-
ing algorithms to be adjusted to accommodate for the context of education. Because 
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data mining algorithms must take semantic information into account when analysing 
educational data. They have suggested that this highlights the need for more efficient 
mining tools that include educational field expertise into data mining algorithms. 
Based on our results, 1.8% of publications utilised sentiment mining and language 
processing. Particularly analysing verbal or written language to find and interpret 
attitudes, opinions, and feelings of students. This method was widely utilised for 
learning analytics and investigating the attitudes and behaviours of students in group 
learning settings (Chen et al., 2020).

A study by Japkowicz & Shah (2011) has compared the effectiveness of traditional 
statistical methods with ML methods for predicting student performance. The results 
of the study showed that ML methods continuously outperformed conventional 
methods, reaching greater levels of accuracy and better generalisation across vari-
ous datasets. One advantage of ML methods over classical statistical techniques is 
their ability to learn from complex, non-linear relationships in data. Another study by 
Kotsiantis et al. (2004) have compared the performance of six ML methods includ-
ing SVM, logistic regression, 3NN, SMO, Naïve Bayes etc. in predicting student 
performance. The study found that the Naive Bayes method exhibits highly satisfac-
tory accuracy when compared to other algorithms, it stands out as the simplest one to 
implement. However, it is essential to exercise caution while using the Naive Bayes 
algorithm since its appropriateness may vary depending on the specific characteris-
tics of the data and the nature of the problem. Proper consideration and understanding 
of the data and problem context are crucial when deciding whether to employ the 
Naive Bayes algorithm in specific applications.

Based on our findings, we determined that predictive modelling is largely used 
with educational data. Predictive models are not a new statistical technique to edu-
cation statisticians and researchers. Even though the challenge of learning predic-
tion models from data is the same for both supervised ML and inference statistics, 
and they are both based on the same mathematical ideas, supervised ML focuses 
on predictive modelling via non-parametric models (Hilbert et al., 2021). The main 
question is why ML should be used for analysing educational data analytics? Among 
many other contributions, all research studies we examined supported and suggested 
the notion of using ML methods over classical test theory techniques because of 
their power of accuracy and detecting stronger predictors to generalise beyond the 
sample and the fairness it brings to statistical analysis versus classical test theory 
which mainly focuses on finding correlations among variables that most of the time 
remain short in terms of accuracy of predictions. There are of course challenges using 
ML methods for educational data mostly raised by interpretability of ML methods 
for educational results. There are ethical and algorithmic challenges when balancing 
human- and machine-assisted learning (Luan et al., 2020). One notable challenge is 
the need for comprehensive and high-quality data to effectively train models (Mitch-
ell, 1997). Training datasets can be complex, heterogeneous and lack standardization, 
making it difficult to derive meaningful insights (Lindl et al., 2020; Rudin et al., 
2022). Furthermore, interpretability of machine learning models in the educational 
context is crucial, as stakeholders, including educators, managers and researchers 
need to understand the decision-making processes of these algorithms (Hilbert et 
al., 2021). Ensuring algorithmic fairness and reducing bias is another major hurdle, 
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as models may unintentionally perpetuate or even exacerbate existing inequalities 
in the education system. Hence ethical concerns about the privacy and security of 
student data require careful consideration and robust safeguards. Integrating machine 
learning into educational practice requires collaboration between data researchers, 
educators, managers and policy makers to overcome these challenges and harness 
the full potential of machine learning while ensuring responsible and equitable use 
for educational data.

Furthermore, based on research studies we examined, ML methods play an impor-
tant role in predicting student performance, detecting patterns in student’s learning, 
attitudes and dispositions as well as predicting students at risk and dropout rates 
(Albreiki et al., 2021). ML methods can enhance the overall quality of data analysis 
in educational research and demonstrate how ML can play a significant role in the 
validation of empirical models (Hilbert et al., 2021).

6 Conclusion, implications and limitations

Our comprehensive analysis has provided a snapshot of the current state of ML meth-
ods in the field of educational data. The databases that we selected contain widely 
read and cited journals covering ML methods in educational data to provide a com-
prehensive view of the mainstream research perspective on the application of ML 
methods in educational contexts. By including previous review studies in our analy-
sis, we aimed to deepen our understanding and provide a more nuanced interpretation 
of our findings.

The collective findings from the analysed research publications strongly suggest 
that machine learning methods have demonstrated remarkable effectiveness in pre-
dicting student performance, identifying patterns and learning needs, and identifying 
at-risk students. The implications of these findings for educators are profound, as 
the availability of such knowledge can significantly transform teaching, learning and 
assessment practices. Personalised and adaptive approaches to education are emerg-
ing and moving away from the traditional one-size-fits-all paradigm. One way to do 
this is to increase educational statisticians and researchers’ awareness and knowledge 
of ML methods to further their data analysis, as these results influence the decision-
making process for all stakeholders.

However, it is important to acknowledge some limitations in our study. While 
our analysis sheds light on the current landscape, it is not comprehensive and may 
not capture new trends or the latest developments in the rapidly evolving field of 
machine learning in education. Not including 2023 publications in our study may 
create a temporal bias and future research should consider including more recent 
publications to provide a comprehensive understanding. Furthermore, the successful 
application of machine learning methods in education depends on the awareness and 
expertise of educational statisticians and researchers. There is a need to bridge the 
gap between traditional educational research and advanced data analysis techniques. 
Future research efforts should explore strategies that will enhance the knowledge 
and skills of educational stakeholders and empower them to use machine learning 
methods effectively. This interdisciplinary collaboration between educators and data 
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scientists has the potential to optimise decision-making processes for all stakeholders 
involved in the education ecosystem.

The accuracy of predictions based on educational data is crucial, as the results of 
such analyses can drive education policies worldwide, especially for international 
exams. In analysing well-known international tests such as PISA, PIRLS, TIMMS 
and TALIS, ML methods can be used to improve the accuracy of predictions and 
reduce biases that naturally arise from the data. These publications we analysed in 
this current research help to improve the interpretability of ML methods in educa-
tional research. We recommend that statisticians, researchers, educators, and policy-
makers collaborate to develop guidelines and policies for ethical and responsible use 
of ML methods in education.

In conclusion, our study highlights the transformative potential of machine learn-
ing methods in reshaping education and calls for a concerted effort to bridge the gap 
between classical statistical test theory techniques for educational data and the latest 
data analysis techniques such as ML techniques. As we navigate the evolving land-
scape of machine learning in education, continued research and collaboration will 
be instrumental in realising the full potential of using ML techniques for educational 
data.
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