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Abstract
Student outcomes are of great importance in higher education institutions. Accredi-
tation bodies focus on them as an indicator to measure the performance and effec-
tiveness of the institution. Forecasting students’ academic performance is crucial for 
every educational establishment seeking to enhance performance and perseverance 
of its students and reduce the failure rate in the future. The main goal of this study 
is to predict the performance of undergraduate first-level students in the Computer 
Department during the years 2016 to 2021 to enhance their performance in future 
by discovering the best algorithm use to analyze the educational data to identify the 
students’ academic performance. The secondary data was collected by reviewing the 
Student Affairs Department at the Faculty of Specific Education at Damietta Univer-
sity, in addition to the Statistics Department at the university. The dataset contained 
830 instances after excluding 139 instances of missing values, irrelevant rows, and 
outliers. The dataset was divided into train (577 instances (70%)), test (253 instances 
(30%)) and involved six features such year, midterm, practical exam, writing exam, 
final total degree, and grade. This paper use five machine learning (ML) algorithms 
which was selected according to the literature review and high accuracy in predict-
ing educational data mining: For the purpose of comparison, a number of different 
machine learning algorithms, such as Random Forest, Decision Tree, Naive Bayes, 
Neural Network, and K-Nearest Neighbours, were utilized and evaluated with evalu-
ation metrics such as confusion matrix, accuracy, precision, recall, and F-measure. 
The Random Forest and Decision Tree classifiers emerged as the top-performing 
algorithms, accurately categorizing 250 instances when predicting students’ per-
formance in the statistics course. This was determined based on the findings of the 
study. Out of a total of 253 instances that were included in the testing set, they only 
made three incorrect classifications.
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1  Introduction

The utilization of data mining techniques in the field of education has garnered signifi-
cant interest in recent years. Data Mining (DM) involves uncovering new and valuable 
information or significant findings from large datasets (Witten et al., 2011). It also seeks 
to extract new trends and patterns from extensive datasets through the utilization of var-
ious classification algorithms (Baker et al., 2016). The Egyptian government launched 
the National Strategy for Higher Education (Egypt’s Vision 2030), which includes three 
main axes and seven principles and stresses the importance of investing in the human 
element and universities seek help raise students’ academic performance and achieve 
this vision by having an efficient graduate who can face labor market requirements. 
Decision makers and stakeholders expect students to graduate with high grades and 
outstanding distinction to achieve academic performance that meets their vision and 
helps fulfill good economic growth. Although students make a lot of effort in study-
ing at the university, they may succeed or fail due to many economic, social, and psy-
chological factors. Many previous Studies on student failure in computer science have 
been undertaken, mathematics, and physics courses, as well as on predicting student 
performance in mathematics at the pre-university level. Five data mining classifica-
tion algorithms have been chosen to predict students’ performance and the likelihood 
of passing based on their high accuracy in educational data mining. These algorithms 
include Random Forest, Decision Tree, Naive Bayes, Neural Network, and K-Near-
est Neighbors. Various evaluation metrics were utilized for assessing the algorithms, 
including accuracy, preciseness, recall, matrix of confusion, and F-measure. This study 
aims to address the rising failure rate in statistics courses and the growing enrollment of 
students in supplementary exams or summer semesters, which leads to financial waste 
for parents and the government. The goal is to identify the most effective algorithm for 
predicting students’ performance in statistics courses, in order to prevent future issues 
and strive for optimal outcomes for students.

2 � Literature review

DM techniques have proven their superiority in different sectors, such as e-commerce 
and business, and recently their usage in the field of education has been rapidly grow-
ing. This section analyzes the efficacy of educational data mining (EDM) techniques. 
Various studies are examined. The articles under review are categorized according to 
the various types of DM algorithms used to forecast the ultimate results, namely: "deci-
sion tree (DT), Artificial Neural Network (ANN), Naive Bayes (NB), K-Nearest Neigh-
bor (KNN), Support Vector Machine (SVM), and Random Forest (RF)."

2.1 � Decision Tree (DT)

Defined as a tree-like graph constructed established upon a series of conditions, 
Decision Tree (DT) takes a specific feature as input and produces class labels as 
output (Tomasevic et  al., 2020). The student’s future performance was forecasted 



1 3

Education and Information Technologies	

through Decision Tree analysis, which involved categorizing the student’s scores in 
past quizzes (Adebayo & Chaubey, 2019). "A different research project examined 
how the behavioral characteristics of students impact an e-learning system, with 
the classification process being conducted by a DT classifier (Ajibade et al., 2022). 
Several studies indicate that utilizing the personal, social, economic, and cognitive 
traits of students can be used to forecast their exam performance (Aman et al., 2019; 
Zhao et al., 2020a, 2020b). Nevertheless, the utilization of numerous arbitrary fea-
tures could potentially hinder the classification accuracy. Dataset preprocessing, 
along with suitable feature selection, plays a crucial role in improving prediction 
results, as highlighted by Al-Obeidat et al. (2018) and Wong and Senthil (2019). A 
refined version of the DT algorithm is presented, comprising two primary phases: 
an entropy-based feature selection stage and the construction of a prediction model 
(Patil et al., 2018; Santoso, 2020)."

2.2 � Naive Bayes (NB)

This is a popular technique that uses the Bayesian theorem (Tomasevic et al., 2020). 
Academic performance is built using demographic data forecasting model. When 
comparing the accuracy of the NB classifier with KNN, it is evident that the NB 
classifier achieves a notably high accuracy of 93.6% (Amra & Maghari, 2017). Fur-
thermore, the NB algorithm is utilized for forecasting students’ final exam scores 
based on various relevant features, including assignment scores, lab assessments, 
previous exams, and course attendance. The assessment demonstrates that the per-
formance of NB surpasses that of SVM in terms of accuracy, with respective scores 
of 92% and 63.5% (Kaur & Bathla, 2018). Personality traits, like time management, 
stress control, and concentration, significantly influence the ability to predict one’s 
performance in upcoming exams. Combining cognitive and non-cognitive fea-
tures enhances the performance of the Bayesian prediction model, as demonstrated 
by Sultana et  al. (2017). Moreover, the Forward Selection approach (Saifudin & 
Desyani, 2020) and Wrapper (Usman et al., 2020) feature selection algorithms are 
employed alongside the NB model to enhance the accuracy of the prediction model.

2.3 � Artificial Neural Network (ANN)

Within the field of DM, a prevalent classification algorithm is known as an Artifi-
cial Neural Network (ANN). The input layer, hidden layer, and output layer consti-
tute the three layers of a biological neural network (Amazona & Hernandez, 2019). 
Lau et  al. (2019) employed traditional statistical methods to identify the key fac-
tors impacting students’ academic performance. Subsequently, the ANN model was 
developed using 11 input variables, incorporating two hidden layers of neurons, and 
concluding with one output layer. Analyzed the model’s performance using vari-
ous metrics including the ROC curve, confusion matrix, error performance, regres-
sion, and error histogram. Overall, the prediction model achieved a satisfactory 
accuracy rate of 84.8%. Another study examined the impact of input factors on the 
ability to predict output classifications. The study showed that the most effective 
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input variables for predicting students’ performance using an Artificial Neural Net-
work model were the students’ attendance and study time (Aydoğdu, 2020). Vari-
ous supervised learning algorithms were compared, along with different attributes 
of students (Tomasevic et al., 2020).

2.4 � Support Vector Machine (SVM)

By employing a model-based approach, Support Vector Machine (SVM) separates 
the dataset into several classifications. It creates a hyperplane between two separate 
classes and depicts data points in a 2D or 3D space. (Sen et al., 2020). To anticipate 
student performance as early as possible, an ensemble model integrates the find-
ings of various DM approaches to increase the precision of prediction (Gil et  al., 
2021). SVM, NB, and DT are combined in this hybrid technique to enhance the 
prediction outputs. It is demonstrated that the ensemble model has a 98.5% accu-
racy rate. A deep neural network prediction model combining CNN, LSTM, and 
SVM models was created by Wu et al. in 2019. It was demonstrated that the hybrid 
model could more accurately predict the results as F-measure = 95.03%, while SVM 
achieved an F-measure = 92.48%. Correlation-based filtering was employed by Zaf-
far et al. (2020) to recognize the most prominent features of the prediction process. 
The F-measure for the features-based SVM model was 90%. To investigate the rela-
tionship between students’ social interactions and their English test results, a Princi-
pal Component Analysis (PCA) is introduced. (Zhao et al., 2020a, 2020b).

2.5 � K‐Nearest Neighbor (KNN)

Analogous to this approach is the K-Nearest Neighbor (KNN) method, which organ-
izes data according to common attributes. Within this approach, the value "K" rep-
resents the quantity of nearest neighbors chosen to classify an ambiguous object. 
Objects with comparable characteristics are expected to be grouped into the same 
category (Sen et  al., 2020). "Five data mining techniques are being analyzed to 
develop the most effective prediction model for students’ test scores: Naive Bayes, 
Decision Trees, K-Nearest Neighbors, Artificial Neural Networks, and Support Vec-
tor Machines. The KNN model achieved a superior level of accuracy at 100%, out-
performing all other classification models (Vital et al., 2021). In order to decrease 
the time it takes to process the model while maintaining prediction accuracy, a 
rapid KNN method was proposed. When comparing the suggested model to the 
traditional KNN model, there was an enhancement in accuracy, achieving a rate of 
96.6%. Moreover, the proposed model decreases processing time by 90% according 
to Ahmed et al. (2020)."

2.6 � Random Forest (RF)

Multiple DTs make up the ensemble ML method known as Random Forest (RF). The 
class that receives the most votes at the end is chosen as the anticipated class (Bruce, 
2019). Using lecture views, resource access, and test results, RF is utilized to predict 
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performance. The suggested model demonstrated that LMS interactions and grades of 
students may be utilized to predict performance with 84% accuracy (Wakelam et al., 
2020). For segmenting students into pass/fail segments, three data mining algorithms 
were examined. In comparison to KNN and NB, RF outperformed with a 95.45% accu-
racy rate (Lenin & Chandrasekaran, 2019). The studies demonstrate that not all attrib-
utes are included in the prediction process but using an unimportant feature may have a 
detrimental impact on the outcome of the prediction (Nuankaew & Thongkam, 2020).

All explored literature and previous related work clearly establishes a picture that 
the DM techniques can be effectively utilized to predict academic performance. To this 
extent, the proposed approach aims to predict the performance of undergraduate first-
level students in the Computer Department at Damietta University during the years 
2016 to 2021 in order to improve their academic performance in future. This paper use 
five different machine learning (ML) algorithms which was selected according to supe-
riority and accuracy in predicting educational data mining tasks: RF, DT, NB, ANN 
and KNN.

3 � Method

3.1 � Dataset descriptions

Students’ results over the years were analyzed as indicated in Table 2, for the academic 
years 2015/2016 to 2020/2021, 196 students (23.61%) had a pass class during the first 
semester of the first year, while 325 students (39.16%) had a failing class. The data 
for grades at the ordinary level are shown in Fig. 6. In terms of grades, 325 students 
(39.16%) received a F from the 2015–2016 academic year to the 2020–2021 academic 
year, 196 students (23.61%) received a D, 104 students (12.53%) received a C, 89 stu-
dents (10.72%) received a B, and 116 students (13.98%) received an A.

Figure 1 illustrates the block diagram used in this study to predict student statis-
tics correction exam performance from input data to output information. To ensure that 
only the relevant information was carried out and combined to create a dataset, data 
collected from the field was collected and cleaned before being preprocessed to elimi-
nate outliers. The data was then translated into a format that ML algorithms may use 
after the useful features have been found. The models’ outputs were then gathered and 
assessed for knowledge discovery. As a result, useful information was produced.

The information that was learned about the performance of students was merged 
through the processes of data scrubbing and preliminary processing, selecting data and 
integrating, transforming the data, data mining, an assessment of the knowledge that 
was learned about students’ performance, and the collection of the output data.

3.2 � Data cleaning and preprocessing

"Data cleaning is the process of removing or changing information that is incor-
rect, incomplete, irrelevant, duplicated, or incorrectly formatted in order to get 
the data ready for use. This is done to get the data ready for use. the data for 
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the analysis. The preprocessing of data is yet another essential step in the devel-
opment of deep machine learning algorithms. The results are improved, and the 
amount of noise is decreased. The following section provides a description of the 
processes that are involved in the preparation of data purification using MATLAB 
(https://​www.​mathw​orks.​com). A CSV or Excel file is used to present the sample 
data, which consists of many columns, many rows, and the presence of some val-
ues that are missing. Cleaning the data is the most important step in the process 
of developing a data culture and using it to generate accurate forecasts. Correc-
tion of grammatical and syntactical errors, standardization of data sets, correction 
of errors such as empty fields, identification of duplicate data points, and scaling 
of features are all associated with this process. When preparing data, it is easier 
to work with if you are aware of what kinds of things to look for. In order to clean 
the data, different procedures are utilized depending on the type of data that is 
being used; however, the steps that are included in the preparation of the data are 
always the same."

3.2.1 � Remove duplicate observations

The process of collecting data most frequently results in data duplication. This 
mostly occurs when merging information from many sources, including infor-
mation obtained from clients or other departments. It is necessary to get rid of 
every duplicated instance of data and eliminate pointless observations from the 
dataset.

Fig. 1   A diagram for the prediction of student statistics correction exam performance

https://www.mathworks.com
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3.2.2 � Filter unwanted outliers

Unusual values make up outlier values in a dataset. These contradict assumptions 
and are quite dissimilar from other data points, which can skew the study. The 
method of deletion is randomly done and depends on the data to be examined, and 
its performance is often improved by removing undesired outliers: firstly, removing 
an outlier if the data is known to be inaccurate or if we are confident that the data 
values fall within a certain range and safely discarding results that are outside of that 
range; secondly, losing a suspect outlier if there are many data points in the sample.

3.2.3 � Fix structural errors

Structural errors can be weird naming conventions, typos, case sensitivity, and 
so on. Inconsistencies cause categories to be mislabeled. This is best demon-
strated by providing “N/A” and “Not Applicable” together. Both appear in vari-
ous categories; however, they should be considered a part of the same category 
for analysis.

3.2.4 � Fix missing data

Many algorithms do not accept missing values. so, observations with missing values 
can be removed or filled by values ​​based on other observations.

3.2.5 � Feature scaling

This is important because datasets have different types of characteristics or variables, 
for example, location, age, salary, and years of experience (Onawumi et  al., 2023; 
Matsson & De Geer, 2023). If there are similar values, data can be standardized. Other-
wise, aim for normalization. However, this is not a requirement, and any method can be 
choosed. There are two ways to do the feature scaling (Fig. 2).

•	 Standardization
	   Often referred to as Z-score normalization, it is sometimes a method of rescaling 

values like normalization while adhering to the properties of the standard normal 
distribution. Standardization is very important as it enables reliable data transmis-
sion between different systems. Standardization facilitates data exchange and com-
munication between computers. In addition, standardization makes data easier to 
process, analyze, and store in databases. This method allows businesses to use data 
to make better decisions. Organizations can compare and analyze their data more 
easily when standardized, gaining insight into how to run their business better. The 
method transforms features from the range of -1 to + 1:

(1)xtransformed =
x − mean(x)

stander devation(x)
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•	 Normalization
	   Normalization is one of the most used techniques for data preparation. This enables 

to convert the values of data set’s numerical columns to a standard scale. Normaliza-
tion is a way of organizing data in a database. This is a scaling method that reduces 
duplication by scaling and shifting numbers between 0 and 1. If there are no outliers 
because they cannot be handled, use normalization to remove unwanted features from 
the dataset. Understanding the normalization formula will help to decide if this is the 
best way to process dataset. It transforms features from the range of 0 to + 1:

	   The z score informs us of the value’s standard deviation from the mean. 
Depending on whether the result is above or below the mean, it is either positive 
or negative:

	   After understanding, cleaning, and preparing the data, for performance predic-
tion, it’s crucial to determine the predictor (input) variables and the target vari-
ables (output). before applying ML algorithms to training datasets.

(2)xtransformed =
x − min(x)

max(x) − min(x)

(3)z score =
value(x) − mean(x)

stander devation(sd)

Fig. 2   Normalization and standardization
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4 � Feature selection

One of the goals of the feature selection methods that are utilized in machine learn-
ing (Fig.  3) is to identify the most suitable collection of characteristics that will 
allow for the development of optimized models of the phenomenon that is being 
investigated. According to Ghosh et al., 2023, the following categories can be uti-
lized to facilitate the broad classification of feature selection strategies in machine 
learning: When it comes to selecting features for a labeled dataset, it is possible to 
employ techniques for supervised feature selection that consider the target variable. 
On the other hand, techniques for unsupervised feature selection can be utilized for 
datasets that do not have labels when the target variable is not included.

It is crucial for machine learning engineers to understand which feature selection 
technique will best suit their model. The selection of the right statistical measure for 
feature selection becomes simpler as our knowledge of the data kinds of variables 
increases.

Firstly, its necessary to determine the type of input and output variables in 
order to choose the appropriate feature selection algorithm (Fig. 4). The two main 
types of variables in ML are:

•	 Numerical variables are those that have continuous values, such floats and integers.
•	 Categorical variables are those that have categorical values, including nominal, 

ordinal, and Boolean variables.

Table  1 summarizes the cases with appropriate measures for feature selection 
(Rizvi, 2018).

Fig. 3   Feature selection techniques in machine learning. ( https://​www.​javat​point.​com/​featu​re-​selec​tion-​
techn​iques-​in-​machi​ne-​learn​ing)

https://www.javatpoint.com/feature-selection-techniques-in-machine-learning
https://www.javatpoint.com/feature-selection-techniques-in-machine-learning
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5 � ML algorithms training

Since a successful prediction model should not have any missing values in the dataset, 
the current study used techniques like deleting the entire row containing the missing val-
ues to address the issue of missing values. Because some of the students’ fields had no 
values in them, the approach was used. In order to prevent biased models and incorrect 
predictions or classifications, it was imperative to address them. Out of the 969 occur-
rences in this study, 139 were eliminated because some of the students had delayed their 
coursework or exams. Thus, 830 occurrences were needed to create a dataset.

The used dataset is split into 70% for machine learning algorithm training, 15% for 
trained ML algorithm validation, and 15% for trained ML algorithm testing. "Following a 
review of the study for lowering dropout rates using ML techniques, the dataset’s division 
was taken into consideration (Mduma et al., 2019). The performance of pupils has been 
predicted using a variety of EDM techniques, including SVM, K-NN, ANN, and DT (Roy 
& Garg, 2017; Shahiri & Husain, 2015). K-NN, SVC, RF, DT, and MLP are some of the 
machine learning algorithms that will be utilized in this study to predict the performance 
of students in statistical courses. These algorithms are widely utilized in EDM and have 
proven to be effective. The data for this study will be obtained from the Computer Teacher 
Preparation Department at Damietta University through the faculty of Specific Education."

Fig. 4   Feature selection measures algorithm in machine learning.( https://​www.​javat​point.​com/​featu​re-​
selec​tion-​techn​iques-​in-​machi​ne-​learn​ing)

Table 1   The cases with appropriate measures for feature selection

Input Variable Output Variable Feature Selection technique

Numerical Numerical • Pearson’s correlation coefficient (for linear correlation)
• Spearman’s rank coefficient (for non-linear correlation)

Numerical Categorical • ANOVA correlation coefficient (for linear correlation)
• Kendall’s rank coefficient (for non-linear correlation)

Categorical Numerical • Kendall’s rank coefficient (linear)
• ANOVA correlation coefficient (non-linear correlation)

Categorical Categorical • Chi-squared test (contingency tables)
•Mutual information

https://www.javatpoint.com/feature-selection-techniques-in-machine-learning
https://www.javatpoint.com/feature-selection-techniques-in-machine-learning
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6 � Evaluation of trained ML algorithms

"When it comes to machine learning, one of the most important problems to solve 
is figuring out how to calculate the future value of educational data. This problem 
involves determining how accurately they anticipate the desired outcome. As a result 
of the application of machine learning classification algorithms, significant findings 
and forecasts have been generated (Tohka & Van Gils, 2021). It is possible to evalu-
ate the execution of classifiers using a variety of different methods." When it comes 
to modifying and assigning novel cases to classes in actual usage, all these tech-
niques are associated with the number of times the classifier was either "true" or 
"false." Regardless, different approaches offer a variety of perspectives on what we 
mean when we say "true" or "false," and not all errors are of the same significance. 
Consequently, we have a wide range of different implementation strategies to choose 
from (Tohka & Van Gils, 2021). As was mentioned earlier, this section provides the 
metrics that are used to estimate the implementation of the classification technique:

–	 Multiclass Confusion Matrix The measures designed for binary classification do not 
fully apply in the situation of multiclass classification. The dimension of the multiclass 
confusion matrix is N × N, where N is the total number of distinct class labels (e.g., 
11 for NPS) that there are. Thus, in this instance, the characterization of TP, TN, FP, 
and FN cases is not applicable. On the basis of the characterization, it is possible to do 
an analysis that focuses on a certain class instead. Using this method, a collection of 
metrics can be defined for every class. Then, it is possible to produce measurements 
for the complete confusion matrix based on the appropriate mix of these metrics. As 
follows, gives a summary of the metrics—accuracy, recall, precision, and F1-score, in 
particular—defined for a multiclass confusion matrix (Markoulidakis et al., 2021).

–	 Precision (P) is estimated by the following equation to be the number of precise 
classes produced by the classification measure. (Hossin & Sulaiman, 2015): 

–	 Recall (R) is the measure is the number of accurate positives divided by the 
sum of the number of correct positives and the number of incorrect negatives 
and is used to find all acceptable cases in a dataset. (Hussain et al., 2022): 

–	 F-measure is the harmonic mean of precision and recall and can be deter-
mined by using the following equation (Hossin & Sulaiman, 2015): 

–	 Accuracy (A) is the most used evaluation measure in practice for either binary or multi-
class classification problems. Accuracy determines the quality of the produced solution 

(4)PPV(Ci) =
TP(Ci)

TP
(

Ci

)

+ FP(Ci)

(5)TPR(Ci) =
TP(Ci)

(TP(Ci) + FN(Ci))

(6)F1(C1) = 2 ∗
TPR(Ci) ∗ PPV(Ci)

(TPR(Ci) + PPV(Ci))
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estimated based on the percentage of true predictions over total examples (Muntean & 
Militaru, 2023). Accuracy is the number of true forecasts made as a ratio of all predic-
tions made and is determined by the following equation (Hussain et al., 2022): 

–	 Classification report is used to estimate the rate of forecasts of a classifica-
tion algorithm; it includes these measurements: precision, recall, and F1-score 
(Muntean & Militaru, 2023).

7 � Results

7.1 � Dataset

The survey on the results of students in the Computer Department during the years 
2016 to 2021 revealed a high percentage of failure in the statistics course for first-
level students. The highest failure rate was in 2016 when it reached 48.06%, and 
the failure rate for other years ranged between 22 and 48%. Figure  5 shows the 
percentage of students failing the statistics course during the years 2016 to 2021.

The categorical frequency distribution of the remark’s variable was used to 
examine the dataset. For the academic years 2015/2016 to 2020/2021, during 
the first semester of the first year, it was noted that 196 students (23.61%) had a 
pass class, while the failing class had 325 students (39.16%) as shown in Table 2. 
Figure  6 illustrates the statistics of ordinary level grades. From the 2015–2016 

(7)Acc(Areduced) =

∑N

i=1
TPR(Ci)

∑N

i=1

∑N

i=1
Ci�j

Fig. 5   The % failing the statistics course during the years 2016 to 2020
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academic year to the 2020–2021 academic year, there were 325 students (39.16%) 
with a F grade, 196 students (23.61%) with a D grade, 104 students (12.53%) 
with a C grade, 89 students (10.72%) with a B grade, and 116 students (13.98%) 
with an A grade.

Figure  6 shows a comparison of the numbers of successful students versus 
those who failed in the statistics course during the years 2016 to 2021. Although 
the number of successful students is greater than the number of failed students, 
the number of failed students represents a high percentage. Figure 7 also shows 
that the highest failure rate was in 2016 (48.06%).

7.2 � Evaluation of the best selected trained ML algorithms

The dataset contains 830 instances after excluding 139 instances of missing 
values, irrelevant rows, and outliers after data collection. It was divided into 
train (577 instances (70%)) and test (253 instances (30%)). Besides, the dataset 
involved six features as depicted in Table 3 such as year, midterm, practical exam, 
writing exam, final total degree, and grade. Table  3 explains the features, their 
descriptions, and possible values.

The grades in the dataset are broken down into five distinct categories: A, B, 
C, D, and F. Figure 8 offers a visual representation of the number of students who 
fall into each category over the course of the academic years (2016–2021).

This section makes use of machine learning algorithms to categorize the 
grades that students received in the statistics course during the academic years 
2016–2021. Table 3 and Fig. 8 both contain a presentation of the different cat-
egorizations of class grades. There were a total of 830 instances included in 
the dataset, which were split into a train set (70%) and a test set (30%). A 
comparison of machine learning algorithms (RF, DT, NB, NN, and KNN) was 

Fig. 6   Results of students (statistics ordinary level grades A, B, C, D, F)
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carried out using the evaluation metrics. To determine the accuracy, precision, 
recall, and F-measure for each classifier, the values of the confusion matrix 
were used to calculate the TP, TN, FP, and FN values. Figure 9 illustrates these 
values.

Table 4 presents a list of the evaluation metrics, such as the number of each 
correctly and incorrectly classified instance, the accuracy of each classifier, preci-
sion, recall, and F-measure.

Fig. 7   Remarks distribution in dataset

Table 3   List of the features of the dataset

No Feature Description Value

1 Year Academic year From 2016 to 2021
2 Midterm The degree of the exams through the aca-

demic year
Quantitative data (0–20)

3 Practical exam The degree of the practical exams at the end 
of the term and a preface to the final exam

Quantitative data (0–20)

4 Writing exam The degree of the final exam as a writing 
exam that was held at the end of studying 
the course

Quantitative data (0–60)

5 Final total degree The sum of the degrees of midterm, practi-
cal exam, and writing exam

Quantitative data (0–100)

6 Grade Grades obtained from the final total degree Qualitative data (A, B, C, 
D, E, or F)A: degree range [85–100]

B: degree range [75–84]
C: degree range [65–74]
D: degree range [50–64]
F: degree range [0–49]
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Fig. 8   Number of students in each category of grade (A, B, C, D, F) through academic years (2016–
2021)

Fig. 9   Confusion matrix of classifiers applied to the dataset
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Figure 10 displays the the ratio of cases that were correctly categorized to those 
that were wrongly labelled for each classifier (RF, DT, NB, NN, and KNN). Based on 
the prediction results in the statistics course, the RF and DT classifiers demonstrated 
superior performance by accurately classifying 250 out of 253 instances. They only 
misclassified 3 instances, indicating a high level of accuracy. Similarly, the NB clas-
sifier accurately classified 238 instances and misclassified 15 instances. Similarly, the 
NN classifier accurately classified 244 instances and misclassified 9 instances, while 
the KNN algorithm correctly classified 227 instances and misclassified 26 instances.

Figure  11 displays the precision of each classifier as a result. The accuracy 
achieved during testing with the RF classifier was on par with that of the DT clas-
sifier, both reaching 98.7%. Likewise, the NB classifier obtained a 94% accuracy 
rate. Similarly, NN attained a success rate of 96.4%, while KNN reached 89.6%.

Figure  12 displays additional evaluation metrics, including precision, recall, and 
F-measure. Regarding the RF classifier and DT, the precision, recall, and F-measure met-
rics reached a value of 0.99. Similarly, the NB classifier obtained a score of 0.94. In addi-
tion, the NN classifier attained a score of 0.96, while the KNN achieved a score of 0.90.

Table 4   List of features that formed the dataset

No ML algorithms TP FP TN FN Precision Recall F-measure Accuracy

1 RF 250 3 130 2 0.99 0.99 0.99 98.70%
2 DT 250 3 130 2 0.99 0.99 0.99 98.70%
3 NB 238 15 240 15 0.94 0.94 0.94 94%
4 NN 244 9 260 10 0.96 0.96 0.96 96.40%
5 KNN 227 26 215 25 0.9 0.9 0.9 89.60%

Fig. 10   Correctly vs. incorrectly classified instances for each classifier
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8 � Discussion

8.1 � Identification of the requirements for prediction performance

The examples provided in the current study were adequate for generating a 
dataset. Upon comparing our study with others, we observe that some studies 
have utilized 210 examples to investigate student performance prediction (Asif 

Fig. 12   Comparison of precision, recall, and F-measure metrics among ML classifiers

Fig. 11   Comparison accuracies of each classifier
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based on the F-measure demonstrate the predictive ability of the trained ML sys-
tem on the validation dataset for two classes. Given that accuracy is the criterion 
for assessing the top-performing ML algorithms, Random Forest (RF), Neural 
Networks (NN), and Decision Trees (DT) demonstrated superior performance in 
F-measure validation tests compared to Naive Bayes (NB) and K-Nearest Neigh-
bors (KNN). The F-measure achieved by the RF algorithm was 99%, outperform-
ing KNN which scored 90%. The F-measure achieved by the DT algorithm was 
99%, followed by 94% for the NP algorithm, and 96% for the NN algorithm.

8.3 � Evaluation of trained ML algorithms

The results of the validation and testing to assess the accuracy of the most well-trained 
machine learning algorithms were displayed in Fig.  11. Both the RF algorithm and 
the DT algorithm demonstrated similar levels of accuracy during testing and valida-
tion. The RF algorithm achieved a 98.70% accuracy during testing, while the DT algo-
rithm’s accuracy closely matched that of the validation set. Moreover, the accuracy of 
the neural network decreased by 2% in the testing set, dropping from 98.70% in the 
validation results to 96.40% in the testing findings. The best-chosen trained ML algo-
rithms showed no overfitting or underfitting when comparing accuracies between vali-
dation and testing. Additionally, throughout the ML algorithms’ training, the F-meas-
ure in testing was contrasted with the validation outcomes (Fig. 12). In the validation 
findings, the F-measure for the RF method was 99%. Additionally, the DT algorithm’s 
F-measure decreased from 99 to 96% in the validation findings. The F-measure for the 
KNN algorithm dropped from 96% in the validation results to 90% in the testing find-
ings, a 6% decline.

"This evidence shows that the RF and DT algorithms successfully predicted the 
performance of the statistics course from new data, achieving a maximum accuracy of 
98.70%. The neural network (NN) demonstrated the second-highest level of accuracy 
at 96.40%. Moreover, the RF and DT algorithm successfully predicted the performance 
of the statistics course on new data, achieving the highest F-measure of 99%, with NN 
following at 96% and NB at 94%. The results were compared to those of a previous 
study that examined accuracy ratings for the 5-level grading system. The RF algo-
rithm achieved a 71.14% accuracy rate, while the binary level grading method reached 
91.39% (Ünal, 2020). Within the same study, the DT algorithm’s accuracy rose from 
73.42% with the use of 5-level grading to 89.11% with the application of binary level 
grading. Given that accuracy tends to increase as classification becomes more specific, 
the findings of the present study showed strong accuracy in binary classification regard-
ing whether students will pass or fail a statistics course. Based on this discussion, it is 
evident that the Random Forest (RF) and Decision Tree (DT) algorithms performed the 
best in predicting statistics performance of the course in the present research, accom-
plishing a precision of 98.70% and an F-measure of 99%. Therefore, the RF prediction 
model proved to be the most effective for predicting the performance of management 
degree students in statistics courses in the present study."
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et al., 2017). Another research conducted by Saa  in (2016) employed classifica-
tion methods to forecast performance based on a dataset of 270 instances. "The 
researchers utilized 279 instances from the academic years 2007 to 2010 to pre-
dict students’ math performance by considering factors such as oral, test, and 
final grades in the first and second semesters (Vihavainen et al., 2013). Compared 
to this study, 830 instances were analyzed, and six predictor factors were consid-
ered for their influence on the output variable."

8.2 � Instruction and verification of algorithms for ML

Within this research, the accuracy of the DT model was recorded at 98.7%. The 
verification results were compared to a research study that achieved a DT accu-
racy of 91.5%. This study examined the relationships between predictor variables, 
and machine learning algorithms were trained using all features (Ma & Zhou, 
2018). Moreover, the RF and NP demonstrated accuracy rates of 72.4% and 
88.3%, respectively, compared to 98% and 94% in the present study. Compara-
tively, the KNN algorithm achieved an accuracy of 89.60% in this study, slightly 
lower than the 92.6% reported by Ma and Zhou (2018) (Fig. 13).

Moreover, the RF and NP accuracy rates in Ma and Zhou’s (2018) study were 
72.4% and 88.3%, while in the present research, they were 98% and 94%. In the 
current study, the KNN algorithm achieved an accuracy of 89.60%, which is 
slightly lower than the 92.6% reported in Ingale (2021). These results show that 
due to their interconnections, the algorithm accurately forecasts how well students 
perform in the course when taught alongside every aspect. Moreover, in a research 
study, the F-measure was employed as an assessment metric to predict the aca-
demic success of the students (Sokkhey et al., 2020). The current work utilized the 
F-measure metric to validate the ML algorithms trained efficiently. The instances 
that were correctly classified compared to those that were inaccurately categorized 

Fig. 13   Comparison between Algorithms for ML
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9 � Conclusion, limitations, and future work

The ability to forecast students’ academic achievement using educational data is one 
of higher education’s promising developments. The statistical metrics and DM algo-
rithms presented in this research can be used to assess academic success. "These 
techniques utilize machine learning algorithms to assess student academic perfor-
mance and decide if additional promotion is warranted. This study aims to predict 
the academic outcomes of freshman students majoring in Computer Science from 
2016 to 2021. After removing 139 instances with missing values, irrelevant rows, 
and outliers, the dataset now consists of 830 instances. The dataset was split into 
a training set consisting of 577 instances (70%) and a test set consisting of 253 
instances (30%). Besides, the dataset involved six features, that is. year, midterm, 
practical exam, writing exam, final total degree, and grade."

This paper involved five ML algorithms selected according to the literature 
review and high accuracy in predicting educational data mining. The ML algorithms 
are RF, DT, NB, NN, and KNN. Consequently, evaluation metrics were applied to 
compare ML algorithms, that is, confusion matrix, accuracy, precision, recall, and 
F-measure.

Based on the findings in this paper, the RF and DT classifiers demonstrated supe-
rior performance by accurately classifying 250 out of 253 instances when predicting 
students’ performance in the statistics course, with only 3 instances being misclas-
sified. Similarly, the NB classifier accurately classified 238 instances and misclas-
sified 15 instances. Moreover, the NN classifier accurately classified 244 instances 
and misclassified 96 instances, while the KNN algorithm correctly classified 227 
instances and misclassified 26 instances.

Furthermore, the RF and DT classifiers achieved an accuracy of 98.7% during 
testing. Likewise, NN attained a 96.4% accuracy. Similarly, NB attained a 94% 
accuracy rate, whereas KNN achieved 89.6%. When considering additional evalua-
tion metrics like precision, recall, and F-measure for the RF and DT classifiers, the 
metrics reached 0.99. Similarly, the NN classifier obtained a score of 0.96. In addi-
tion, the NB classifier attained a score of 0.94, while the KNN achieved a score of 
0.90. Hence, the paper has effectively attained a high level of accuracy in forecasting 
the academic performance of statistics students using ML algorithms.

This paper encountered some limitations in obtaining the dataset due to time, secu-
rity, and privacy issues. Hence, this led to the elimination of collecting more features, 
which could play an essential role in enhancing the student’s academic performance 
prediction. Besides, this paper uses a limited number of classification algorithms. In 
the future, we intend to collect big data of students’ academic performance to pre-
dict the academic performance of several educational courses. Consequently, this can 
help students get appropriate jobs after improving their academic profiles. Further-
more, we hope to combine classification techniques with clustering algorithms and 
association rule mining to achieve improved results in educational data mining.
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