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Abstract
There has been widespread media commentary about the potential impact of gen-
erative Artificial Intelligence (AI) such as ChatGPT on the Education field, but lit-
tle examination at scale of how educators believe teaching and assessment should 
change as a result of generative AI. This mixed methods study examines the views 
of educators (n = 318) from a diverse range of teaching levels, experience levels, dis-
cipline areas, and regions about the impact of AI on teaching and assessment, the 
ways that they believe teaching and assessment should change, and the key motiva-
tions for changing their practices. The majority of teachers felt that generative AI 
would have a major or profound impact on teaching and assessment, though a size-
able minority felt it would have a little or no impact. Teaching level, experience, 
discipline area, region, and gender all significantly influenced perceived impact of 
generative AI on teaching and assessment. Higher levels of awareness of generative 
AI predicted higher perceived impact, pointing to the possibility of an ‘ignorance 
effect’. Thematic analysis revealed the specific curriculum, pedagogy, and assess-
ment changes that teachers feel are needed as a result of generative AI, which cen-
tre around learning with AI, higher-order thinking, ethical values, a focus on learn-
ing processes and face-to-face relational learning. Teachers were most motivated to 
change their teaching and assessment practices to increase the performance expec-
tancy of their students and themselves. We conclude by discussing the implications 
of these findings in a world with increasingly prevalent AI.
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1 � Generative Artificial Intelligence as an educational disruption

The release of GPT3 in November of 2022 by OpenAI constituted a bellwether 
for humanity, heralding a new age of powerful and easily accessible generative 
Artificial Intelligence (AI). Capturing widespread public and media attention 
(e.g. Mollman, 2023; Roose, 2023; Wingard, 2023), ChatGPT (OpenAI, 2023) 
could now provide extended text responses to a wide variety of natural language 
prompts that often passed for intelligent and informed human prose. Amongst 
those media reports, there were various opinions about the possible implica-
tions of generative AI for education, and what teachers might think, but none 
of these were based on research evidence. Understanding educator beliefs about 
how teaching and assessment will need to change in response to generative AI is 
important, because it underpins the sorts of changes that we can expect to see in 
educational institutions around the world. Understanding the teacher motivations 
for change in response to generative AI will enable educational leaders to pro-
vide impactful professional learning that builds on teacher belief systems. Hence, 
the purpose of this study is to examine educator perceptions of how we should 
change teaching and assessment in response to generative AI, and their motiva-
tions for changing. Establishing teacher beliefs and motivations will also act as 
a baseline for further research as teachers and generative AI technologies change 
over time.

AI has increasingly become an embedded part of contemporary life through its 
accepted use in technologies that provided personal assistance (e.g., Siri, Alexa), 
weather forecasting, facial recognition, medical diagnoses, legal support, and 
beyond (Holmes et al., 2019). Amongst this milieu, a range of ways that AI could 
potentially benefit education have been identified, for instance through personal-
ised learning platforms, adaptive assessment systems, intelligent predictive ana-
lytics, and provision of conversational agents (Akgun & Greenhow, 2021). How-
ever, the ability of ChatGPT and similar generative AI tools to provide students 
and teachers with often high-quality responses to a wide range of common educa-
tional tasks raised fundamental questions about what educators worldwide should 
be teaching and how students should be assessed.

Deep epistemological and pedagogical questions about the use of AI in Educa-
tion have existed for some time, with Holmes et al. (2019) provocatively asking 
“If you can search, or have an intelligent agent find, anything, why learn any-
thing? What is truly worth learning?” (p. 3). Touretzky et al. (2019) contend that 
it is not enough to know how to use AI tools effectively, but that AI needs to 
become a compulsory topic area woven throughout the curriculum so that all stu-
dents develop a requisite understanding of how AI works. Whether and how AI 
should be used by students in the classroom has been compared to whether use of 
spell-checkers and calculators by students should be allowed (Popenici & Kerr, 
2017). However, sophisticated new generative AI such as ChatGPT constitutes a 
wholesale leap in what cognitive and learning tasks can be supplanted by technol-
ogy, with the potential for students to simply submit copy-pasted ChatGPT output 
in response to quite elaborate assessment specifications.
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Our study addresses an important gap in the research literature. There have been a 
number of reviews of AI in Education that summarise broad categories of AI uses in 
the classroom (for instance, Celik et al., 2022; Chen et al., 2020; Chiu et al., 2023b; 
Xu & Ouyang, 2022; Zawacki-Richter et  al., 2019; Zhai et  al., 2021). There have 
also been a range of more philosophically-oriented commentaries by educational 
experts about how teaching and assessment needs to change in a world of increas-
ingly powerful AI (e.g. Cope et al., 2021; Markauskaite et al., 2022; Schiff, 2021). 
However, there is a paucity of studies that examine, at scale, teacher perceptions of 
AI in education. One notable exception was the study by Chounta et al. (2022) that 
explored perceptions of K-12 Estonian teachers. However, by examining only one 
country and one level of education, it was not possible to detect whether different 
regional, level, or other demographic factors influenced teacher perceptions. More 
importantly, there has not been a large-scale study that examined teacher perceptions 
in light of the new and more powerful generative AI tools such as ChatGPT, so there 
is no indication of how teachers will or should respond. There is also a pressing 
need to understand what motivates teachers to change their teaching and assessment 
in response to generative AI, so that we can provide the appropriate support and 
policy settings for effective integration of generative AI into education systems.

Consequently, this study addresses the following research questions:

RQ1  To what extent do teachers believe generative AI tools such as ChatGPT 
will have an impact on their teaching and assessment practices, and how does this 
vary by demographic and contextual factors?
RQ2 How should teaching and assessment change as a result of generative Artifi-
cial Intelligence such as ChatGPT?
RQ3  What motivates educators to change their teaching and assessment as a 
result of generative Artificial Intelligence?

Addressing these research questions soon after the release of generative AI tools 
such as ChatGPT also offers a baseline for comparison as teacher beliefs evolve over 
time.

2 � Literature review

2.1 � Defining artificial intelligence in education

Defining Artificial Intelligence is challenging, not least because of the different ways 
that intelligence can be conceived (Wang, 2019). Baker et al. (2019) define Artificial 
Intelligence as “computers which perform cognitive tasks, usually associated with 
human minds, particularly learning and problem-solving” (p. 10). However, for the 
purposes of this paper we define Artificial intelligence (AI) as “computing systems 
that are able to engage in human-like processes such as learning, adapting, synthe-
sizing, self-correction and use of data for complex processing tasks” (Popenici & 
Kerr, 2017, p. 2), because it more completely describes the relevant cognitive pro-
cesses and highlights the importance of underlying data.
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AI in Education (AIED) systems can take many forms, and can be categorised 
into learner-facing AIED systems such as Intelligent Tutoring Systems (ITS), edu-
cator-facing AIED systems such as teacher dashboards and automatic grading sup-
port, and AIED systems for institutional support that can identify students at risk of 
attrition (Luckin et al., 2022). More recently, generative AI systems have emerged, 
based on Large Language Models (LLMs), that are able to answer a broader range 
of questions and more intelligently than previous AI platforms based on dialogical 
or dialectical interactions with users (Ouyang et al., 2022).

2.2 � How text‑based generative AI works

Generative AI systems such as GPT-3, ChatGPT, GPT-4 and Bing Chat are based 
on transformer models that learn “context and thus meaning by tracking relation-
ships in sequential data” (Merritt, 2022; see also Vaswani et al., 2017). These sys-
tems are trained on a large collection of textual corpora scraped from the Internet. 
For instance, for GPT-3, a 45 TB dataset of text (approximately 409 billion ‘tokens’) 
from multiple sources was passed through an encoder. Text was drawn from sources 
such as Wikipedia and other websites indexed by Microsoft’s Bing search engine.

To train the model, these corpora are passed through BERT (Bidirectional 
Encoder Representations for Transformers), which enables the model to treat text 
not just as an unordered ‘bag of words’ but rather a sequence of words (actually 
tokens, which can also include punctuation, emoji, and other characters), where 
what comes before or after matters (Brown et al., 2020; Devlin et al., 2018). Tokens 
are then processed by the BERT decoder, an auto-regressive model that is designed 
to predict the next token. In short, this final step is used to predict, iteratively, the 
next word or other token given the sequence of tokens up until that point. The model 
initially assigns random probabilities, but it is trained up over many iterations of 
feedback to be more and more accurate in its predictions. When the user presents the 
trained model with a prompt, the BERT encoder works on the text as above. Mir-
roring the training of the model, the text features (tokens) are used to predict what 
textual features are likely to be associated with them in the next token. These predic-
tions are then decoded into tokens that can be output back to the user. Through this 
process, generative AI systems trained on large corpora of data can often provide 
human-like ‘intelligent’ responses to a large variety of prompts.

2.3 � Use of AI in classes

While the popular emergence of generative AI is relatively recent, AI has been used 
in Education in a wide variety of other ways. Research into AI use in classes has 
focused on how AI can be used for student feedback, to support reasoning, to enable 
adaptive learning, to facilitate interactive role-play and to support gamification (Zhai 
et al., 2021). A recent review of AI in Education found that the application of AI in 
the classroom can be divided into four main roles: (i) assigning tasks based on indi-
vidual competence, (ii) providing human–machine conversations, (iii) analysing stu-
dent work for feedback, and (iv) increasing adaptability and interactivity in digital 
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environments (Chiu et  al., 2023b). Intelligent Tutoring Systems are a particularly 
common application of AI, supporting learning by teaching course content, diagnos-
ing strengths or gaps in student knowledge, providing automated feedback, curating 
learning materials based on individual student needs, and even facilitating collabo-
ration between learners (Zawacki-Richter et al., 2019).

The use of AI offers a number of benefits in classes, including selecting the opti-
mum learning activity based on AI feedback, facilitating timely intervention, track-
ing student progress, making the teaching process more interesting, and increasing 
interactivity for students (Celik et  al., 2022). Teachers have proposed a variety of 
possible learning designs that integrate AI, which centre around interdiscipli-
nary learning, authentic problem solving, and creativity tasks (Kim et  al., 2022). 
Recently, novel learning designs have emerged based on more powerful AI systems, 
such as using AI in junior secondary school classes to encourage students to explore 
different poetic features (Kangasharju et  al., 2022), or using AI-induced guidance 
to optimise learning outcomes by keeping students in the zone of proximal devel-
opment during discovery learning (Ferguson et al., 2022). Such uses portend great 
promise for a future with increasingly powerful generative AI. However, there are 
concerns that AI may only adjust access to content without substantially impacting 
on core educational practices (Zhai et al., 2021). Of critical pedagogical importance 
is the relationship between the student and the AI platforms being used, which can 
vary from AI-directed (learner-as-recipient) to AI-supported (learner-as-collabora-
tor), to AI-empowered (learner-as-leader) (Ouyang & Jiao, 2021, in Xu & Ouyang, 
2022).

2.4 � AI as a topic area in the curriculum

Learning about AI has started to become a part of school and university curriculum 
(Dai et al., 2020; Touretzky et al., 2019; Xu & Ouyang, 2022). The UNESCO Bei-
jing Declaration on Artificial Intelligence in Education identifies the development 
of AI literacy skills required for effective human–machine collaboration as a funda-
mental priority across all levels of society (UNESCO, 2019). Holmes et al. (2019) 
make the important distinction between ‘learning about AI’ and ‘learning with AI’, 
with the former being a prerequisite for the latter. According to Touretzky et  al., 
learning about AI means developing a fundamental understanding of how computers 
work, including processes such as model creation, machine learning, and human-
computer interaction.

Some scholars argue that alongside an explicit curriculum about AI, it is critical 
to overlay general capabilities and dispositions in order for students (and society) to 
thrive in a world of increasingly powerful AI. Markauskaite et al. (2022) highlight 
the need for well-developed critical thinking, evaluative skills, creativity, self-reg-
ulation, empathy, and ethics when using AI. Carvalho et al. (2022) similarly argue 
that pedagogical practices that emphasize human skills (creativity, complex problem 
solving, critical thinking, and collaboration) are needed for supporting one’s ability 
to communicate and collaborate with AI tools in life, learning, and work. Holmes 
et al. (2019) argue for the need for deeper learning goals that emphasize versatility, 
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relevance, interdisciplinarity, transfer, and the embedding of skills, character, and 
meta-learning into the teaching of traditional knowledge domains. It is unclear more 
broadly what teachers believe to be important in terms of integrating AI into the 
curriculum.

2.5 � Use of AI for assessment

AI may assist teachers in assessment processes, for instance through construction of 
assessment questions, providing writing analytics, automated use of learning pro-
cess data, and creating more adaptive and personalized assessment (Swiecki et al., 
2022). Another important use case for AI in schools is through automated grading 
and evaluation of papers and exams, for example, through text interpretation, image 
recognition, and so on (Chen et al., 2020). AI is sometimes used to evaluate student 
engagement and academic integrity, and has the potential to generate personalized 
assessment tasks based on the specific needs of individual students (Zawacki-Rich-
ter et al., 2019). AI also provides increased opportunities for focusing on process-
oriented assessment and evaluation of collaborative performance (Kim et al., 2022).

However, there are also a range of challenges that need to be addressed when 
using AI in assessment, including the sidelining of expertise, deferral of account-
ability, adoption of surveillance pedagogy, and a potentially unproductive separation 
of humans and machines in the assessment process (Swiecki et  al., 2022). In the 
case of increased access to generative AI tools, there are also concerns about iden-
tity, plagiarism, and assurance of learning (e.g. Hisan & Amri, 2023). If students 
can pass assessment tasks by submitting work that is not their own, then the purpose 
and integrity of education may be undermined (Cotton et al., 2023). While AI detec-
tion tools have emerged almost as rapidly as generative AI itself (for instance, AI 
Text Classifier, GPTZero, AI Cheat Check, AI Content Detector), these systems are 
probabilistic rather than exact, and there is a risk that teachers may not be able dis-
tinguish whether a student’s writing is their own work (Cotton et al., 2023).

2.6 � AI and teacher practice

In terms of assisting teacher work, AI can be used to help support educational deci-
sion making with evidence, provide adaptive teaching strategies, and support teacher 
professional learning (Chiu et al., 2023b). The role of the teacher and how they posi-
tion AI use in the class is emerging as a critical influence on learning. One study 
examining the use of AI chatbots with Year 10 students found that teacher support 
significantly influenced motivation and competence to learn with the AI platform 
(Chiu et al., 2023a). Alternately, other research has found that not all students ben-
efit equally from the use of AI in education, and passive/mechanical approaches to 
using AI may actually lead to reduced performance (Wang et al., 2023). Thus, there 
is a need to understand the teacher’s role when helping students to learn with AI, in 
terms of the learning approach that they take.

The use of AI by teachers involves challenges, including the limited reliabil-
ity, capacity, and applicability of AI (Celik, 2023). Scholars have highlighted the 
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importance of Fairness, Accountability, Transparency, and Ethics (FATE) of AI in 
education, encouraging the use of eXplainable AI (XAI) whereby the reasons for 
decisions made by AI are transparent and available (Khosravi et  al., 2022). The 
range of ethical issues that needs to be addressed is extensive and nuanced, for 
instance, perpetuation of existing systemic bias and discrimination, privacy and 
inappropriate data use as well as amplifying inequity for students from disadvan-
taged and marginalized groups (Akgun & Greenhow, 2021; Miller et al., 2018). Dif-
ferences in access to AI platforms have the potential to expand inequality gaps for 
certain sub-populations, for instance, low-socio economic, female, and Indigenous 
students (Celik, 2023). Teachers may play a critical role in addressing these issues.

While teachers have a general sense that AI may also present a range of opportu-
nities for education, many have limited knowledge about AI and how to effectively 
integrate it into their teaching (Chounta et  al., 2022). Some teachers have limited 
interest or motivation to integrate AI into their classes (Celik, 2023; Chiu et  al., 
2023b). What is important, however, is that teachers have the requisite AI Readiness, 
whereby they understand, at least in non-technical terms, how AI works and what 
it is capable of achieving, so that they can integrate it effectively into their classes 
if they so choose (Luckin et al., 2022). Recent reviews have established that there 
is often a lack of connection between the AI technologies and their use in teaching 
(Chiu et al., 2023b) and a need for further exploration of educational approaches to 
applying AI in Education (Zawacki-Richter et al., 2019).

2.7 � Theorising AI in education research

Educational research relating to AI has tended to be under-theorised (Zawacki-
Richter et al., 2019). Several theoretical positions for conceptualising AI have been 
suggested, including: social realism, AI mediated dialogue, networked learning, 
knowledge artistry, human-centred AI, Sen’s Capability Approach, 4Cs of Human 
Creativity, Self-Regulated Learning, Networked Learning, and hybrid cognitive sys-
tems (Markauskaite et al., 2022). For this study, which examines beliefs and motiva-
tions to change technology use, we refer to the most recent version of the Universal 
Theory of the Acceptance and Use of Technology framework, the UTAUT2 model 
(Venkatesh et al., 2012).

The UTAUT2 framework (Venkatesh et al., 2012) consists of seven factors that 
influence the behavioral intentions to use technology: performance expectancy, 
effort expectancy, social influence, facilitating conditions, hedonic motivation, price 
value, and habit. The model has been used to study teacher perceptions of a range 
of technologies in education, including PowerPoint presentation software (Chávez 
Herting et al., 2020), Massive Open Online Courses (Tseng et al., 2022) and Immer-
sive Virtual Reality (Bower et al., 2020). When used quantitatively, the model has 
been found to describe 74% of variance in behavioural intention to use technology 
(Venkatesh et al., 2016). The high explanatory power of the model and its capacity 
to provide a qualitative model for examining teacher motivations (e.g. Bower et al., 
2020) has led to it being used as an a-priori framework for coding teacher motiva-
tions in this study.
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3 � Methodology

The objective of this study was to understand whether teachers believe that gen-
erative AI tools such as ChatGPT will impact on teaching and assessment, and if 
so, how. As well, the study sought to determine teacher motivations for changing 
their teaching and assessment practices, and the demographic and contextual factors 
might influence their beliefs. A general trend in AI educational research is a pref-
erence towards quantitative (80%) and theoretical or descriptive papers (17%) over 
qualitative (2%) or mixed methods (3%) research (Tang et al., 2021). By adopting a 
mixed methods approach in this study of generative AI, qualitative results were able 
to offer explanatory insight into the quantitative data that were collected (Almalki, 
2016). Providing insights into motivations for change also enables educational lead-
ers to better understand how they may affect change in the use of generative AI by 
teachers.

A purposefully designed survey was used to collect data, because of the known 
capacity of survey methods to efficiently harvest standardised responses from a 
large number of geographically dispersed participants (Nardi, 2018). Survey meth-
ods are often used to conduct high quality research. One recent systematic review 
paper found that conducting surveys was the third most popular research method 
in the educational technology field, with 57 out of 365 papers (16%) using survey 
approaches (Lai & Bower, 2019). The frequent use of survey methods to conduct 
high-quality research in the educational technology field also accords with other 
reviews (Baig et al., 2020; Escueta et al., 2017).

3.1 � Instrument design

The survey was constructed to address the specific research questions, with Likert scale 
items relating to participants’ perceived impact of generative AI tools such as ChatGPT 
on what they teach and how they assess, as well as open-ended items relating to the 
sorts of changes that they believed they should make to their teaching and assessment. 
The instrument also included open-ended questions asking participants about what 
motivated them to change their teaching and assessment. Demographic items relating 
to age, gender, country, teaching experience, teaching levels (e.g., elementary, sec-
ondary, university), teaching discipline (e.g., physics, philosophy) were also included 
to shed light on the impact of individual circumstances. Participants were also asked 
to rate their prior awareness of generative AI tools such as ChatGPT, as a potential 
moderating variable. The survey also included other questions relating to professional 
learning and quality of ChatGPT responses that were not included in this study. In 
order to increase the content and construct validity of the instrument, a prototype of 
the survey was sent to seven colleagues with extensive survey research experience and 
expertise in the Artificial Intelligence field. These experts were selected based on their 
experience publishing research relating to AI as well as the expertise with developing 
research questionnaire instruments. Feedback from these research experts was provided 
about the clarity of wording with respect to intended focus of questions, which was 
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subsequently incorporated into the final survey design. The final survey instrument is 
included in Appendix 1.

In order to avoid people not knowing what generative AI tools were or how they 
could be used in learning and teaching, a link to a basic video overview was provided 
that included an introduction to ChatGPT and an explanation of how it could be used 
by students to answer a range of different assessment tasks. The video avoided mak-
ing any specific judgments about the impact of AI on teaching and assessment, or how 
people might need to change their teaching, so as not to unduly influence participant 
responses. Participants were also asked to indicate whether they watched the video, so 
that the impact of watching the video on participant perceptions could be measured. 
The video can be found at https://​youtu.​be/​92y_​oOXvj​6c.

3.2 � Distribution and participants

All research protocols adopted in this study were approved by the  Macquarie Univer-
sity Human Ethics Committee, reference number 520231285244798. The survey was 
distributed via social media (e.g., Twitter, Facebook, LinkedIn) and professional teach-
ing listservs. Examples include the LinkedIn High School Teachers group, the Society 
for Teaching and Learning in Higher Education, and the Australian Council for Com-
puters in Education. Participants provided full and informed consent before complet-
ing the survey. Participants were offered the opportunity to enter a prize draw for an 
iPad or a $US50 Amazon shopping voucher as an incentive to respond. A snowballing 
approach was used, where recipients were encouraged to forward the survey to col-
leagues who may be interested in responding. The data collection period extended from 
24th of January to 9th of March 2023, during which time GPT3.5 was the prevailing 
model. A total of 763 survey responses were received.

After excluding incomplete, non-English, and disingenuous responses, there were 
318 participant responses remaining in the sample that were used as the basis of the 
analysis. According to research by Pérez-Sanagustín et al. (2017), our sample of 318 
participants places the size of our sample well within the top third of studies published 
in the world’s highest-ranked educational technology journal, Computers & Education 
(top 9% of qualitative studies, top 43% of quantitative studies, and top 25% of mixed 
methods studies). Participants included 129 females and 183 males (0 non-binary, 6 
preferred not to indicate gender). The average age was M = 47 years old, SD = 10.6 
years. The average teaching experience was M = 17 yrs, SD = 9.8 yrs. There were 14 
elementary/primary school teachers, 82 high school teachers and 222 university teach-
ers in the sample. The Web of Science Research Domain schema (Clarivate Analytics, 
2023) was used to categorize teaching areas. This revealed a broad range of teaching 
areas: 71 Arts & Humanities, 14 Life Sciences & Biomedicine, 40 Physical Sciences, 
129 Social Sciences, and 59 Technology.

3.3 � Quantitative analysis

The two relevant outcome variables from the Likert scale responses were impact 
on teaching and impact on assessment, which measured respondents’ views of the 

https://youtu.be/92y_oOXvj6c
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impact of AI tools such as ChatGPT on teaching content and assessment, using a 
four-point Likert scale (1 = none, 2 = minor, 3 = major, 4 = profound). The responses 
for each variable were modelled using a general linear model with possible explan-
atory variables of age group (< 35, 35–55, > 55 years), gender (male or female), 
teaching experience ( < = 10, 11–20, > 20 years), geographic region (Americas, 
Australasia, Europe, Other), teaching level (Primary, Secondary, University), teach-
ing area (arts & humanities, life & biomedical sciences, physical sciences, social 
sciences, technology) and experience with generative AI (from 1 least to 4 most). A 
small number of respondents, those who preferred not to state their gender and those 
who were in ‘other’ teaching areas, were excluded from the modelling, resulting in 
308 responses included in the statistical analysis.

The initial general linear model included all the main effects of the explanatory 
variables as well as two-factor interactions, with the latter removed stepwise until 
only significant interactions remained. Residuals passed checks for normality and 
distributional assumptions (though the effect of the discrete nature of the outcome 
variable was evident). All analyses were carried out using the SPSS package (IBM, 
Version 28).

3.4 � Qualitative analysis

The qualitative data for this study included the open-ended responses relating to 
changes that teachers believed they should make to teaching and assessment as a 
result of generative AI such as ChatGPT, as well as their responses to what moti-
vated them to make those changes. All questions were imported into NVivo Release 
1.7 software and coded separately using thematic analysis (Clarke & Braun, 2013). 
Due to the newness of generative AI, the questions relating to changes to teaching 
and changes to assessment were coded entirely inductively. As previously identified, 
the questions relating to motivations to change assessment and teaching adopted The 
Unified Theory of Acceptance and Use of Technology (UTAUT2) framework (Ven-
katesh et  al., 2012). This framework includes seven themes: Performance Expec-
tancy (improvement of outcomes); Effort Expectancy (anticipated work); Social 
Influence (perceptions of others); Facilitating Conditions (environmental supports); 
Hedonic Motivation (enjoyment); Price Value (benefit for the cost); and Habit (regu-
lar behaviour). Subthemes for each UTAUT2 category were coded inductively as 
they emerged from the data.

For each question, a sample of 20% of responses was coded by two raters, to 
establish the reliability of the coding schemes that had emerged. The frequency 
weighted Cohen’s (1960) Kappa for the four qualitative dimensions analysed were 
themes that emerged were: ‘changes to teaching’ K = 0.92, ‘changes to assessment’ 
K = 0.90, ‘motivations to change teaching’ K = 0.96, ‘motivations to change assess-
ment’ K = 0.87. This indicates a ‘high’ level of Inter-Rater Reliability (Landis & 
Koch, 1977). Due to the high levels of Inter-Rater Reliability, the remaining 80% 
of responses were coded by one of the two raters. The coding scheme for each topic 
area, example responses, and details of specific Kappa scores for the themes and 
subthemes from each topic are provided in Appendix Tables 1, 2, 3, and 4.
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Qualitative analysis is reported after the respective quantitative analysis (e.g., 
what should be taught and corresponding motivations) to promote more direct 
interrelation of qualitative and quantitative results. Note that participant responses 
regarding how teaching and assessment should change are their perceptions only, 
and do not constitute evidence that these changes should be made. All data has been 
deidentified to preserve anonymity of participants, in accordance with the ethical 
protocols approved for this study. The approach to reporting qualitative findings uses 
participant quotes to preserve fidelity to the underlying data as well as frequency 
counts to indicate the prevalence of the various themes. In this way the reporting 
aims to characterize the nature of participant responses in the most reliable and 
unbiased way possible.

4 � Results

4.1 � Changes to teaching as a result of generative AI

4.1.1 � Perceived impact of generative AI on what should be taught

Figure  1 shows the percentage of respondents in each category. The modal and 
median category is ‘major’, and with the categories numbered 1 = none to 4 = pro-
found, the mean is 2.7, SD 0.9. More than one-third of respondents are in each of the 
‘minor’ and ‘major’ categories (37% and 38%) while most of the others are in the 
‘profound’ category (18%); only 7% selected ‘none’.

The final general linear model included all main effects and a single interaction 
effect, between Experience Group and Region, resulting in an R-squared of 20% 
(15% adjusted). Region and Awareness were statistically significant (p = 0.007 and 
0.003 respectively), Gender and Level were marginally significant (p = 0.045 and 
0.046), while Age Group, Teaching Area and Experience Group were non-signifi-
cant (p = 0.63, 1.00 and 0.11, respectively). Experience Group by Region showed a 
significant interaction (p < 0.001).

Fig. 1   Impact of AI tools 
such as ChatGPT on Teaching 
content
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Using the numerical values of the categories, respondents with high awareness 
had higher averages than those with medium or low awareness (2.7 vs. 2.4 and 2.3, 
representing a medium effect of 0.45 on the Cohen’s-d scale). Females had a higher 
average than males (2.6 vs. 2.4, a small effect of 0.25). Primary teachers had lower 
average than secondary and university teachers (2.1 vs. 2.6 and 2.7, a large effect 
of 0.7). In the Americas, all three experience groups had averages of 2.5 or 2.6 
while Australasian teachers with high experience and European teachers with low or 
medium experience had lower averages of 1.8 to 2.1 (the difference representing a 
large effect of 0.75). A small number of respondents from ‘other’ regions with high 
experience had a much higher average of 3.6 (again, the difference representing a 
large effect of 1.2).

4.1.2 � Changes to what should be taught as a result of generative AI

A total of 546 references were coded, with results relating to what to teach (cur-
riculum), how to teach (pedagogy), and other comments. In terms of curriculum, 
the most frequent response from participants about the changes to what to teach was 
teaching students how to use AI (n = 53) as an integrated part of learning activi-
ties in the classroom. Responses ranged from broad ideas, such as using ChatGPT 
to “support learning”, “ask specific questions” and “gather information”, to more 
nuanced application for specific learning areas, for instance “to translate Latin 
texts”, to use ChatGPT “as an instructor” in Spanish classes, and to harness its 
capability to provide individual learning support to students, particularly with writ-
ing. Many respondents indicated that they were already confident with the integra-
tion of digital tools in their teaching, revealing that AI provided them the opportu-
nity to extend their usual tasks, for instance, using it “for enhancing our multimedia 
research-creation digital workflow”. Many teachers felt that it was important to 
teach specifically about how AI tools work (n = 40) including “what they are, as 
well as the capabilities and limitations” and their “usefulness”. Similarly, the 
importance of teaching students critical thinking, especially relating to evaluating 
AI responses, was strongly emphasized by teachers (n = 38). Many detailed how it 
was imperative to move students beyond being passive recipients of AI, for exam-
ple, by being “alert and critique what is offered as ‘knowledge’”. Teachers acknowl-
edged the importance of teaching about ethical and responsible use of AI (n = 26), 
commenting both generally (for example, “how to ethically use them”) and specifi-
cally. Detailed responses included teaching about “ethical dilemmas”, “why citing 
matters”, and an increased focus on teaching about plagiarism and academic integ-
rity. Lastly, 17 respondents described how they would use ChatGPT in their teaching 
to provide exemplars or models for their students. From “explaining code related to 
statistics” to “analyzing and editing” a ChatGPT response, teachers described how 
leveraging AI in this way helped provide worked examples for students to critique, 
elaborate on, or use as scaffolding prompts to produce more in-depth learning.

As per the quantitative results, there were also a number of participants who indi-
cated that they would not change their teaching (n = 31). Interestingly, there were 
only three people who indicated that they would discourage the use of AI, which 
is a small number across the sample of 318 respondents. There were also several 
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teacher educators who expressed that they would change the curriculum by teaching 
trainee teachers how to teach using AI (n = 8). They stated that new teachers needed to 
be equipped to teach about AI in schools to “develop younger students’ digital literacy”.

In conjunction with identifying changes to what would be taught, teachers 
also outlined how their teaching (i.e., pedagogy) would change in response to AI 
tools. The most frequent subcategory was specifying their changed pedagogical 
approach(n = 60). Many responses identified how current teaching styles needed 
to be adapted to foster active involvement and engagement of students through 
increased groupwork, higher-order thinking, creative processes, and attention from 
the teacher within the classroom. For instance, teachers named “more face-to-face 
and group projects”, increased monitoring of the progress of tasks by “drafting pro-
cesses”, “in-class observations and interviewing”, and “utilising creative media”. 
Similarly, teachers described how the design of learning tasks would need to be 
modified (n = 28). Here, too, teachers identified the need to design activities with 
creative, higher-order modifications and use fewer essays, recall or simple explana-
tions that could be generated by AI. Many responses indicated a greater focus on 
“process writing”, that is, completing writing in stages, for greater accountability. 
Interestingly, one teacher detailed how AI would be incorporated to “create an ava-
tar of a historical figure”, providing an exciting and engaging new approach for stu-
dents to conduct interviews. Teachers also acknowledged how AI could be utilized to 
support their teaching practice (n = 23), reporting it as a convenient and efficient tool 
to “improve workflow”. Teachers used AI to create resource materials, collect ideas 
for lessons, and compare their own resources with those created by AI (“compare my 
material and evaluate against core material utilized by AI tools”). Notably, it was 
acknowledged that AI could quickly and efficiently create differentiated resources for 
students “personalized to their interests and also calibrated to their ability”. Finally, 
sixteen teachers provided general statements reflecting that their pedagogy would 
change, although they believed the overall content would remain unchanged.

The other category included general reflections or opinions about ChatGPT/AI 
unrelated to changes to their own teaching (n = 13), responses about changes needed 
at a policy level rather than identifying changes to their own teaching (n = 11), or 
unclear responses (n = 16).

4.1.3 � Motivations to change teaching

A total of 370 references were coded, averaging 1.2 per respondent (Appendix 
Table  2). Most of the responses (n = 233) were classified as Performance Expec-
tancy, that is, respondents were motivated to change how and what they will teach 
due to the belief that AI will assist them, and their students, in their future perfor-
mance. Interestingly, the most frequent responses were about their students’ future 
performance rather than their own. Over one-third of participants were motivated by 
the performance expectancy of their students (n = 136), commenting that AI would 
“enhance student learning”, give them “an authentic learning experience”, and 
provide them “knowledge and skills”. A sense of urgency in the lexicon was appar-
ent: educators concerned that their students were “not missing out”, “need to be 
made aware” or “have to be ready” for an AI-integrated future. The second-highest 
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response category was performance expectancy for teachers themselves (n = 97). 
For example, teachers saw benefit in utilizing AI to keep current with their knowl-
edge “in order to enhance my ability to share state-of-the-art knowledge with my 
class” and to “facilitate better learning and teaching”. Being “relevant” or “authen-
tic” as an educator were terms commonly used to justify their change motivation.

Three categories had noticeably fewer coded responses: facilitating condi-
tions (n = 36), effort expectancy (n = 26), and social influence (n = 24). Respond-
ents acknowledged that they were motivated to change due to infrastructure for AI 
already existing (i.e., facilitating conditions). This is shown with comments such 
as “Chatbots are here”, we are “…surrounded by technology”, and that AI will 
continue to morph with already available technology to become “ubiquitous in the 
future”. Responses coded to effort expectancy (the anticipated effort to learn and 
teach using AI in the classroom) commonly used words such as “efficient”, “con-
venient”, “fast” and “timesaving” to describe using AI as a resource for their teach-
ing practice. Only 7% of participants were motivated to change due to persuasion 
from others, or societal pressure (social influence). While some were motivated to 
“follow the trend”, others were pragmatic, almost defeatist, in their reasoning: “I 
don’t have a choice… it would be irresponsible of me not to prepare my students to 
the world that’s to come” and “…there’s not really a choice. Evolve or ‘die’”. The 
language used in these responses was primarily negatively phrased.

Only 15 educators (5%) expressed their motivation for change due to the fun or 
pleasure derived from AI (hedonic motivation). They noted that AI was “extraor-
dinary”, and that the technology was frequently referred to as “fascinating” and 
“exciting”. The passionate language was encouraging, with one respondent declar-
ing “I love disruptive tools!”. In comparison to the Social Influence category, these 
15 responses were phrased positively and seemed uplifted in their enthusiasm for 
AI. There were no responses coded for the two categories of Price Value or Habit. 
This suggests that the participants were not motivated to use AI because of its cost, 
or lack thereof (Price Value), which is an interesting finding given that entry-tier 
versions of the technology are free to use. Habit (automatic performing of a behav-
iour) was not recognized by participants as a motivation for change, which was 
unsurprising given the newness of ChatGPT. Finally, 26 respondents were unsure of 
what motivated them, or reiterated that they were not making any changes to their 
teaching. There were 10 ambiguous responses.

4.2 � Changes to assessment as a result of generative AI

4.2.1 � Perceived impact of generative AI on how we should assess

Figure  2 shows the percentage of respondents in each category. The modal and 
median category is ‘major’ (and if the categories are numbered 1 = none to 4 = pro-
found, the mean is 2.8, SD 0.9). More than one-third of respondents are in the 
‘major’ category (38%), almost one-third in the ‘minor’ category (32%), and almost 
one-quarter are in the ‘profound’ category (23%). Only 7% selected ‘none’.
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The final general linear model included all main effects and the same single inter-
action effect, between Experience Group and Region, and resulted in an R-squared 
of 20% (14% adjusted). Gender, Region and Awareness were statistically significant 
(p = 0.003, 0.001 and 0.005 respectively), Level and Teaching Area were margin-
ally significant (p = 0.039 and 0.011), while Age Group and Experience Group were 
non-significant (p = 0.46 and 0.74, respectively), and Experience Group by Region 
showed a marginally significant interaction (p = 0.028).

Using the numerical values of the categories, respondents with high awareness had 
higher averages than those with medium or low awareness (3.0 vs. 2.6 and 2.8, repre-
senting a small to medium effect size of 0.35); males had lower average than females 
(2.7 vs. 3.0, again a small to medium effect of 0.35); primary teachers had lower aver-
age than secondary and university teachers (2.4 vs. 3.0, a large effect of 0.75); teachers 
in the life and biomedical sciences had higher averages than those in other teaching 
areas (3.5 vs. 2.5 to 2.7, representing a large effect of 1.1). In the Americas all three 
experience groups had averages of 2.5 or 2.6 while Australasian teachers with high 
experience and European teachers with low or medium experience had lower averages 
of 1.8 to 2.1 (the difference representing a large effect of 0.75); a small number of 
respondents from ‘other’ regions with high experience had a much higher average of 
3.6 (again, the difference representing a large effect size of 1.3). In terms of regions by 
experience groups, the lowest averages were seen in the Americas among those with 
medium and high experience (2.3) and the largest in other regions (3.1), with again an 
unusually high average among a small number of those with high experience (3.6); 
these differences represent a large effect of 1.0 on the Cohen’s-d scale.

4.2.2 � Changes to how we should assess as a result of generative AI

A total of 567 references relating to assessment were coded, representing 1.8 
codes per person (see Appendix Table 3 for details of the coding scheme). The 
major themes related to assessment task types, the content of assessments, 
means of evaluation, approach to supervision, and AI assistance for assessment 
processes.

Fig. 2   Impact of AI tools such 
as ChatGPT on assessment
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Respondents discussed a range of different assessment task types (n = 67) 
that were suitable for a world with increasingly powerful generative AI. The most 
frequently mentioned included spoken tasks (n = 29) such as “real time discus-
sions” and “verbal assessment such as mini-viva”. Examinations (n = 21) were 
the second most frequently mentioned assessment type, followed by paper and 
pen approaches (n = 7). Sometimes these sub-themes were raised together, for 
instanced “students need to complete all assessments in an examination situation 
and in pen to paper”. Other suggested assessment task types included video pro-
duction or visual essay (n = 7) and portfolio (n = 3).

Respondents identified that changes to the types of content included in assess-
ment were warranted to address AI issues. A large number of respondents iden-
tified that assessment  tasks needed to be inclined towards higher-order think-
ing (n = 71), including “critical thinking and application” and “evaluation-type 
questions”. Other suggestions were shifts towards more authentic tasks (n = 65) 
and focus on the process of assessment (n = 50) like “incorporating a lot more 
process-driven methodologies (drafting, research booklets etc.)”. Additional rec-
ommendations for more personalized tasks (n = 35) such as “reflective commen-
tary about prior learning and other lived experiences”, and tasks that require the 
provision of accurate references and citations (n = 12) were proposed.

There was widespread agreement that more supervision of assessment tasks was 
needed (n = 69), including the suggestion that invigilated, face-to-face assessment 
would be necessary to help address the possibility of students plagiarising from 
AI tools such as ChatGPT. There were also some people who suggested the ben-
efits of having more collaborative and peer-based assessment tasks (n = 10). For 
instance, one respondent proposed to make “greater use of …. group work rather 
than relying on an essay”. Teachers also suggested changing evaluation processes 
(n = 11) to address AI created work, for example by “rewording assessment tasks 
and rubrics to create tasks that are less able to be generated with ChatGPT”.

Surprisingly, many respondents proposed using AI assistance to “help with 
assessment tasks” (n = 54). Some participants suggested embedding AI into assess-
ment tasks, for instance, “ask students to create first draft in ChatGPT or equivalent 
and then show how they enhanced it, as well as a reflection on the use of AI in the 
field” and “use ChatGPT in the information gathering phase prior to assessment to 
build a platform of understanding”.

Some teachers commented that AI would have minimal or no impact on their 
assessment tasks (n = 36), either because the nature of the “assessments can’t really 
be completed with AI”, or they believe that AI would not do a better job than human 
- “I am not impressed by the code ChatGPT currently produces”. There were a range 
of other more general comments and reflections (n = 49), for instance, “Lots of great 
resources out there and we’re working our way through discovering and coming up with 
ideas too. Still early days and how we assess will continually evolve as these tools evolve”.

4.2.3 � Motivations to change assessment

A total of 360 motivations for changing assessment were coded, with over 70% (264 
responses) relating to Performance Expectancy. Similar to the results of the motivations 
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to change their teaching, the majority of teachers expressed the intention to change assess-
ment tasks to influence the performance expectancy of their students (n = 160). Partici-
pants believed that the change would enable “students to develop their own skills and abil-
ities”, “prepare students for life and workplace with AI”, and they wanted to “de-motivate 
students from using AI as a way to cheat on their coursework”. Some of the performance 
expectancy responses related to teachers (n = 104). For instance, teachers acknowledged 
that the use of AI could improve their performance by assisting them with “plagiarism 
checks” and allow them to “ensure assessment is fair and a true representation of what 
student is capable of”. In addition, they hoped that they could use “ChatGPT to custom 
design some of the assessments’ to meet the needs of their students”.

Regarding effort expectancy (n = 15), teachers were motivated to use AI tools as “it 
makes assessment much easier”. They perceived applying AI tools “could make me more 
efficient at providing feedback”. Some motivations for changing assessment were due to 
the facilitating conditions (n = 12), with the widespread emergence of AI tools in teach-
ing and learning being an environmental catalyst (“for me it is part of digital transforma-
tion of education”). Other individuals/stakeholders played some roles to motivate teachers 
to apply AI tools in their assessment processes (social influence, n = 10). They explicitly 
stated that “there were a lot of people use it” and “there’s nowhere to hide” from AI 
tools. They agreed “to adapt” to the new changes in order to “not be left behind”. A few 
teachers indicated hedonic motivation (n = 7) was one of the reasons they changed how 
to assess students (“I’m excited about AI”). None of the responses indicated a motiva-
tion to change their assessment practices because of Price Value or Habit. There were 19 
respondents who commented that they were not motivated to make any changes to the 
current assessment tasks.

5 � Discussion

5.1 � Teacher perceptions of how generative AI impacts on teaching 
and assessment

There was a wide variety of educator perceptions about the impact of generative AI 
tools such as ChatGPT on teaching and assessment. While the majority of teachers 
thought that generative AI tools would have a major or profound impact on teaching 
and assessment, there was also sizeable minority who believed it would have no or 
minor impact. Awareness of AI tools such as ChatGPT had a significant influence 
upon the impact educators felt generative AI would have on teaching and assess-
ment, with greater awareness and experience with AI tools leading to beliefs that 
such tools would have a greater impact. This result points to an ‘ignorance effect’, 
where people with low experience with AI tools may not believe that AI will impact 
on teaching assessment because they don’t fully comprehend the capabilities of such 
tools.

There were other demographic and contextual factors that influenced educator 
beliefs about the impact of AI on teaching and assessment. Primary school teachers 
felt that generative AI would have less of an impact on teaching and assessment than 
high school or university teachers, which is unsurprising given the less sophisticated 
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nature of tasks in younger years as well as the heavier reliance on face-to-face teach-
ing and assessment. The interaction between teaching experience and global region 
was at first surprising to our research team. Upon reflection, it did make sense that 
different regions may have different perceptions about the impact of generative AI 
due to differences in media coverage or the nature of their education systems, and 
that there could be differences in perceptions according to teaching experience. This 
result provides an important reminder of how situational factors mean that the use, 
acceptance, and perceptions of technology can vary by context.

5.2 � Teacher beliefs about how teaching should change as a result of generative 
AI

Participants made a number of suggestions about how to change teaching in 
response to generative AI. Teachers felt that the curriculum needed to change to 
teach students how AI works, how to use AI, as well as the critical thinking skills 
and the ethical values needed for working in an AI-saturated world. Teaching was 
seen as needing to shift to emphasize learning processes that included creativity, 
collaboration, and multimedia, and to achieve efficiencies by using AI to assist peda-
gogical design and administration. Creative ideas included using generative AI for 
exemplars, simulations, practicing interview techniques, and examples to critique. 
It is important to note that the suggestions do not constitute empirical evidence of 
what should change, but rather teacher perceptions. These changes to teaching are 
quite different from themes identified in previous reviews of AI in Education (e.g. 
Chiu et al., 2023b; Zhai et al., 2021). These educational possibilities do accord with 
some of the more innovative approaches suggested in emerging work from teachers 
(e.g. Kim et  al., 2022), and highlight the range of new opportunities for teaching 
that generative AI avails. Interestingly, the majority of changes suggested by teach-
ers accorded with what is already considered good teaching practice in terms of the 
underlying pedagogies (Churchill et al., 2016; Hattie, 2023).

Responses from teachers revealed relatively little future focus of the impact of 
AI in relation to its capabilities and possibilities in Education, as compared to the 
research literature. For example, of the four roles outlined by Chiu et al. (2023b) that 
AI can be assigned in the classroom, teacher responses in this study mainly focused 
on the role of “increasing adaptability and interactivity in digital environments” 
(p. 3). Surprisingly, there was relatively limited acknowledgement of AI being used 
to provide individual differentiation, human-machine conversations, or providing 
feedback to students. Similarly, recent research outlining how AI can be utilized 
by teachers, for example for individual intervention or differentiation, monitoring 
student progress (Celik et al., 2022; Chiu et al., 2023a), providing feedback (Zhai 
et al., 2021), and utilising AI to maintain a zone of proximal development for stu-
dents (Ferguson et al., 2022). Importantly, these possibilities for how AI can be used 
by teachers were not reflected by the majority of participants in this study, possibly 
indicating that many teachers may have limited knowledge about the full potential of 
AI. This observation accords with the quantitative findings regarding an association 
between AI awareness and perceived future impact.
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5.3 � Teacher beliefs about how assessment should change as a result 
of generative AI

Participants also identified a number of ways that assessment should change as a result 
of generative AI. Most teachers appeared to realize the challenges that AI propose to 
assessment, and made explicit suggestions about different ways to better assess students 
(e.g., spoken tasks, invigilated face-to-face assessments, examinations, video production, 
etc.). They often recommended that the nature of the assessment tasks change to include 
‘higher-order and critical thinking’ as well as ‘authentic and creative tasks’, which aligns 
with suggestions throughout the literature (e.g. Kim et al., 2022). Proposed changes were 
due to teachers’ concerns about the academic integrity and plagiarism issues relating 
to unauthorized use of AI, concerns that have been raised by other researchers (Hisan 
& Amri, 2023). These rationales accord with the identified importance of ‘Fairness, 
Accountability, Transparency and Ethics (FATE)’ for AI in education (Khosravi et  al., 
2022), addressing AI-created work to make assessment as fair as possible, from both 
teachers’ and students’ perspectives.

The teachers in this study proposed various ways to amend assessments to promote 
fairness and improve learning outcomes (for instance, by adjusting marking rubrics to 
account for AI). While participant suggestions may provide useful ideas for educators to 
consider in response to generative AI, once again, it is important to remember that they do 
not constitute evidence that these changes are efficacious. As well, relatively few teach-
ers in this study focused on more divergent and advanced AI-assisted assessment pro-
cesses, for instance, automated and adaptive assessment systems, personalized learning 
systems, and intelligent predictive analytics (Akgun & Greenhow, 2021). Only a minority 
of teachers indicated knowledge about how AI may help in assessment processes through 
‘construction of assessment questions’ and ‘provision of writing analytics’ (Swiecki et al., 
2022). Hence, it appears crucial to provide professional development to teachers about 
how AI can assist them to make their assessment processes more effective and efficient.

5.4 � Motivations to change teaching and assessment as a result of generative AI

Almost three-quarters of teachers in this study were motivated to change their teach-
ing due to their belief that AI would assist them and their students in their future 
performance. This very strong performance motivation indicated that most teach-
ers were intent on keeping current with innovative technological developments and 
helping their students be ready for the AI integrated workplace. The implication is 
that teachers are willing to learn and integrate AI in the classroom, viewing it as a 
technological development that needs to be addressed rather than ignored. There-
fore, professional learning to develop AI knowledge and understanding appears to 
be the primary concern to ensure that the changes made to their teaching are effective 
and encompass the diversity of pedagogical possibilities suggested by the AI literature.

The majority of teachers (70%) were motivated to change assessment tasks because 
it would help students and teachers to improve different aspects of their perfor-
mance. This very high performance motivation is in line with suggestions by Swiecki 
et al. (2022) that a key driver for using AI in assessment is to improve the quality of 
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assessment processes. Although related to performance, relatively fewer respondents 
indicated increasing student engagement and detecting academic integrity were key 
motivators (as outlined by Zawacki-Richter et al., 2019). Teachers less frequently indi-
cated that efficiency was a motivation for changing assessment processes, for instance 
through feedback and grading, as proposed by Chen et  al. (2020). These omissions 
may be due to teachers’ lack of awareness of the numerous ways that AI can be used 
to support assessment, which points to the relationship between motivation and under-
standing, and  consequently the need for teacher professional development.

5.5 � Limitations & future research

This study was the first study we could find relating to teacher perceptions of gen-
erative AI tools such as ChatGPT, and the influence of such tools on what should 
be taught and how assessment should take place. However, it should be noted that 
respondents self-selected via invitation from professional social media channels, 
so that the responses may not accurately represent the distribution of perceptions 
amongst all teachers. Although the sample was the largest we could find on the topic 
of teacher perceptions of AI, the number of participants in each of the demographic 
categories (for instance, region, age, teaching experience, etc.) could in no way accu-
rately represent the respective populations. Rather, the results provide exploratory 
indications of possible trends and factors that could lead to differences. It should 
also be acknowledged that the sample size adopted in this study did not allow results 
relating to coding schemes to be definitively determined. We provide the Inter-Rater 
Reliability Kappa values to enable readers to interpret the reliability of findings for 
their contexts and uses. All results should be interpreted with due caution.

The emergence of powerful generative AI tools provides a rich and important 
basis for future research. The results of our study highlight the relevance of investi-
gating specific contexts, that may vary by teaching level, discipline, teacher experi-
ence, and so on. In addition, we believe there is urgent need to investigate how edu-
cators can effectively develop the AI understanding and literacies that they and their 
students will need to thrive in a world of increasingly powerful generative AI. Teach-
ers made a number of valuable recommendations about how to improve classroom 
teaching and assessment, including using generative AI as an instructor, a transla-
tor, a source of feedback, an exemplar for critique, a datasource, a dialogic partner, 
and a tool to expedite their digital workflows, for instance, through the creation of 
assessment tasks and rubrics. Researching the efficacy of such design patterns is an 
imperative, so that we can provide teachers with evidence-based recommendations 
about how to best use generative AI in their teaching practices. Additionally, we 
recommend research into professional learning needs of teachers as an important 
area to understand if we are to equip the education field to respond swiftly and com-
petently to the rapid emergence of increasingly powerful generative AI. Finally, just 
as the findings from this study can inform policymaking in the area of generative 
AI use in Education, further research is needed to understand the pedagogical and 
social implications of different policy settings.
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6 � Conclusion

The wider media has made a number of conjectures about the impact of generative AI 
on education, but without any evidence-base to underpin suggestions about how it might 
change teaching and assessment. This study responds by providing an international and 
multi-level sample that reveals the ways educators believe teaching and assessment should 
change as a result of generative AI. These results in turn help the education sector more 
broadly to acquire a sense of the changes that may need to be made and are poised to 
come. Moreover, understanding teacher motivations for changing in response to genera-
tive AI provides powerful insights that can be used to design professional learning based 
around those aspects of teaching and technology use that are key drivers for educators.

There was a wide variety in how teacher participants from this study felt that generative 
AI tools such as ChatGPT will influence education, meaning that there is no one-size-fits-
all when it comes to teacher perceptions. Some teachers felt that generative AI will pro-
foundly influence teaching and assessment, and others believed that it will not impact their 
practices at all. In this study we found that perceptions can vary by awareness of generative 
AI, teaching experience, teaching level, discipline, region, and gender. These results are a 
timely reminder of how the impact of technology can differ greatly between contexts, and 
also people’s perceptions, which in turn can be influenced by exposure and familiarity. We 
should not search for a singular answer as to the impact of generative AI on Education, but 
rather endeavour to understand its nuanced impact on specific contexts and teachers.

However, there was general consensus from teachers about the ways that both 
teaching and assessment need to change as a result of generative AI. In general, teachers 
saw the need to teach students how AI works, how to use AI effectively, critical thinking, 
ethical values, creativity, collaboration, with greater pedagogical focus on learning 
processes rather than learning products. Assessment was seen as needing to shift towards 
more in-person and invigilated tasks that involved greater authenticity, personalisation, 
higher order thinking, and disclosure of sources. These are all changes that could be 
seen as pedagogically ideal irrespective of generative AI, and as such, technology may 
be acting as a valuable catalyst for positive educational change, as it has done on many 
occasions throughout recent history (Bower, 2017; Matzen & Edmunds, 2007).

The results of this study have a number of implications for a wide range of stake-
holders. Teachers can use the results relating to how teaching and assessment needs 
to change can to inform their practices, for instance, towards critical, ethical and 
process-focused uses of generative AI in their classes. Designers of professional 
learning can use the motivational findings to underpin the creation of generative AI 
workshops and resources, which could be, for example, centred primarily around 
benefits to student and teacher performance outcomes. Educational leaders can use 
the results relating to perceived impact to better respond to the variety of percep-
tions that may be held amongst their staff, from people who may be ‘ignorant’ to the 
potential impact of generative AI to experienced users who may are may perceive 
profound implications. Policymakers can use the findings of this study to inform 
the design of frameworks for the use of generative AI in education, both in terms of 
practices that should be applied (e.g. modelling, invigilation) as well as where teach-
ers may need further guidance (e.g. teacher administration and student feedback).
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Many aspects of the world around us are set to change in profound ways due to gen-
erative AI, meaning that the role of teachers will grow in complexity and importance as 
they attempt to prepare students for a future that is increasingly difficult to predict. Gen-
erative AI will operate on growing array of media, with production of not only high qual-
ity text and images, but also video, multimedia, virtual and augmented reality, as well as 
physical operation through application in robotics. We can expect that generative AI will 
increase in quality so that it can outperform humans in almost any intellectual or creative 
task. However, humans will still want and need to be ultimate arbiters for the world in 
which we live in, and to this extent, it is critical that teachers are well equipped to help 
students develop the fundamental thinking skills and dispositions that they will need, 
such as critical thinking, creativity, advanced problem solving, as well as ethical values, 
volition, and empathy, as a matter of paramount importance. To this extent, an increased 
focus on how to most effectively develop these underlying capabilities, based on the pro-
fessional learning of teachers, is a critical area for future research and development.

Appendix 1 ‑ Survey Questions

What is your gender?
  ○ Male (1)
  ○ Female (2)
  ○ Non-binary / third gender (3)
  ○ Prefer not to say (4)

In what country do you teach?

Name of institution? (optional)

How many years of teaching experience do you have (to the nearest year)?

What level/s do you teach (e.g. Junior High School, University)

What is/are your main teaching/discipline areas? (e.g. physics, philosophy)

Did you watch the presentation/video that accompanies this survey? (Yes / No)
  ○ Yes (1)
  ○ No (2)

Before watching the video, how aware were you of Open Artificial Intelligence 
(AI) tools such as ChatGPT that could be used by students and teachers to pro-
vide answers to general questions?

  ○ Never heard of or seen them (1)
  ○ Knew of them but had not seen or used any first-hand (2)
  ○ Had briefly tried them (3)
  ○ Extensive experience with them (4)
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Prior to completing this survey, how aware were you of Open Artificial Intelli-
gence (AI) tools such as ChatGPT that could be used by students and teachers to 
provide answers to general questions?

  ○ Never heard of or seen them (1)
  ○ Knew of them but had not seen or used any first-hand (2)
  ○ Had briefly tried them (3)
  ○ Extensive experience with them (4)

I believe that open Artificial Intelligence (AI) tools such as ChatGPT:
  ○ Do not impact on what I should be teaching my students (1)
  ○ Have a minor impact on what I should be teaching my students (2)
  ○ Have a major impact on what I should be teaching my students (3)
  ○ Have a profound impact on what I should be teaching my students (4)

What changes to what you teach do you believe you should make in response to 
AI tools such as ChatGPT? (Please elaborate)

What motivates you to make changes to what you will teach in response to AI 
tools such as ChatGPT? (Please elaborate)

I believe that open Artificial Intelligence (AI) tools such as ChatGPT:
  ○ Do not impact on how I should be assessing my students (1)
  ○ Have a minor impact on how I should be assessing my students (2)
  ○ Have a major impact on how I should be assessing my students (3)
  ○ Have a profound impact on how I should be assessing my students (4)

What changes to how you assess do you believe you should make? 
(Please elaborate)

What motivates you to make changes to how you will assess in response to AI 
tools such as ChatGPT? (Please elaborate)
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