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Abstract
Artificial Intelligence (AI) has triggered profound reforms across industries, includ-
ing education. These developments necessitate the inclusion of AI as a subject in 
K-12 classrooms. However, the need for students to learn AI demands that educators 
pay increasing attention, believe in its relevance and intend to promote it among 
their students and colleagues. This paper aimed to explore teachers’ perceptions of 
and behavioral intention to teach AI. We specifically considered the association of 
AI anxiety, perceived usefulness, attitude towards AI, AI relevance, AI readiness, 
and behavioral intention factors. This research further aims to examine the mod-
erator effect of AI for social good and confidence on the relationship in our hypoth-
esized research model. To address this purpose, a quantitative methodology with the 
use of structural equation modeling was utilized. Data were retrieved through an 
online questionnaire from 320 lower and upper secondary school in-service teach-
ers, mostly in STEM-related fields. Our findings reveal that teacher perceptions 
of AI for social good and confidence will affect most relationships in the model. 
Teacher professional programs should include the benefits and risks of AI and good 
practice sharing.

Keywords Artificial intelligence education · Secondary school · Behavioral 
intention · Teachers · Nigeria

1 Introduction

Teachers play a central role in promoting and sustaining school education initiatives 
and, as a result of this, preparing the future workforce. Despite the current inno-
vation, automation, and technological revolution that keeps influencing classroom 
instructions, the human role and values teachers provide continue to affirm their 
impact on learning. Artificial intelligence (AI), one of the prominent technologies 
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currently revolutionizing the world, is a crucial driver of innovation across indus-
tries, including education. Its application in education includes custom-tailored edu-
cation for learners, task automation for teachers, and intelligent content creation, 
among others (Chen et al., 2022). Pedagogical agents, a product of AI advancement, 
have been shown to promote student learning (Chen et al., 2020; Park, 2015). These 
developments, such as the increasing AI-powered society and lessening the global 
AI skills gap crisis, prompted educational stakeholders to include AI education in 
K-12 level curricula. Providing students with basic knowledge of AI will equip them 
to understand the world around them, develop curiosity for AI, and prepare them for 
an AI-teaming future (Sanusi, 2021a, b).

Introducing AI universally creates the need for resource development, novel 
activities, and an approach to demystifying AI concepts for students. Accord-
ingly, several initiatives regarding curriculum development (Chiu, 2021; Williams 
et  al., 2019), tool development (Mahipal et  al., 2023; Aung et  al., 2022), profes-
sional development (Lee & Perret, 2022; Lin & Van Brummelen, 2021) and peda-
gogical approaches (Sanusi & Oyelere, 2020; Xia et al., 2022) to enable youths have 
access to AI education begin to emerge. While initiatives to develop AI education 
are ongoing and more are still required, understanding the psychological factors that 
influence teaching AI in schools has been found to be under-researched. Consider-
ing the psychological factors that influence the teaching of AI is necessary on sev-
eral grounds. First, it has been established that intention is strongly linked to future 
actions (Ajzen, 1991, 2002). This intention is strongly associated with actual behav-
ior. Several factors, however, influence intention, which necessitates that the inter-
play of different factors be considered to provide insight into AI teaching intention. 
In addition, understanding elements that shape teachers’ intention to teach AI will 
also contribute to its implementation in schools. Furthermore, if teachers possess 
a negative perception of AI, it may reduce the likelihood of them seeking knowl-
edge about the technology, which could have implications for promoting AI learn-
ing. Thus, insights into teachers’ perceptions about teaching AI are essential to help 
practitioners anticipate behaviors or barriers that may influence AI implementation 
in school system.

Several papers have laid the foundation for understanding behavioral intention 
concerning other variables and AI (Chai et  al., 2020, 2021). Such papers, how-
ever, do not include the voices of teachers who are required to facilitate the sub-
ject, and thus, teachers’ behavioral intention to teach AI still needs to be discovered. 
Although Ayanwale et  al. (2022) demonstrate an important start to understanding 
teachers’ perceptions, it focused on readiness and intention and targeted teachers 
from elementary to high school. Spotlighting specific grade levels could generate 
more insight for the cohort, and that several factors influence behavioral intention. 
Thus, to further extend the work of Ayanwale et al. (2022), this paper investigates 
teachers’ perceptions of psychological factors that impact their intention to teach AI. 
We extended the Planned Behavior Theory (Fishbein & Ajzen, 2010) to measure the 
associations of AI anxiety, perceived usefulness, attitude towards AI, AI relevance, 
and AI readiness factors of in-service teachers. This study’s result will provide prac-
titioners, researchers, and policymakers with valuable information for professional 
learning programs and resources designed to increase intention. AI significantly 
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impacts our society; teachers may find AI disruptive; most school teachers often 
need formal training on AI and may need more confidence to teach AI. These imply 
that AI for social good and confidence in teaching AI may affect the inter-relation-
ships in the extended model we proposed in this study. Additionally, this paper 
aimed to provide detailed understanding of teachers’ perspectives via the moderat-
ing influences of teachers’ AI for social good and confidence in teaching AI.

This paper is structured as follows. In Section 2, existing literature was reviewed, 
and we generated hypotheses to guide our study. Section 3 introduces the methodol-
ogy, including the context, participants, instruments, and structural equation mod-
eling approach we used. Section 4 presents the results of the participant responses. 
Section 5 discusses the findings about the implications, including identifying limita-
tions and suggestions for future work. Finally, Section 6 concludes this paper.

2  Related literature and hypothesis development

2.1  AI anxiety

Anxiety has been commonly linked to the use of technology, especially the worry 
that computers threaten the significance of being human (Wang & Wang, 2022). 
Specifically, Johnson and Verdicchio (2017) identified AI anxiety due to inaccurate 
conceptions of technological development and fear expressed in science fiction films 
and novels. AI anxiety was defined as apprehension or distress about out-of-control 
AI or nervousness owing to unfamiliar directions of AI advancement (Johnson & 
Verdicchio, 2017). To our knowledge, no study has been found to establish the con-
nection linking AI anxiety and perceived Usefulness. However, there is evidence in 
the literature that computer anxiety and perceived Usefulness have been explored 
(Park et al., 2012; Purnomo & Lee, 2013). While few identified studies show a con-
nection between computer anxiety and perceived Usefulness, several studies sug-
gested a lack of a substantial correlation between the two constructs (Abdullah & 
Ward, 2016; Ifinedo, 2006; Liu, 2010). Since earlier research suggests that anxiety 
may not influence perceived Usefulness, it is logical to verify if AI anxiety impacts 
perceived Usefulness. Hence, this study hypothesizes that:

H1: AI anxiety will significantly influence perceived Usefulness.

2.2  Perceived usefulness

It was revealed in the meta-analysis of Scherer and Teo (2019) that educators’ 
perceived Usefulness of technology in enhancing their job performance was an 
essential and robust predictor of both teachers’ technology use intention. Based 
on the planned behavior theory, Davis (1989) introduced TAM to forecast the 
acceptance of a technology. Perceived Usefulness (PU) is the extent to which an 
individual thinks technology would boost their job performance (Davis, 1989). 
Previous studies have revealed that perceived Usefulness influences school 
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teachers’ intention to accept new technology (Antonietti et al., 2022; Bin et al., 
2020; Xianhan et  al., 2022). Concerning AI, even though limited, studies have 
also shown that perceived Usefulness could predict health specialists’ intention 
to learn to use AI (Lin et al., 2021), learners’ intention to learn AI (Chai et al., 
2022), and teachers’ intention to teach AI (Ayanwale et  al., 2022). Based on 
these, we intend to validate previous findings and thus hypothesize that:

H2: Perceived Usefulness will significantly influence behavioral intention to 
teach AI.

Evidence exists in literature that indicates a strong association linking per-
ceived Usefulness and attitude towards technology (Antonietti et  al., 2022; 
Hwang et  al., 2020). The correlation between the two constructs has also been 
established regarding students’ learning of AI (Chai et al., 2022). However, there 
is a need to validate the previous findings and determine if perceived Usefulness 
influences attitudes towards AI concerning teachers’ perspective of AI. Hence, we 
hypothesize that:

H3: Perceived Usefulness will significantly influence attitude towards AI.

Perceived Usefulness has been extensively used to predict acceptance and 
intention, among other variables. However, more information is needed about its 
relationship with relevance. Relevance, referred to as the match between tech-
nology and the needs of users (Park et  al., 2009), could be impacted by users’ 
attitudes regarding the Usefulness of the technology. We found a recent study 
(Elnagar et  al., 2022) that suggests relevance predicts the perceived Usefulness 
of a smart device. Since perceived Usefulness likely influences relevance, we put 
forward the hypothesis below to validate our assumption.

H4: Perceived Usefulness will significantly influence AI relevance.

2.3  Attitude towards AI

Attitudes have been described as positive or negative feelings about specific behav-
iors (Ajzen, 2012). Sufficient evidence exists in the literature that shows individu-
als’ attitudes directly influence their behavioral intention to use or learn technology 
(Kong & Lin, 2022; Szymkowiak & Jeganathan, 2022). In the context of AI, Chai 
et al. (2020) investigated how secondary school students’ intentions to learn AI were 
linked to some psychological factors and found that attitude predicts behavioral 
intention. The study of Chai et al. (2022) also found an attitude toward using AI as 
the highest predictor of behavioral intention to learn about AI. While studies have 
begun to explore the association of this construct considering student participants, 
limited studies (Ayanwale et  al., 2022) have been identified to establish evidence 
concerning teachers. Building on earlier findings, we hypothesize that:
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H5: Attitude towards AI will significantly influence behavioral intention to teach AI.

2.4  AI relevance

Park et  al. (2009) defined relevance as the extent to which the system effectively 
provides the users with the requested information. In the learning context, relevance 
was described as the connection between learned subject matter and the student’s 
needs, future goals, or environments (Dai et  al., 2020; Huang et  al., 2006). This 
study, however, explored how teachers perceive the relevance of AI for their per-
sonal lives, learning in class, and essential for students’ future. Teachers can skip 
AI training to understand the relevance of AI in school curriculum. We promote the 
idea that if teachers could establish a connection of AI relevance to their lives and 
its value for their students, there is a strong indication that teachers will be inter-
ested in promoting AI in their classrooms. A limited study (Ayanwale et al., 2022) 
in the context of AI has explored the connection concerning the relevance of AI and 
behavioral intention. We therefore hypothesize that:

H6: AI relevance will significantly influence behavioral intention to teach AI.

While empirical findings concerning the association between relevance and read-
iness in AI education from students (Dai et al., 2020) and teachers (Ayanwale et al., 
2022) perspectives, more research is needed to establish the relationship between 
the two constructs. Hence, we hypothesize that:

H7: AI relevance will be a significant influence on AI readiness.

2.5  AI readiness

Parasuraman (2000) put technology readiness as the propensity of humans to accept 
and utilize new technologies for realizing goals in home life and at work. In learn-
ing, readiness is the sense of being prepared with the knowledge and skills required 
for future actions and circumstances (Smith, 2005). Readiness has been identified as 
critical in enhancing behavioral intention toward technology use or adoption (Shira-
hada et al., 2019; Tang et al., 2021). Based on Blut and Wang’s (2020) assertion that 
integrating technology is a complex process that requires readiness, it is reasonable 
to ascertain teachers’ readiness specifically regarding promoting AI in classrooms. 
Since.

H8: AI readiness will significantly influence behavioral intention to teach AI.

2.6  Moderation effects of AI for social good and confidence in AI

AI may be perceived to harm us because it can potentially replace our jobs. Some 
may believe that AI does more harm than good. Therefore, how they perceive the 
impact of AI on us is very important. This implies that AI for social good could 



278 Education and Information Technologies (2024) 29:273–295

1 3

affect the relationships in the model. In addition, AI may be perceived to be disrup-
tive with its impact on society, and formal training on AI is limited. Lack of for-
mal training or teacher education programs targeted at AI education will affect most 
teachers, and as a result, may not have the confidence to teach AI since they are not 
equipped with AI knowledge. Consequently, confidence in teaching AI could also 
affect the relationships in the research model in Fig. 1.

2.7  AI for social good

Duncan and Sankey (2019) assert that social good is the overarching aim of edu-
cation, which emphasizes the significance of moral ideals cultivation. The concept 
was incorporated into AI textbooks to recognize the importance of promoting social 
good (Qin et al., 2019; Tang & Chen, 2018). Chai et al. (2021) reported that AI has 
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Fig. 1  The hypothesized model includes moderation effects. Note: AI Anxiety (AN), perceived Useful-
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many possible contributions to social good, such as AI robots for the aging popula-
tion, among other solutions to societal problems. Empirical evidence has shown that 
relationships exist between AI for social good and behavioral intention (Ayanwale 
et al., 2022; Chai et al., 2020, 2022). However, using SG as a moderating variable 
is limited in the literature. In the context of AI, a study (Chai et al., 2022) has been 
found to use social good to moderate paths of the SEM model. SG specifically mod-
erated PU → BI, ATU → BI, and SN → BI paths in the study. Our study, however, 
has a moderate association of AN—> PU, PU—> AT, PU—> RA, and AT—> BI 
paths. This study hypothesizes that teachers’ beliefs regarding using AI knowledge 
to solve problems and enhance people’s lives will moderate the paths in H1, H2, H3, 
H5, and H8. We, therefore, hypothesize that:

H9: AI for social good will be a significant moderator between the paths stated in 
hypotheses 1, 2, 3, 5, and 8.

2.8  Confidence in AI

Confidence is an essential factor influencing students’ performance and readiness 
(Dai et al., 2020). It has also been established that positive feelings may be linked 
to increased intention to use, learn, or adopt technology (Jong, 2019; Jong & Shang, 
2015). In this study, we contextualize confidence in AI as teachers’ perception of 
positive feelings that they can support students’ learning of AI and promote it within 
the school. While studies exist that have established relationships between confi-
dence in AI and behavioral intention (Ayanwale et al., 2022; Chai et al., 2020), we 
have not identified a study that moderated several paths with confidence in AI to 
understand teachers’ intention to promote AI learning.

H10: Confidence in AI will be a significant moderator between the paths stated in 
hypotheses 3, 5, 6, and 8.

3  Methodology

This research utilized a quantitative variance-based structural equation modeling 
(VB-SEM) method to understand teachers’ intention to prepare secondary school 
students for an AI-enabled future.

3.1  Context and participants

This research was conducted in government-owned secondary schools in south-west 
Nigeria. Realizing that Nigeria cannot be exempted from the global technological 
revolution, especially AI, that keeps permeating every facet of our lives, we gather 
the perspectives of in-service teachers to recognize the factors that will aid the ease 
of AI implementation in schools. Currently, there are no policy directives regarding 
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AI integration into the school system in the Nigerian educational system (Sanusi, 
2021a). The country is generating a national AI strategy since the Centre for Arti-
ficial Intelligence and Robotics was launched in 2020 to revolutionize the Nigerian 
digital economy (Oyelere et al., 2022). Nonetheless, there are initiatives by nongov-
ernmental organizations (e.g., Data Science Network, DSN, n.d.) and researchers to 
promote AI learning (Sanusi et al., 2023) and AI capabilities for teaching and learn-
ing for both teachers and students.

A random sampling method was utilized to recruit our participants across sev-
eral schools in a south-western state in Nigeria. The online questionnaire was 
shared among school teachers willing to participate through social media platforms 
and teachers’ association online forums in the region. The data-gathering process 
was carried out within a month through the online survey. This study followed the 
guidelines for conducting ethical and responsible research by the Finnish National 
Board on Research Integrity (TENK, n.d.). Table 1. detailed the demographic infor-
mation of our respondents. Our respondents’ ages, which account for about 41.3%, 
are mostly within 30 years. The representations of females and males were 51.2% 
and 48.8%, respectively. Nearly all the respondents have STEM-related degrees, and 
62% facilitated such subjects at the upper secondary level. About 75% teach in pub-
lic schools, and 68% are domiciled in urban settings. We used IBM SPSS Statistics 
to analyze the demographic data of the study participants.

3.2  Measures

Planned behavior theory was extended in this study to include AI anxiety, perceived 
Usefulness, attitude towards AI, AI relevance, AI readiness, AI for social good, and 
confidence in AI. The survey used in gathering the thoughts of the teachers encom-
passes two segments. The questionnaire’s first segment elicits information about 
the students’ demographic details, including gender, age, grade level at which they 
teach, their area of specialization (Science, Commercial, or Art), school type, and 
location. The second segment of the survey is the teachers’ self-report of their per-
ceptions on 31 items regarding the eight constructs examined in the study. Regard-
less that the items were adapted from existing and validated scales, we established 
content validity through experts’ review to be appropriate for the teacher partici-
pants. Furthermore, items from previous studies were updated and revamped to meet 
our needs and improve applicability. A brief description of the subscales is high-
lighted below.

Other than readiness subscales adapted from Keramati et  al. (2011) and rel-
evance (Dai et al., 2020), all other construct items were adopted from Ayanwale 
et  al. (2022) (see also Ayanwale & Sanusi, 2023) to measure behavioral inten-
tion as observed by the study participants. On a scale of 1 to 6, that is, response 
possibilities ranging from Strongly disagree (1) to agree (6), the educators stated 
their level of agreement with the statements concerning their perspectives and 
intention to teach AI in their future teaching practice. AI readiness items were 
modified by Keramati et al. (2011). The items reflect teachers’ perceived comfort 
level with AI and access to AI resources with five items (e.g., I have access to 
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relevant content to promote AI in my class). The relevance of AI subscale was 
modified from Dai et al.’s (2020) study. We adapted four of the five items in the 
original study (see Appendix). One example of the subscale is "AI content will be 
related to things I have seen, done, or thought about in my own life." More so, the 
instruments used in this study were tested to determine whether they were reli-
able and valid. The results showed that the measures had acceptable benchmarks 
with high scores for reliability and validity. The measures included AI anxiety, 
attitude towards AI, perceived Usefulness of AI, AI relevance, AI readiness, and 
behavioral intention to teach AI. The scores for the measures ranged from 0.868 
to 0.952 for reliability and from 0.592 to 0.859 for validity. These results suggest 
that the measures accurately assess the constructs they intend to measure and that 
the questions included in the study are consistent. Overall, the measures used in 
this study are considered effective and appropriate tools for measuring teachers’ 
intention to prepare school students for AI education.

3.3  Data analysis

The analysis in this study was conducted using SmartPLS 4.0.7 software (Ringle 
et al., 2015). We chose to analyze the quantitative data using VB-SEM. We used 
VB-SEM because the approach can easily manage complex models with several 
indicators, constructs, and correlation models with no problems of identification 
and causal‐predictive focus (Akter et al., 2017). In addition, this method is more 

Table 1  Demographic details of 
the teachers

Frequency Percentages

Gender Male 156 48.8
Female 164 51.2

Age Less than 25 80 25.0
26–30 52 16.3
31–35 24 7.5
36–40 52 16.3
41–45 64 20.0
46–50 24 7.5
50 and above 24 7.5

Specialization Science 240 75
Commercial 28 8.8
Art 52 16.3

School type Public 240 75.0
Private 80 25.0

School location Urban 220 68.8
Rural 100 31.3

Grade Level Lower Secondary 120 37.5
Upper secondary 200 62.5
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suitable in studies involving complex structural models and testing current theo-
ries (Ayanwale et al., 2023; Ringle et al., 2020). The partial least square structural 
equation modeling (PLS-SEM) involves a narrative of the measurement model 
and a breakdown of the structural model (Ringle et  al., 2020; Wong, 2013). A 
description of the measurement model ensures that indicators are loaded with 
acceptable convergent validity, composite reliability, and discriminant validity, 
which was then used in the structural model. Evaluation of path coefficients and 
their importance is required for structural model assessment.

4  Result

4.1  Measurement model assessment

To confirm the construct’s reliability and validity, the measurement model was 
scrutinized in the first phase of the evaluation process (Amusa & Ayanwale, 2021; 
Hair et  al., 2017). The process included 25 items in general. A measurement 
model was evaluated, and two items were removed (ANI (0.143)—"I feel my 
heart sinking when I hear about AI advancement," and PU3 (-0.009)- "Using AI 
technology improves my performance") due to their factor loadings falling below 
the suggested benchmark level of 0.60 (Hair et  al., 2016). This resulted in the 
final measurement process consisting of 23 items (see Table 2). Each construct 
has an average variance extracted (AVE) and composite reliability (ρC), Cron-
bach alpha, and rho, both equal to or exceeding benchmarks of 0.50 and 0.70, 
respectively (Hair et  al., 2017; Sarstedt et  al., 2022). Thus, convergent validity 
and reliability are established. In addition, Table 3 shows the discriminant valid-
ity results with a cutoff value of less than 0.85 for hetero trait mono trait ratios 
(Franke & Sarstedt, 2019; Hair et  al., 2022; Henseler et  al., 2015). As a result, 
each construct is empirically unique and captures a phenomenon not captured by 
other constructs in the PLS model (Franke & Sarstedt, 2019; Radomir & Mois-
escu, 2020; Sarstedt et al., 2022; Voorhees et al., 2016).

4.2  Structural model assessment

Based on the determination coefficient  (R2) values for AT, BI, PU, RA, and RE, the 
independent variable contributed substantially to the variance in the dependent vari-
able.  R2 values are 0.535, 0.758, 0.763, 0.644, and 0.723, respectively. Moreover, 
the  R2 values are above the minimum threshold of 0.10 required by Falk and Miller 
(1992) to sustain the model’s in-sample predictive power (Sarstedt et al., 2014; Hair 
et al., 2019, 2021). In addition, effect size  f2, which reveals how an exogenous con-
struct impacts the endogenous construct, was computed as measured by changes in 
 R2. According to this study, BI was forecasted by AT, PU, RA, and RE, AT and RA 
was predicted by PU, AN predicted PU, and RA forecasted RE. We calculated the 
relative effect sizes  (f2) of the independent constructs. We found that they impacted 
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Table 2  Construct reliability and validity

Items Item loading Cronbach’s alpha rho_A Composite 
reliability

Average vari-
ance extracted

AI Anxiety 0.776 0.799 0.868 0.688
AN2 0.777
AN3 0.853
AN4 0.856
Attitude towards AI 0.908 0.915 0.942 0.845
AT1 0.934
AT2 0.932
AT3 0.891
Behavioral intention to teach AI 0.937 0.944 0.952 0.798
BI1 0.849
BI2 0.878
BI3 0.911
BI4 0.927
BI5 0.901
Perceived Usefulness 0.918 0.924 0.948 0.859
PU1 0.899
PU2 0.949
PU4 0.93
AI relevance 0.881 0.884 0.918 0.737
RA1 0.867
RA2 0.861
RA3 0.837
RA4 0.87
AI Readiness 0.836 0.844 0.878 0.592
RE1 0.804
RE2 0.801
RE3 0.75
RE4 0.799
RE5 0.686

Table 3  Discriminant validity 
using Hetero trait mono trait 
ratio

** AN, AI Anxiety; RE, AI Readiness; RA, AI Relevance; AT, 
Attitude towards AI; BI, Behavioural intention to teach AI; PU, Per-
ceived Usefulness

Construct AN RE RA AT BI PU

AN
RE 0.178
RA 0.173 0.551
AT 0.176 0.503 0.833
BI 0.135 0.414 0.801 0.792
PU 0.32 0.287 0.738 0.696 0.727
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the endogenous variables very strongly  (f2 > 0.35) (Cohen, 2013), except for AN 
influence on PU and RE influence on BI.

Following the evaluation of the measurement model, the structural model was 
examined in another phase. Additionally, researchers should take precautions 
to ensure that potential collinearity between predictor constructs in the structural 
model does not negatively affect its estimates. According to the results, variance 
inflation factors (VIFs) ranged from 1.562 to 2.885, suggesting a lack of multicol-
linearity in the model (Akinwande et  al., 2015; Hair et  al., 2019). Afterward, the 
relationships between the constructs were confirmed. The impact of direct paths and 
standard errors were also evaluated using bootstrap resampling with 10,000 resam-
ples (Ringle et al., 2015). Assessment outcomes for direct associations were sum-
marized in Table 4. Finally, we confirmed that AI for social good (SG) moderated 
between the paths stated in hypotheses (H1-H3 and H5), and confidence in teaching 
AI (CON) moderated between the hypotheses (H3 and H5-H6). The results of the 
moderating examination are shown in Table 5.

Table 4 shows substantial evidence that AT, PU, and RA influence BI somewhat 
(β = 0.389, t = 5.905, p < 0.05; β = 0.134, t = 3.594, p < 0.05 and β = 0.435, t = 6.765, 
p < 0.05). As a result, H2, H4, and H6 were substantiated. A similar pattern emerges 
from the results of the impact of AN on PU (β = -0.272, t = 3.605, p < 0.05) and 
RA on RE (β = 0.522, t = 11.031, p < 0.05). The results supported H1 and H7. PU 
also had a substantial direct and positive influence (β = 0.731, t = 9.901, p < 0.05 
and β = 0.668, t = 10.180, p < 0.05) on AT and RA. In this case, H3 and H5 were 
supported. However, RE did not significantly influence BI (β = -0.028, t = 0.754, 
p > 0.05). Therefore, H8 could not be supported.

Table 4  Structural model path coefficients

Hypothesis Relationship β SD t-statistics p-values Remarks
H1 AN—> PU -0.272 0.076 3.605 0.000 Supported
H2 ATT—> BI 0.389 0.066 5.905 0.000 Supported
H3 PU—> AT 0.731 0.074 9.901 0.000 Supported
H4 PU—> BI 0.134 0.037 3.594 0.000 Supported
H5 PU—> RA 0.668 0.066 10.180 0.000 Supported
H6 RA—> BI 0.435 0.064 6.765 0.000 Supported
H7 RA—> RE 0.522 0.047 11.031 0.000 Supported
H8 RE—> BI -0.028 0.037 0.754 0.451 Not Supported

R2 f2

AT R2 = 0.535 PU—> AT f2 = 1.150
BI R2 = 0.758 PU—> BI f2 = 0.380
PU R2 = 0.763 PU—> RA f2 = 0.806
RA R2 = 0.644 RA—> BI f2 = 0.390
RE R2 = 0.723 RA—> RE f2 = 0.375

RE—> BI f2 = 0.020
AN—> PU f2 = 0.085
AT—> BI f2 = 0.430
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4.3  Moderation effects of AI for social good and confidence in teaching AI

Table 5 shows that AI for social good (SG) and confidence in teaching AI (CON) 
moderated some associations in the hypothesized model, with t-values exceed-
ing 1.96 thresholds. As a result, SG moderated paths between AT → BI, PU → RA, 
PU → AT, and AN → PU while CON moderated paths between RA → BI, PU → RA, 
and PU → AT, respectively. However, SG did not moderate for the paths between 
RE → BI, while CON failed to show significant moderation between RE → BI.

5  Discussion and implication

The present study examined how teachers perceived AI for social good and confi-
dence in teaching AI moderate relationships in our proposed model predicting teach-
ers’ BI to teach AI in schools. This is the first study examining these moderators 
from the teacher’s perspective. A structural equation model of variance-based was 
applied to investigate eight hypotheses designed to represent inter-relationships of 
anxiety, attitude, perceived Usefulness, relevance, readiness, and behavioral inten-
tion. Seven of our proposed hypotheses were supported by relating to teachers’ BI to 
teach AI based on a TAM and planned behavior theory model, with 75.8% of vari-
ance explained by BI’s predictor variables (AT, PU, RA, and RE).

The proposed model is partially supported; H1 – H7 are supported. As demon-
strated in previous studies (Antonietti et al., 2022; Bin et al., 2020; Xianhan et al., 
2022), perceived Usefulness directly influences teachers’ acceptance of new tech-
nology, and individuals’ attitudes directly impact their BI to use or learn technology 
(Kong & Lin, 2022; Szymkowiak & Jeganathan, 2022). According to many studies 
that have used TAM, perceived Usefulness and attitude to use are significant predic-
tors of users’ behavioral intentions (Buabeng-Andoh, 2021; Chai et al., 2022; Kumar 
& Mantri, 2021; Park, 2009; Weng et al., 2018). A strong link has been confirmed 
between perceived Usefulness and attitude toward technology, including technology 
anxiety (Antonietti et al., 2022; Hwang et al., 2020) to predict behavioral intention. 
These findings suggest that professional development programs should encourage 

Table 5  Moderation effects of AI for social good and confidence in teaching AI

Moderation β SD t- statistics p-values Remarks

H9: SG x AT—> BI -0.227 0.051 4.461 0.000 Supported
H10: SG x RE—> BI 0.024 0.043 0.566 0.571 Not Supported
H11: SG x PU—> RA 0.060 0.030 1.987 0.047 Supported
H12: SG x PU- > AT 0.161 0.048 3.353 0.001 Supported
H13: SG x AN- > PU 0.125 0.050 2.519 0.012 Supported
H14: CON x RE—> BI -0.001 0.033 0.033 0.974 Not Supported
H15: CON x RA—> BI 0.225 0.059 3.794 0.000 Supported
H16: CON x PU—> RA -0.158 0.037 4.324 0.000 Supported
H17: CON x PU—> AT -0.232 0.060 3.871 0.000 Supported
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teachers’ understanding of AI’s Usefulness and a positive attitude towards using it in 
the classroom to get them to teach AI. Readiness has also been identified as critical 
in enhancing BI towards technology use or adoption (Shirahada et al., 2019; Tang 
et al., 2021). Based on the study of Wang and Wang (2022), the primary purpose of 
developing an AI anxiety measure is to predict behavior, which is consistent with 
this study. While existing studies explored the connection involving anxiety and 
intention (Ayanwale et al., 2022; Chai et al., 2020), this study is interested in how 
measuring self-perceived fear and discomfort about AI technologies/products affects 
perceived Usefulness. That is, will the misunderstandings and misconceptions about 
AI technologies contributing to concerns, fears, and anxieties (Wang & Wang, 2022) 
affect the perceived Usefulness of AI, such as helping teachers to perform their 
teaching practices effectively. Relevance, which connotes the association between 
learned subject matter and the student’s needs, future goals, or environments, was an 
antecedent of readiness and intention (Ayanwale et al., 2022; Dai et al., 2020). These 
supported relationships generally agree with earlier related studies (e.g., Chai et al., 
2022). The results of this study further showed that AI for social good moderated the 
relationship between factors (AT—> BI, PU—> RA, PU—> AT, and AN—> PU) 
with a positive influence on teachers’ BI to teach AI.

Technologies are created to be worthwhile regardless of whether users are 
likely to adopt the appropriate attitude to make them useful. Only the relation-
ships between RE and BI are not significantly supported among the eight hypoth-
eses. The result also disagrees with past research (Shirahada et  al., 2019; Tang 
et  al., 2021), which contends that readiness is key in increasing the likelihood 
of adopting technology. In AI education, this finding is inconsistent with ear-
lier studies (e.g., Ayanwale et al., 2022). While Blut and Wang (2020) argue that 
technology integration is a complicated process that requires readiness, this find-
ing suggests that readiness alone may not account for the intention to promote AI 
knowledge. This indicates that other factors besides readiness should be consid-
ered while implementing AI lessons. While teachers’ readiness appears valuable 
to integrating AI into educational systems, facilitating conditions and state poli-
cies are important factors that influence teachers’ actions and classroom practices. 
The paths where AI for social good or confidence in teaching AI did not moderate 
the relationship between RE and BI (RE—> BI) suggest that social good or con-
fidence did not influence this relationship. Many AI researchers have expressed 
strong support for designing AI for social good, given the potential of AI (Floridi 
et  al., 2020; Tucker, 2019). AI for social good means developing, implement-
ing, and managing artificial intelligence systems to prevent, mitigate, or resolve 
adverse effects on human health and/or the environment (Cowls et al., 2021). The 
idea resonated with the importance of social good moderating the relationship 
between factors positively influencing teachers’ BI to teach AI (Chai et al., 2022; 
Qin et al., 2019). This aligns with general educational goals of cultivating caring 
citizens and with school curriculums focused on computing as a means for the 
common good (Goldweber et  al., 2011). Individuals are motivated to engage in 
such activities psychologically when learning enhances their ability to serve soci-
ety (Yeager & Bundick, 2009).
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According to Moore (2019, p.2), "Social good shifts between social responsibil-
ity, societal impacts, society, common good, the good, development, and ethics." 
Responsible use of AI and ethics are essential factors when considering AI’s social 
impact. Existing literature suggests that integrating ethical dilemmas and social 
challenges in the AI curriculum can amplify interest in the course (Saltz et al., 2019; 
Sanusi & Olaleye, 2022). Based on this, social good can be considered a pedagogi-
cal belief, as teaching AI requires teachers to be equipped with pedagogical content 
knowledge to lead the discussion in the classroom. This study highlights the value of 
social good and confidence in the pedagogical design of AI as a subject in schools. 
Since teacher education programs designed to train future teachers on the delivery of 
AI content are non-existent (Sanusi et al., 2022a, b), and limited professional learn-
ing opportunities are available for teachers to learn AI content they will be teaching 
their students, confidence to teach AI becomes a challenge. The essence of formal 
training for teachers becomes apparent as AI education continues to develop as a 
global initiative.

It is expected that the results of this study will contribute to initiatives that 
encourage teachers to teach AI in schools to ensure its effective implementation, 
especially since AI is regarded as a concept of importance that all teachers should 
teach, regardless of grade level. A professional development program for educators 
can also be based on the results of this study, which is an essential aspect of AI edu-
cation. This study’s paths are moderated by confidence in teaching AI and using AI 
for social good. In light of these factors, researchers and stakeholders could focus on 
fostering the positive value of AI and instilling confidence in teachers, empowering 
them to teach using AI content knowledge and, for example, helping teachers under-
stand the benefits and risks of AI. When the teachers understand how AI benefits our 
society, such as helping humans make the right healthcare decisions, they are more 
likely to engage in AI teaching and planning actively. The risks of AI are caused by 
human bias; therefore, introducing risks or human bias in teacher professional pro-
grams will make AI do more good than harm to society. Moreover, introducing suc-
cessful cases or good practices in the programs will boost the teacher’s confidence. 
This approach will help teachers visualize AI teaching. In conclusion, teachers have 
a significant role in preparing the next generation and students to learn AI. Teachers 
must promote AI in the classroom to ensure that AI is implemented in schools and 
that students are prepared for a future in which humans and AI will work together.

5.1  Limitations and future work

We identified some limitations of the study, which are explicitly related to gen-
eralizability and self-reported perspectives. First, we randomly selected our par-
ticipants in a south-western state in Nigeria, which does not represent teachers’ 
opinions in the region. A study with strategic sampling should be used. Second, 
the respondents may have yet to clearly understand AI and its application in edu-
cation; therefore, may have provided premature responses to the measurement 
items based on their beliefs and not necessarily on AI knowledge and education. 
We addressed the abovementioned limitation by providing enough instructions 
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through the survey. Future studies should be curriculum-dependent to estab-
lish if the teachers’ self-report data accurately represent their understanding of 
AI knowledge. The participants’ previous AI knowledge and experience, which 
could influence teachers’ intentions or attitudes toward AI, should have been con-
sidered. Future studies could explore these crucial variables. In addition, profes-
sional learning opportunities should be designed for in-service teachers to learn 
the content they will teach. This may include co-designing learning resources 
with researchers as well as considering incorporating AI across the curriculum, 
that is, infusing AI concepts in non-computing subjects (Sanusi et  al., 2022a, 
b). Finally, exploring the use of mediation or moderation of the constructs with 
demographic variables (e.g., gender) could generate valuable insights.

6  Conclusion

While previous studies have provided some insight into the conceptual basis of 
this rapidly growing domain, these studies should have considered teachers’ per-
spectives. The current paper presents empirical evidence of teachers’ perceptions 
of psychological factors that impact the intention to teach AI. The factors consid-
ered include AI anxiety, perceived Usefulness, attitude towards AI, AI relevance, 
AI readiness, and behavioral intention. We further provided a nuanced understand-
ing of teachers’ perspectives through the moderation effects of teachers’ AI for 
social good and confidence in teaching AI. Through a close-ended questionnaire, 
we inquired about the teachers’ perspectives regarding the eight constructs consid-
ered in the study. Of the nine hypotheses tested, only two were not supported: AI 
anxiety does not influence perceived Usefulness, and AI readiness does not impact 
behavioral intention to teach AI. The relevance of AI emerges as the most signifi-
cant predictor of behavioral intention to teach AI. For the indirect effect, relevance 
is the highest predictor of readiness, followed by perceived Usefulness and attitude 
toward AI. AI for social good and confidence could not moderate between readiness 
and behavioral intention, while others agree with the path in the research model. 
Identifying factors that influence teachers to teach AI in schools contributes to the 
existing work on AI education development as the initiative keeps generating global 
interest.

Appendix

Please rate your agreement on the following questions regarding your perception 
of the items below, where 1 = strongly disagree through to 6 = strongly agree.

ANXIETY

AN2: When I think about AI, I cannot answer many questions about my future.
AN3: When I consider the capabilities of AI, I think about how difficult my 
future will be.
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AN4: I have an uneasy, upset feeling when I think about AI.

PERCEIVED USEFULNESS

PU1: Using AI technology enables me to accomplish tasks more quickly
PU2: Using AI technology enhances my effectiveness
PU4: Using AI technology increases my productivity

AS FOR SOCIAL GOOD

SG1: AI can be used to help disadvantaged people.
SG2: AI can promote human well-being.
SG3:I wish to use AI knowledge to serve others.
SG4: The use of AI should aim to achieve common good.

ATTITUDE TOWARDS USING AI

AT1: Using AI technology is pleasant.
AT2: I find using AI technology to be enjoyable
AT3: I have fun using AI technology.

CONFIDENCE IN TEACHING AI

CON1: I am confident I can introduce the most complex material about AI in 
class.
CON2: I believe that I can succeed in demystifying AI for student if I try hard 
enough.
CON3: I feel confident that I will support students learning of AI in my class.
CON4: I am confident I can teach the basic concepts about AI in class.

BEHAVIOURAL INTENTION

BI1: I will continue to learn about AI knowledge
BI2: I will keep myself updated with the latest AI applications.
BI3: I plan to spend time in learning AI technology in the future.
BI4: I will pay more attention to emerging AI applications.
B5: I intend to use AI to assist my teaching.

RELEVANCE OF AI

RA1: Learning AI in class will be useful
RA2: AI content will be related to things I have seen, done or thought about in 
my own life.
RA3: It is clear to me how the content of AI is related to my lifestyle.
RA4: The content of AI will be useful to me in terms of learning the concept 
effectively.
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READINESS

RE1: I have the relevant knowledge to teach AI in my class
RE2: I have access to appropriate hardware to teach AI in my class
RE3: I have access to appropriate software to teach AI in my class
RE4: I have access to relevant content to teach AI in my class
RE5: My school administration will support the teaching of AI in my class
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