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Abstract
The search for relevant scientific articles is a crucial step in any research project. 
However, the vast number of articles published and available online in digital data-
bases (Google Scholar, Semantic Scholar, etc.) can make this task tedious and neg-
atively impact a researcher’s productivity. This article proposes a new method of 
recommending scientific articles that takes advantage of content-based filtering. The 
challenge is to target relevant information that meets a researcher’s needs, regard-
less of their research domain. Our recommendation method is based on semantic 
exploration using latent factors. Our goal is to achieve an optimal topic model that 
will serve as the basis for the recommendation process. Our experiences confirm our 
performance expectations, showing relevance and objectivity in the results.

Keywords Topic modeling · Latent Dirichlet Allocation · Non-negative Matrix 
Factorization · Scientific recommendation · Scientific article

1 Introduction

Recommender systems (RSs) of scientific articles are applications designed with 
modern engineering methods and artificial intelligence algorithms. Their role 
is to filter enormous scientific publications in online scientific databases (such 
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as Google Scholar and Semantic Scholar). Indeed, one of the obstacles that 
researchers face is the problem of cognitive overload, and scientific recommenda-
tion systems effectively solve this problem Adomavicius and Tuzhilin (2005). In 
the literature, we distinguish four approaches for recommending scientific arti-
cles. The classic approaches are based on collaborative filtering (CF) Adoma-
vicius and Tuzhilin (2005) and content-based filtering (CBF) Adomavicius and 
Tuzhilin (2005). Recently appeared approaches based on graphs (Bai et al., 2020) 
and approaches based on topic modeling (Beel et al., 2016). Hybrid approaches 
combine two or more techniques from previous approaches to improve the quality 
of recommendations (Sakib et al., 2022). Content-based RS is similar to machine 
learning classifiers, the underlying logic relies on the knowledge of the research-
er’s interactions, which causes the cold start problem and the overspecialization 
problem that prevents the discovery of new publications (Bai et  al., 2020). The 
RS based on collaborative or social filtering relies on social opinions. Although 
they can theoretically adapt to any domain, they suffer from the double problem 
of cold start (new researcher / new article). Indeed, the recommendation process 
cannot identify similar researchers for a new researcher without a history of eval-
uations or very few ratings; the same problem occurs with articles (Sakib et al., 
2022). Graph-based approaches mainly focus on building a graph to model a cita-
tion network (Citation Graph) or a social network; nodes and links, respectively, 
model researchers and articles. A major limitation of this approach is that the rec-
ommendation process does not consider the articles’ content and the researchers’ 
topic interests (Bai et al., 2020).

Topic model-based RS use latent factors to model the topic interests of 
researchers or identify communities of researchers in the recommendation pro-
cess (Amami et al., 2016).

In this article, we propose a new method that combines latent factors and con-
tent-based filtering, to minimize the limitations of the first-mentioned approaches, 
by translating the explicit requirements of the researcher into topics. Combining 
latent factors with content-based filtering can reduce the amount of data needed 
to make accurate recommendations. While content-based filtering typically 
requires a large amount of data to provide accurate recommendations, the use of 
latent factors can help reduce this requirement. As a result, our method allows for 
more efficient and accurate recommendations with fewer data.

Our work aims to improve suggestion accuracy and relevance, helping 
researchers stay up-to-date on the latest work in their domains and discover perti-
nent new research that they might not have otherwise encountered. The proposed 
method’s key contributions are summarized as follows:

• Firstly, the proposed method does not require an a priori user profile.
• Secondly, this study evaluates and compares the performance of two popu-

lar topic modeling algorithms, Latent Dirichlet Allocation (LDA)(Blei et al., 
2000) and Non-Negative Matrix Factorization (NMF)(Lee & Seung, 1998), 
which can assist researchers in determining the optimal technique for a spe-
cific task in topic modeling.
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2  Related work

This section provides a brief review of the scientific literature related to the field of topic 
model-based scientific article recommendations. The most commonly utilized topic 
model algorithms in the design of scientific article recommendation systems are LDA. 
Wang & Blei (2011) introduced the Collaborative Topic Regression (CTR) recommen-
dation model, which integrates matrix factorization and LDA into a single generative 
process. In the CTR model, latent factors of articles are obtained by adding an offset 
latent variable to the topic proportion vector. In another study, Amami et al. (2016) pro-
posed a hybrid approach that combines latent factors generated by LDA and relevance-
based language modeling. The study utilized the clustering of searchers based on 
latent topics of interest as reliable sources to produce recommendations. However, this 
approach suffered from consistency issues and the interpretability of inferred topics.In 
contrast, Rossetti et al. (2017) proposed a topic model based on researcher interactions, 
rather than article content, to extract consistent and interpretable topics.

Recent research has incorporated topic modeling techniques into content-based filter-
ing and collaborative filtering to develop recommender systems. For instance, Subathra 
and Kumar (2019) proposed a recommendation algorithm that utilizes a double itera-
tion of LDA in combination with collaborative filtering to generate recommendations. 
Nonetheless, LDA is a non-deterministic algorithm, resulting in different topics being 
generated each time the algorithm is run. This can lead to confusion and a reduction in 
the efficiency of content exploration, leading to a decrease in the relevance of the recom-
mended articles.

In another study, Boussaadi et al. (2020) integrated collaborative filtering and latent 
topics to detect community researchers based on the dominant topic in an academic 
social network. The proposed approach significantly enhances the relevance of recom-
mendations compared to existing methods. However, the recommendation process relied 
on a single source of information to identify the topic interests of the researchers, which 
reduces the accuracy and interpretability of the researchers’ profiles.

Bagul and Barve (2021) proposed a method for scientific literature recommendations 
that combines content-based filtering with LDA. For similarity computation, the authors 
used Jensen-Shannon distance (JSD), a static metric that cannot establish the semantic 
link between probability vectors.

In their most recent study, Hadhiatma et al. (2023) introduced a novel approach to sci-
entific paper recommendation that combines community detection and a modified Pag-
eRank algorithm. Specifically, the authors utilized Latent Dirichlet Allocation to iden-
tify the main topics in scientific papers and to form multi-topic communities of papers. 
Within each community, the PageRank algorithm was employed to rank the papers 
based on their relevance to the research topic. Although PageRank has been widely used 
for ranking web pages, its efficacy in ranking scientific papers is not yet fully established. 
Furthermore, the proposed modification may not always be optimal or appropriate for 
ranking scientific papers, particularly in dynamic and rapidly evolving research domains.

The major challenge with previous work is that the inferred topics suffer from con-
sistency and interpretability issues, limiting the precision in identifying the research-
er’s thematic interests and reducing the quality of the recommendations. This paper 
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proposes a new method based on explicit query formalism combined with latent topics. 
The proposed method does not suffer from the dual researcher-article cold start prob-
lem or the overspecialization problem.

2.1  Problematic of topic modeling technique

The major challenge and ambiguity involved in topic modeling is model validation. 
Both modeling techniques, LDA and NMF, have been the subject of several research 
studies to demonstrate the performance of each approach. In (Stevens et al., 2012), 
the authors demonstrated that NMF obtains better results in the classification task, 
but LDA produces topics with better coherence. According to the study’s authors, it 
is more likely to work well for humans because of the stable coherence of LDA.

The authors (Berhil et al., 2020) used a corpus of 13,000 citations on the subject 
of COVID-19 to compare the consistency of the two techniques and found that, for 
applications in which a human end-user will interact with learned topics, the flex-
ibility of LDA and the coherence advantages of LDA warrant strong consideration. 
They conclude that the LDA model is more relevant than the NMF model in the case 
of the large corpus. In (Jooneghani, 2021), the authors explored human concerns 
towards the COVID-19 vaccine using Twitter data and concluded that NMF per-
formed better than LDA in the coherence score.

LDA tends to produce more coherent and human-interpretable topics than NMF. 
However, NMF tends to give better classification potential regardless of data size. 
Both techniques have compelling arguments depending on the context of their use. 
These arguments are a basis for comparing the results of the two techniques in our 
study and exploiting the better-performing algorithm for the recommender process.

3  Concept related to our research

3.1  Topic model (TM)

Topic models (TM) are an essential machine learning technology that used in dif-
ferent fields such as text analysis (Albalawi et  al., 2020), recommendation sys-
tems (Almonte et al., 2022), image analysis (Jelodar et al., 2019), medical sciences 
(Leung and Khalvati 2022). There are many articles in this domain, and we defi-
nitely cannot mention all of them. TM is used to discover hidden topics in a text 
collection, such as documents, short texts, chats, Twitter and Facebook posts, blogs, 
and emails.

3.2  Topic coherence measures

The Coherence Score is a widely used performance metric to evaluate topic mod-
eling methods. It gives a realistic way to figure out how many different topics there 
are in a document. Each generated topic has a list of words, such as a cluster of 
words. This measure looks at the average pairwise word similarity scores of the 
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words that are linked to the subject. The topic model with high Coherence Measure 
value is considered a suitable topic model.

Let’s take a quick look at the most popular coherence measures and how they are 
calculated:

• C_v is a measure based on a sliding window, one-set segmentation of the top 
words, and an indirect confirmation measure that uses normalized pointwise 
mutual information (NPMI) and the cosine similarity.

• C_umass is based on document co-occurrence counts, a one-preceding segmen-
tation, and a logarithmic conditional probability as confirmation measure.

3.3  Finding semantic similarity articles

The vectors representing the articles are probability vector representations of topic 
distributions. We select for a modified Jensen-Shannon divergence (JSD) measure 
(Levene, 2022). Indeed, when employed for similarity computation, JS Distance 
cannot determine the semantic link between subjects. To address this issue, (Guo 
et al., 2021) proposed a novel technique for assessing similarity that considers the 
semantic correlation of subjects from the perspective of word co-occurrence and 
augments the original JS measurement method by computing the semantic correla-
tion of topic feature words.

Assume  zi is the topic of the articledi , word set  W =
{
wi1,wi2, ...,win } is the fea-

ture word of the topic. According to the co-occurrence Eq. (1).

where  p11, p12,… , pnn is the co-occurrence probability of feature word. The simi-
larity computing equation of wim and wjn is as shown in Eq. (2).

Hence, the semantic similarity between two articles di and dj is shown in Eq. (3).

vd denotes the number of feature words of this selected article. � ∈ [0, 1] denotes a 
correlation coefficient assigned to this article. Djs  is the Jensen-Shannon distance.

4  The proposed approach

This section presents our method for scientific article recommendations to solve the 
limitations mentioned in Sect. 2. Our proposal includes first a selection step of the 
algorithm that generates the most coherent topic model, which will serve as a basis 
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for the recommendation process, the purpose of this step is a reference matrix of 
articles/topics; to achieve this goal, we use, the most popular topic modeling algo-
rithms, namely LDA and NMF.

In the second step, the recommendation process performs a semantic similar-
ity calculation to generate a list of relevant articles, which will present to the target 
researcher Fig. 1

4.1  Notation and approach 

We denote by A =
{
A1, A2,… ,An

}
  the set of target researchers, and by Ai a generic 

researcher inA , and byD =
{
d1, d2,… , dm

}
 , our corpus, that contains the articles that 

could be potentially interesting to our generic researcher.
The target article dt is represented by a topic distribution associated with the pre-

dominant topic (obtained by applying the best-performing algorithm between LDA 
and NMF).

Our recommendation algorithm aims to present to a target researcher ( Ai ), a list 
of the most relevant and similar articles to the target article. The proposed approach 
has the following two steps.

Step 1:

• Application and evaluation of the LDA and NMF algorithms on the experimen-
tation corpus (with different combinations of hyperparameters), the goal is to 
select the best performing algorithm, which we call algorithm_1.

• Referencing the recommendation corpus, by applying algorithm_1. each article 
will be represented by its predominant topic.

Fig. 1  Flowchart of proposed recommendation approach
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Step 2:
We accept the researcher’s query to identify the target article (designated dj).

• Retrieval all the meta data set of the target article dj (from google scholar to be 
precise) and we apply algorithm_1. it is assumed that the target article dj is refer-
enced by its predominant topic designated by topic_d.

• For each article  di 
(
di ∈ D, di ≠ dj

)
 and all articles referenced by topic_d do:

Computing  Similarity
(
di , dj

)
 using Eq. (3).

• Ranking of the similar articles in descending order of relevance, and recommen-
dation to the generic researcher Ai the top-ranked articles.

5  Experimental design

5.1  Experimental dataset and tools

We used the dataset of Elsevier (Kershaw & Koeling, 2020); This is a corpus of 40 k 
(40,091) open access (OA) CC-BY articles from across Elsevier’s journals repre-
senting a large scale, cross-discipline set of research data to support NLP and ML 
research. The dataset contains research articles across various fields, including but 
not limited to, biology, chemistry, engineering, health sciences, mathematics, and 
physics. It includes articles published from 2014 to 2020 and is categorized in 27 
Mid-Level ASJC (All Science Journal Classification) codes. ASJC codes represent 
the scientific discipline of the journals in which the article was published.

We split the dataset into two smaller datasets; the first is designated DM, and we 
use it for the selection of the best-performing algorithm. The second dataset is des-
ignated by DR; we use it for the recommendation process; the statistical details of 
our datasets are as follows in Table 1.

5.2  Data preprocessing

Text document preprocessing is an essential task for text exploring semantics. Data 
preprocessing is used to extract information into a structured format to analyze the 
patterns (hidden) within the data. The preprocessing steps are supported in Stan-
ford’s NLTK Library (Albalawi et al., 2020) and contain the following patterns:

Table 1  The statistics of the dataset

Dataset Number of 
Articles

Vocabulary size Training set size Training set test

DM 1600 400k 70% 30%
DR 2400 675k 80% 20%
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• Convert Text Data into Lower Case: Text datasets are converted into lower case 
for preventing the various words differences.

• Punctuation: punctuation such as (“.”, “,”, “ − ”, “!” etc.) are eliminated from the 
text datasets.

• Stop-word elimination: removal of the most common words in a language such 
as “and”, “are”, “this” etc., that is not helpful and in general unusable in text 
mining and that do not contain applicable information for the study.

• Stemming: the conversion of words into their root, using stemming algorithms 
such as Snowball Stemmer.

• Tokenization: Text datasets are converted into tokens (words). The tokenization 
identifies the meaningful keywords from the text data. The outcome of tokeniza-
tion is a sequence of tokens.

5.3  Topic model algorithm

The NMF implementation was done by scikit-learn’s NMF (version Optimized for 
the Frobenius Norm) functionality. For LDA, we use two different implementations 
as follows:

• The Gensim algorithm was implemented with the Gensim library, a Python 
library for topic modeling; the algorithm utilizes the inference technique online 
variational Bayes (Lee & Seung, 1998).

• The Mallet topic model package incorporates a rapid and highly scalable imple-
mentation of Gibbs sampling.

The reason to choose these different implementations was how they differ in 
inference technique. There is no standard best solution for making inferences since 
it heavily depends on the dataset. Since the inference method most suitable for the 
scientific text was unknown, both implementations were reasonable to evaluate. For 
both implementations, the output of the models is in the same format as in NMF.

5.4  NMF and LDA algorithm selection

Figure 2, shows the process applied to the DM dataset and evaluated by the quantita-
tive metrics (Sect. 2.3). This procedure aimsure is to select the algorithm that meets 
our objective. Figures 3 and 4 clearly show that the LDA Mallet algorithm provides 
a better graphical quantitative evaluation for several subjects k = 50 , compared to 
the other algorithms. for the rest of our work, we opt for the subject model produced 
by the LDA Mallet version.
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5.5  Baseline methods

In assessing the effectiveness of our proposed method, we compare the recommen-
dation results with two methods representing baseline CBF methods. In the first 
method (denoted by LDA_ASPR), the authors (Amami et al., 2016) have exploited 
the topics related to the researcher’s scientific production (authored articles) to 
define her/his profile formally; in particular, they employed the topic modeling to 
represent the user profile formally, and language modeling to formally represent 
each unseen paper. The recommendation technique they proposed relies on assessing 

Fig. 2  Block Diagram for Algorithm Selection

Fig. 3  Quantitative (C_v score) results for LDA and NMF
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the closeness of the language used in the researcher’s papers and the one employed 
in the unseen papers. The authors proposed the PRPRS (Personalized Research 
Papers Recommender System) in the second method, which extensively designed 
and implemented a user profile-based algorithm to extract keyword by keyword and 
keyword inference ( Hong et al., 2013).

5.6  Evaluation metrics

We evaluate the general performance of our method using the two most commonly 
used evaluation metrics in recommender systems: Precision and recall. Precision or 
true.positive accuracy is calculated as the ratio of recommended articles relevant to 
the total number of recommended articles; Precision has given by Eq. (4).

Recall or true positive rate is calculated as the ratio of recommended articles that 
are relevant to the total number of relevant articles, recall given by Eq. (5),

(4)Precision =

∑
(relevant_articles ) ∩

∑
(retrieved_articles )

∑
(retrieved_articles )

Fig. 4  Quantitative (UMass score) results for LDA and NMF
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6  Results and discussions

Our method is designed to favor precision which has more influence on the satis-
faction of the target researcher than recall. Indeed, precision reflects the perfor-
mance of the recommendation system in satisfying the target researcher’s need 
for valuable articles. The different experiments we have conducted show that the 
scientific article recommendation method we have proposed provides the target 
researcher with scientific articles of high relevance compared to the state-of-
the-art methods that rely on a single topic modeling technique. Our method first 
selects the best performing algorithm considering the textual nature (scientific 
text), which provides an optimal topic model, which serves as a basis for the rec-
ommendation process hence the accuracy obtained as illustrated in Fig. 5. Indeed, 
the accuracy of our method surpasses that of other methods, even if it is signifi-
cantly close to the LDA_ASPR method for the values of N = 20 (relevant recom-
mended papers up to position N). However, when the value of N increases beyond 
the value N = 25, it seems clear that the accuracy increases and surpasses that of 
the LDA_ASPR and PRPRS methods.

Figure 6 illustrates the comparison based on the recall; as we can see, the dif-
ference in performance between our method and LDA_ASPR is very insignifi-
cant. Indeed, the LDA_ASPR method performs slightly for N = 15 and N = 20; 
however, our method shows a significant difference as the number N increases, 
especially when N’s value is greater than 25. The low recall-based performance 
of our method is the result of the qualification constraints of the candidate items. 
Thus, our method selects only those articles whose content is semantically very 
close to the content of the target article and thus leaves many other less rele-
vant articles unrecalled. These improvements are mainly due to the strictness in 

(5)Recall =

∑
(relevant_articles ) ∩

∑
(retrieved_articles )

∑
(retrieved_articles )

Fig. 5  Precision performance on 
the dataset
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qualifying a candidate paper which removed less relevant papers to the target 
paper. This, therefore, increases the system’s ability to return relevant and practi-
cal recommendations at the top of the recommendation list.

7  Conclusion and future work

In this article, we introduce a novel method for scientific article recommendation 
that leverages the power of both content-based filtering (CBF) and latent factors. 
Our method involves analyzing the two most commonly used topic modeling tech-
niques to determine the most effective topic model for recommendation purposes. 
Given the absence of a consensus in the literature regarding the best modeling 
approach, our strategy is grounded in this knowledge. The solution presented in the 
article outperforms current reference methods on commonly used performance cri-
teria, as demonstrated through experiments on publicly available datasets. Addition-
ally, the solution can be utilized as an API to provide real-time recommendation 
services to suggest the top N articles to a target researcher.

In future work, we plan to investigate the integration of neural topic modeling 
based on transformer architecture and citation factors to produce highly accurate 
recommendations. Specifically, citation factors can offer valuable insights into the 
impact and influence of specific articles or authors, thereby serving as a comple-
mentary source of information for the recommendation process.
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