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Abstract
Artificially intelligent robots as teachers (AI teachers) have attracted extensive 
attention due to their potential to relieve the challenge of global teacher shortage and 
realize universal elementary education by 2030. Despite mass production of service 
robots and discussions about their educational applications, the study of full-fledged 
AI teachers and children’s attitudes towards them is quite preliminary. Here, we 
report a new AI teacher and an integrated model to assess how pupils accept and use 
it. Participants included students from Chinese elementary schools via convenience 
sampling. Questionnaires (n = 665), descriptive statistics and structural equation 
modeling based on software SPSS Statistics 23.0 and Amos 26.0 were carried out 
in data collection and analysis. This study first developed an AI teacher by coding a 
lesson design, course contents and Power Point with script language. Based on the 
popular Technology Acceptance Model and Task-Technology Fit Theory, this study 
identified key determinants of the acceptance, including robot use anxiety (RUA), 
perceived usefulness (PU), perceived ease of use (PEOU) and robot instructional 
task difficulty (RITD). Moreover, this study found that pupils’ attitudes towards 
the AI teacher, which could be predicted by PU, PEOU and RITD, were generally 
positive. It is also found that the relationship between RITD and acceptance was 
mediated by RUA, PEOU and PU. This study holds significance for stakeholders to 
develop independent AI teachers for students.
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1 Introduction

Recent decade has witnessed a rapid proliferation of service robots, which have permeated 
diverse fields, ranging from reception and cargo delivery to home service. Presented by 
the International Federation of Robotics (2021), the turnover of the global market for 
professional service robots was up 12% to 6.7 billion U.S. dollars. Service robots are 
believed to be promising for mitigating the challenge of global teacher shortage (Edwards 
& Cheok, 2018). It is of critical importance to develop an educational service robot (ESR) 
into a full-fledged robotic instructor that can be fully accepted by students.

So far, various ESRs have been investigated, including the tele-education robot 
teacher EngKey in South Korea (Yun et  al., 2011), the android robot SAYA in 
Japan (Hashimoto et al., 2011), RoboThespian in Israel (Verner et al., 2016), Nao in 
France (Banaeian & Gilanlioglu, 2021) and so on. More recently, topics on how to 
develop ESRs and why teachers and students accept them have also aroused broad 
interests (e.g., Kossewska & Kłosowska, 2020; Lin et al., 2021; Naneva et al., 2020; 
Turja & Oksanen, 2019). However, the study of ESRs is still in its infancy, and the 
developing of ESRs is rather challenging, as the programming for non-technical 
users is complex and difficult, which posts a tremendous obstacle for educational 
researchers and roboticists (Fogli et  al., 2022). Luo et  al. (2021) revealed that 
another reason for novel educational technologies not achieving long-term effects 
might be the unawareness of significance of teachers and students’ attitudes. Other 
scholars also claimed that students’ acceptance of ESRs is unclear, although using 
intention of other cohorts like elder adults (Wu et al., 2014), undergraduates (Conti 
et al., 2015), parents (Lin et al., 2021), and workers (Turja & Oksanen, 2019) have 
been studied. Therefore, due to popularization of ESRs, more related studies are 
highly demanded, especially quantitative ones (Turja & Oksanen, 2019).

In order to make the operation of ESRs easy to teachers and students, this 
study developed an artificially intelligent robot as a classroom teacher (AI teacher 
for short hereafter) based on pedagogical theories and robot programming 
principles (Huang et  al., 2020). Moreover, in order to access students’ 
perspectives on its utilization in school environment, an extended technology 
acceptance model (TAM) is proposed to explore the behavioral mechanism of 
Chinese pupils in accepting the AI teacher. To the best of our knowledge, this 
study is one of the first attempts for creating an AI teacher and an integrated 
model to assess how elementary school students accept and use it. It paves 
the way for developing competent AI teachers, and may find applications in 
rural and underdeveloped areas suffering from teacher shortages.

This paper is divided into seven parts. Section 2 presents the literature review 
on robots as teachers, TAM, and factors influencing people’s acceptance of 
service robots. Moreover, the objective of this study is proposed. In Section  3, 
the theoretical model and eight hypotheses have been developed. In Section 4, the 
development of the AI teacher, data selection and analysis methods, and samples 
have been introduced. Section  5 reports the results, and Section  6 shows the 
discussion, theoretical and practical implications. Finally, Section 7 provides the 
conclusion of this study, including the limitation and future research trend.
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2  Literature Review

2.1  Robots as teachers

ESRs are frequently used at three levels: as tools operated by teachers and students, 
as assistants for instructors, and as teachers collaborated with human teachers 
(El-Hamamsy et  al., 2021). Robots as teachers are not as common as robots as 
tools, and scholars have attempted to design robots to behave like human teachers. 
Their works could be summarized into three categories: effective teaching methods 
to ESR, social capabilities endowing ESR to better interact with learners, and robot 
programming techniques. Thomaz and Breazeal (2008) presented the reward channel 
for feedback and future-directed guidance, and emphasized the significance of 
comprehending human robot interaction to design algorithms to improve robot learning 
and teaching. Leite et al. (2012) proposed and justified an empathic model for robots 
interacting with children. According to Fogli et  al. (2022), on-line programming, 
off-line programming, visual programming, natural language programming, tangible 
programming have been used to instruct robots to carry a task.

2.2  TAM

TAM is one of the most commonly used models in information systems theory discussing 
how humans accept and use technologies (Al-Nuaimi & Al-Emran, 2021). It includes 
external variables, variables of perceived usefulness (PU), perceived ease of use (PEOU), 
attitudes towards using (ATU), behavioral intention to use, and actual system use (Davis, 
1989). ATU are affected by PU and PEOU directly and indirectly. This model has been used 
in some research related to service robot applications. Park and Kwon (2016) used TAM 
to determine users’ perception of robots as teaching assistant and found PU, perceived 
enjoyment and service quality as influencing factors. Lee et al. (2018) in their study used 
variables of PU, PEOU, trust, quality of output, interaction and attitudes towards restaurant 
robots to predict implementation of robotics in restaurant services. The study done by 
Go et  al. (2020) used iTAM to examine factors (highly interactive systems, increased 
capability, a user-friendly interface, and perceived interactivity of technology) contributing 
to consumers’ acceptance towards advanced AI robots in hospitality and tourism.

2.3  Determinants of robots acceptance

The determinants of robots acceptance from the individual, technological and 
interactive perspectives have been summarized in Table  1. Users’ geographical 
location (cultural background and nationality), characteristics (age and sex), 
technology anxiety, and trust in robots were considered important factors impacting 
peoples’ acceptance of robots (Naneva et al., 2020). The survey done by Broadbent 
et  al. (2009) in the field of healthcare and elderly care indicated that design and 
function of robots exerted a large impact. The intended domain of application and 
type of exposure to robots affected users’ experience with robots (Savela et al., 2018).
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2.4  Aim of the current study

As discussed earlier, TAM has been used in various studies but the variables chosen 
to explore the acceptance of service robots were different. ESR have evolved to 
the use of AI technology. Thus, as per the activity theory emphasizing interactions 
among humans (pupils and teachers), tools (AI teachers), and activities (teaching 
and learning) (Heo & Lee, 2013), this study uses modified TAM with predictors 
of robot use anxiety (RUA), PEOU and PU, and expanded it to include the task-
technology fit variable Robot Instructional Task Difficulty (RITD) to assess pupils’ 
acceptance of the newly developed AI teacher.

RUA and RITD are the key factors and have not been used in any other models to 
study pupils’ attitudes towards the AI teacher. Also, many existing studies focused 
on service industries of robot use and attitudes of the middle-aged and elderly. 
Thus, this study is not only aimed to develop the AI teacher, but also to contribute 
new variables to known models. Our findings will serve policymakers, researchers, 
manufacturers, and teachers with useful information to develop AI teachers 
effectively which can enhance quality of education with less human cost.

3  Hypotheses development

Deriving from the literature discussed above, the theoretical model including con-
structs of RUA, PEOU, PU and RITD denoting eight hypotheses of this study was 
presented in Fig. 1.

3.1  RUA and acceptance

RUA is discomfort, insecurity and frustration that people feel when they confront 
new technologies such as the AI teacher (Mac Callum et  al., 2014). It has been 
proved that people feel anxious when they are unfamiliar with novel technologies, 
and anxiety in turn has discouraged them to use the technology (Özdemir-
Güngör & Camgöz-Akdağ, 2018). However, an increase in the frequency of use 
reduces anxiety and leads to a change of attitudes. Accordingly, we proposed two 
hypotheses: RUA has a negative effect on acceptance of AI teachers among pupils 
(H1). The relationship between RUA and acceptance is mediated by PEOU (H8).

Table 1  Determinants of service robots acceptance

Dimensions Factors Sources

Individual cultural background, nationality, age, sex, technology anxi-
ety, trust in robots;

e.g. Naneva et al., 2020

Technological design of robots, function of robots; e.g. Broadbent et al., 2009
Interactive the intended domain of application, type of expo-

sure to robots;
e.g. Savela et al., 2018
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3.2  PEOU and acceptance

PEOU refers to the extent to which pupils believe that using AI teachers would involve 
neither difficulty nor effort (Davis, 1989). According to TAM, PEOU has a significant 
positive effect on attitudes (Davis, 1989). Thus, we put forward the second hypothesis: 
PEOU has a positive effect on pupils’ acceptance of AI teachers (H2).

3.3  PU and acceptance

PU is defined as the extent to which pupils perceive the AI teacher to be helpful 
to their learning outcomes after using them (Davis, 1989). In TAM, PU has a 
significant positive effect on attitudes (Davis, 1989). Specifically, if pupils perceive 
that the AI teacher is useful to them, their acceptance of this technology and 
likelihood to use it will be enhanced. Therefore, we formulated the third hypothesis: 
PU has a positive effect on pupils’ acceptance of AI teachers (H3).

3.4  RITD and acceptance

Very few previous works such as the study conducted by Li et  al. (2010) have 
mentioned fit of task conditions and robots technology influenced people’s perception 
of robots. According to Bloom’s taxonomy of educational objectives (1956), 
instructional tasks in charge by the AI teacher could be divided into functional 
and situational tasks. Functional tasks are completed without considering context, 
while situational tasks require understanding of context, analysis of conditions for 
completing the tasks, and use of necessary knowledge and skills to complete the tasks. 
Compared with functional tasks, situational ones are regarded as more difficult and 
challenging for the AI teacher, which may influence pupils’ trust in the AI teacher. 
RITD refers to the degree to which the task represents a personally demanding 
situation requiring a considerable amount of cognitive or physical effort to develop 

Fig. 1  Theoretical model of the 
AI teacher acceptance
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learners’ knowledge and skill levels (Brehm & Self, 1989). To explore relationships 
of RITD and RUA, PU and PEOU, we designed another four hypotheses: RITD 
predicts acceptance of the AI teacher. The easier the AI teacher’s instructional task 
is, the more acceptable the AI teacher would be (H4). Also, the relationship between 
RITD and acceptance is mediated by RUA (H5), PU (H6), and PEOU (H7).

4  Methodology

4.1  Development of the AI teacher

The AI teachers is recommended to deliver knowledge and provide immediate feed-
backs to students through eyes contacts, different vocal and facial expressions, and 
gestures. According to these criteria, we attempted to develop a qualified AI teacher 
and the AI Teacher-led Instruction (see Fig. 2; Huang et al., 2020).

The robot this study employed for secondary development was the Avatar-mind 
IPAL produced by Nanjing Avatar-Mind Robot Technology (see Fig. 2). This robot 
has some advantages over other robotic products in current Chinese market such as 
feasibility, customization and affordability. IPAL was chosen for this study for four 
reasons. What we first considered was robot appearances. It looks like a cute child 
due to its humanoid shell (1025 mm*395 mm*440 mm), few angles, and no exposed 
mechanical parts, which eliminates pupils’ fear and cold feelings of the robot according 
to the Uncanny Valley (Lin et al., 2021). Second, touch sensors, ultrasound sensors, 
infrared sensors, microphone array for sound direction and detection (MASDD), 
mega pixel camera in eyes for facial recognition, Liquid Crystal Display (LCD) screen 
and four wheels have been installed on the IPAL, making IPAL multifunctional and 
knowledgeable. Third, Android Operating Systems and Motion Control Software have 
been installed in IPAL for the innovative development and maintenance of the robot. 
Last, IPAL is priced at 1,361 USD, which is affordable for many schools.

Then, based on previous studies and experience, we developed the AI teacher to to 
increase its performance following three stages. First, hardwares and softwares installed 

Fig. 2  The AI Teacher-led Instruction
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on IPAL were used for collecting, storing, processing and presenting data through TCP/IP 
communication protocol (see Fig. 2). Second, teaching materials, language and behaviors 
were encoded and programmed into IPAL by the human teacher in the open code platform 
(see Fig.  3). To make the AI teacher look like an experienced teacher, the following 
behaviors were programmed into it: ① turning the torso and head and shifting the gaze 
when talking with the class; ② pointing the finger at the slides projected on the white 
board to draw the attention of pupils and to emphasize the important contents; ③ avoiding 
obstacles and walking to the pupils slowly, and making appropriate gestures (raising hands, 
opening arms or bending arms, etc.) to the pupils; ④ showing different facial expressions by 
displaying colorful signs to give feedback to students, such as “♥” to express satisfaction, 
happiness and affection, “☺” to show welcome and greet pupils, and “☹” to show 
unhappiness and unpleasure with pupils’ performance.

Third, the human teacher used the iRemoter to control the AI teacher, so as to facilitate 
interactive knowledge sharing and task executions with a common goal constraint among 
the AI teacher, the human teacher, pupils and other multimedias (see Fig. 2). The iRemoter 
is a visual editor for IPAL compatible with different operating  system that ensures the 
operation in handheld devices such as mobile phones and personal computers. It is suitable 
for human (teachers and students) robot interface due to its network ability.

4.2  Data collection and analysis

Based on the review of users’ acceptance of robots (e.g., Heerink et al., 2009), we first 
adapted a questionnaire. The initial part contained demographic information such as 
gender, experience and preference. Its second part explored the AI teacher acceptance 
and had 25 items on a five-point Likert scale (1 = strongly disagree, 2 = disagree, 
3 = unsure, 4 = agree, 5 = strongly agree) distributed in five variables: 3 items for 

Fig. 3  a Motion frame edit, b Content editor and its panels, c Resource library
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RUA, 6 items for PEOU, 7 items for PU, 2 items for RITD, and 7 items for ACC (see 
Appendix 1). Pretest was conducted to ensure accuracy of the questionnaire.

Second, except elementary schools that we have collaborated with for a long time, we 
could not enter other schools due to the COVID-19 pandemic and epidemic prevention 
policies. In this case, we adopted both direct and indirect ways of Human–Robot 
Interactions (HRI), which was suggested  by Naneva et  al. (2020). Specifically, we 
utilized the AI teacher in cooperative elementary schools. Meanwhile, we recorded, 
edited and produced video materials about our AI teacher-led instruction (see Fig. 4).

Third, participants in our cooperative schools filled out anonymous questionnaires 
after attending the AI teacher-led class and interacting with it, and those in other 
elementary schools finished the questionnaires after listening to the introduction of 
the AI teacher from their human teacher and watching the above video we offered 
(see Fig.  5). All participants provided informed consent, and their answers were 
appreciated and protected.

Fourth, quantitative data was imported into SPSS 23.0 and examined. As 
structural equation modeling (SEM) is useful in analyzing quantitative data and 
describing relationships among observed variables, allowing investigators to test 
theoretical models and extend theories (Thakkar, 2020, p. 1), it was chosen for 
data analysis via SPSS 23.0 and Amos 26.0.

4.3  Participants

Convenience sampling was used in this study to select pupils in grades 3–6 from 
six elementary schools. Their educational environments and resources were similar. 
A total of 734 questionnaires were distributed on site, and 684 were collected, with 
effective recovery of 93%. There were no missing values or errors in recording. 19 

Fig. 4  a AI teacher-led Chinese lesson, b AI teacher-led math lesson, c AI teacher-led English lesson, d 
AI teacher-led Moral and Law lesson

Fig. 5  Data collection procedure
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records were deleted because they showed outliers. As shown in Table 2, the partici-
pants included 341 boys and 324 girls, ranging in age from 9 to 12. Among them, 
398 participants did not know about AI teachers until watching the video, the rest of 
them (267) had known AI teachers six months ago. Some 641 participants had never 
used AI teachers before. As to the sex of AI teachers, 90 participants preferred male, 
206 preferred female, 129 wanted androgynous, 127 did not care, and the rest (113) 
thought it should depend on subject areas that AI teachers took charge of.

5  Results

5.1  Status quo of Chinese elementary school students’ acceptance of the AI teacher

As revealed by Table  3 and Fig.  6, normality, skewness, and kurtosis of the data 
were appropriate (Kline, 2015, p. 77). In Table  4, the average score of RUA, 
PEOU, PU, RITD and ACC were 8.22 (SD =  ± 2.867), 22.17 (SD =  ± 5.149), 
29.29 (SD =  ± 4.642), 7.53 (SD =  ± 1.99), and 26.82 (SD =  ± 5.401) respectively, 

Table 2  Characteristics of the 
participants

Questions Frequency Ratio

Sex
  ①Boy 341 51.3%
  ②Girl 324 48.7%
  Total 665 100%

When did you know that educational ser-
vice robots could be used as teachers?
  ①In six months 398 59.8%
  ②Six months to a year 73 11.0%
  ③After watching the video 69 10.4%
  ④One year to three years 45 6.80%
  ⑤More than three years 80 12.0%
  Total 665 100%

Have you ever used AI teachers in school?
  ①Never used 641 96.3%
  ②1–3 times 8 1.2%
  ③4–6 times 11 1.7%
  ④More than 6 times 5 0.8%
  Total 665 100%

Which sex of AI teachers do you prefer?
  ①Male 90 13.5%
  ②Female 206 31.0%
  ③Androgynous 129 19.4%
  ④I don’t care 127 19.1%
  ⑤Depend on subjects taught by AI teachers 113 17.0%
  Total 665 100%
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indicating that in the face of the new AI teacher, pupils had moderate level of anxiety, 
perceived  it as practical  and simple, valued the fit between the AI teacher and its 
instructional tasks, and were open to this new technology.

5.2  Measurement model testing

Measurement model relates measured variables to latent variables. To develop it, 
first, reliability is used to measure the internal consistency of a scale or construct, 
and Cronbach’s coefficient alpha (α) is the most frequently used estimator of 
reliability (Thakkar, 2020, p. 121). The threshold for desirable α values is 0.6 (Rong, 
2009). As shown in Table 5, α values of RUA, PEOU, PU, RITD, and ACC were 
0.641, 0.839, 0.859, 0.735, and 0.855 respectively, indicating that the measurement 
model had good reliability and internal consistency. Though RITD was composed of 
two items, its α value met the recommended level (Bollen & Davis, 2009).

Table 3  Descriptive measures of the items

Construct N Minimum Maximum Mean Stand-
ard Devia-
tion

Skewness Kurtosis

RUA1 665 1 5 2.53 1.213 .447 -.597
RUA2 665 1 5 2.90 1.306 .121 -.996
RUA3 665 1 5 2.79 1.236 .234 -.729
PEOU1 665 1 5 4.10 1.015 -1.097 .779
PEOU2 665 1 5 3.88 1.065 -.781 .065
PEOU3 665 1 5 4.08 1.102 -1.065 .422
PEOU4 665 1 5 3.48 1.197 -.347 -.718
PEOU5 665 1 5 3.38 1.184 -.176 -.780
PEOU6 665 1 5 3.24 1.323 -.161 -1.059
PU1 665 1 5 4.39 .862 -1.671 3.112
PU2 665 1 5 4.45 .769 -1.596 3.142
PU3 665 1 5 4.06 .873 -.643 .063
PU4 665 1 5 4.29 .837 -1.426 2.687
PU5 665 1 5 3.87 1.041 -.713 .019
PU6 665 1 5 4.13 .968 -.968 .505
PU7 665 1 5 4.11 .928 -.956 .677
RITD1 665 1 5 3.76 1.097 -.553 -.428
RITD2 665 1 5 3.77 1.141 -.626 -.428
ACC1 665 1 5 3.74 1.152 -.608 -.386
ACC2 665 1 5 3.69 1.148 -.554 -.436
ACC3 665 1 5 3.87 .998 -.528 -.401
ACC4 665 1 5 3.96 .957 -.638 -.085
ACC5 665 1 5 3.56 1.143 -.372 -.599
ACC6 665 1 5 3.98 .994 -.727 -.093
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Second, before examining convergent validity (CV) and discriminant validity 
(DV), KMO and Bartlett’s sphericity test was conducted (Ferguson & Cox, 1993). 
As shown in Table 6, KMO coefficient was 0.949 and the Bartlett’s sphericity test 
significance coefficient was 0.000, meeting the criterion (Ferguson & Cox, 1993).

Third, construct validity is investigated using CV and DV. CV examines correlations 
among different items for every construct. The threshold for desirable values is 0.5 
for factor loading (FL) (Fornell & Larcker, 1981), 0.6 for composite reliability (CR) 
and estimates, and 0.36 for squared multiple correlations (SMC) and average variance 
extracted (AVE) (Bagozzi & Yi, 1988). As seen from Table 7, FL was in the range 
of 0.550–0.792, indicating the explanatory power of 25 items was strong for the 
five observed variables. The CR values were in the range of 0.642–0.862, meeting 
the recommended level of 0.60 (Fornell & Larcker, 1981), indicating high internal 
consistency for the five constructs. AVE of RITD met the acceptance level of 0.5, but 
AVE of RUA, PEOU, PU and ACC were in the range of 0.377–0.483, a little below 

Fig. 6  Mean score of each item

Table 4  Descriptive measures 
of the constructs

Construct Minimum Maximum Mean Standard Deviation

RUA 3 15 8.220 2.867
PEOU 6 30 22.17 5.149
PU 7 35 29.29 4.642
RITD 2 10 7.530 1.990
ACC 7 35 26.82 5.401
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the recommended level of 0.5 (Asghar, et al., 2021a, 2021b). According to Fornell and 
Larcker (1981), because CR of five constructs were greater than the acceptable level, 
items could reflect constructs’ traits and CV was adequate.

Fourth, as to DV, it is tested by comparing the square root of AVE for each construct 
with the inter-factor correlations between the construct and each of the other constructs. A 
construct shows good DV when the AVE is higher than the construct’s squared inter-scale 
correlations (Hair et al., 2010; Hu & Bentler, 1999; Fornell and Larcker, 1981). As shown 
in Table 8, the square root of AVE for RITD, RUA, PEOU, PU and acceptance were 0.727, 
0.614, 0.695, 0.687, 0.675 respectively, confirming good DV in the measurement model.

5.3  Structural model testing

Fit indices of the overall model are used to evaluate the overall fit between the theo-
retical model and the sample data (Thakkar, 2020, p. 33). We referred to seven widely 
used goodness-of-fit tests (see Table 9). Results showed a good fit for the structural 
model constructed by the sample data, useful in interpreting actual observed data.

5.4  Structural model path analysis

To validate eight research hypotheses and examine the built relationships, SEM 
was used. Tables  10, 11 and Fig.  7 revealed the research findings, showing all 
relationships.

As shown in Table 10, the relationship between RUA and acceptance (H1) (Std. = -0.02, 
Unstd. = -0.022, SE = 0.046, p = 0.626 > 0.05) was not significant. Likewise, the rela-
tionship between PEOU and acceptance (H2) (Std. = 0.33, Unstd. = 0.326, SE = 0.053, 
p < 0.001) was positive. The relationship between PU and acceptance (H3) (Std. = 0.4, 

Table 5  Results of reliability 
analysis

Constructs Items Cronbach’s α

RUA 3 0.641
PEOU 6 0.839
PU 7 0.859
RITD 2 0.735
ACC 7 0.855

Table 6  Results of KMO and Bartlett’s test

Kaiser–Meyer–Olkin Measure of Sampling Adequacy 0.949

Bartlett’s Test of Sphericity Approx Chi-Square 13,602.676
Degree of Freedom 1035
Significance (Sig.) .000
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Unstd. = 0.499, SE = 0.067, p < 0.001) was positive. The relationship between RITD and 
acceptance (H4) (Std. = 0.221, Unstd. = 0.211, SE = 0.061, p < 0.001) was significant.

Variables had complex relations. Thus, to test the mediating role of RUA, PU, 
and PEOU, we used 5000 repetitions of bootstrapping (Preacher & Hayes, 2008). 

Table 7  Item loading, CR and AVE

Std. standardized estimates; Unstd. unstandardized estimates; SE standard error; ***: P<0. 001

Observed variables Latent variables Std Unstd SE P-value SMC CR AVE

RUA RUA1 0.583 1.037 0.117 *** 0.340 0.642 0.377
RUA2 0.697 1.333 0.171 *** 0.486
RUA3 0.552 1.000 0.305

PEOU PEOU1 0.783 1.000 0.613 0.846 0.483
PEOU2 0.792 1.061 0.050 *** 0.627
PEOU3 0.779 1.081 0.052 *** 0.607
PEOU4 0.607 0.914 0.062 *** 0.368
PEOU5 0.596 0.888 0.061 *** 0.355
PEOU6 0.572 0.952 0.069 *** 0.327

PU PU1 0.730 1.000 0.533 0.862 0.472
PU2 0.623 0.761 0.050 *** 0.388
PU3 0.729 1.010 0.058 *** 0.531
PU4 0.674 0.895 0.054 *** 0.454
PU5 0.703 1.161 0.068 *** 0.494
PU6 0.713 1.096 0.064 *** 0.508
PU7 0.628 0.925 0.061 *** 0.394

RITD RTD1 0.733 0.976 0.064 *** 0.537 0.692 0.529
RTD2 0.721 1.000 0.520

ACC ACC1 0.689 1.000 0.475 0.853 0.456
ACC2 0.641 0.928 0.062 *** 0.411
ACC3 0.742 0.932 0.054 *** 0.551
ACC4 0.721 0.868 0.051 *** 0.520
ACC5 0.550 0.795 0.060 *** 0.303
ACC6 0.652 0.818 0.053 *** 0.425
ACC7 0.712 0.873 0.053 *** 0.507

Table 8  DV results for the 
measurement model

Observed Variable RITD RUA PEOU PU ACC 

AVE 0.529 0.377 0.483 0.472 0.456
RITD 0.727
RUA 0.137 0.614
PEOU 0.617 -0.013 0.695
PU 0.604 0.083 0.373 0.687
ACC 0.664 0.040 0.616 0.655 0.675
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This method of repeated sampling has greater statistical power and more stable test 
results, and it can test for multiple mediating or overall effects. The point estimate 
of the mediating effect can be considered significant if the 95% confidence interval 
(CI) does not contain zero (Zhao et al., 2010). As shown in Table 11, the hypothesis 
that RUA mediated the relationship between RITD and the ACC (r = -0.027, 
CI = [-0.063, -0.07]) was accepted (H5). The hypothesis that PU mediated the 
relationship between RITD and ACC (r = 0.259, CI = [0.19, 0.348]) was accepted 
(H6). The hypothesis that PEOU mediated the relationship between RITD and 
ACC (r = 0.242, CI = [0.152, 0.387]) was accepted (H7). The hypothesis that PEOU 
mediated the relationship between RUA and ACC (r = -0.018, CI = [-0.13, 0.078] 
contained 0) was not accepted (H8).

6  Discussions and implications

Human teachers and AI teachers teaching hand-in-hand seems to be no more a 
choice, but it is becoming a necessity. This study might be a good starting point 
for stakeholders. In the fields of robotics and educational technology, this study 
was one of the first attempts to develop the ESR into an AI teacher, to investigate 

Table 9  Recommended and actual values of goodness-of-fit measures

RMSEA root mean square error of approximation; GFI goodness of fit statistics; AGFI adjusted goodness 
of fit statistics; NFI normed fit index; CFI comparative fit index; SRMR standardized root mean square 
residual

Model-of-fit indices Cutoff value Authors Actual values Actual values (Modified)

CMIN/DF  < 3 Kline, 2010 3.600 1.330
RMSEA  < 0.08 Steiger, 2007 0.063 0.022
GFI  > 0.90 Thakkar, 2020 0.877 0.949
AGFI  > 0.80 Chau & Hu, 2001 0.850 0.935
NFI  > 0.90 Thakkar, 2020 0.862 0.949
CFI  ≥ 0.90 Thakkar, 2020 0.896 0.987
SRMR  < 0.05 Thakkar, 2020 0.074 0.074

Table 10  Path analysis and results

Std. standardized estimates; Unstd. unstandardized estimates; SE standard error; ***: P < 0. 001; **: 
P < 0. 01; *: P < 0. 05

Hypothesis Std Unstd SE P-value Comment Results

H1: RUA → ACC -0.020 -0.022 0.046 0.626 Not Sig Not Supported
H2: PEOU → ACC 0.330 0.326 0.053 *** Sig Supported
H3: PU → ACC 0.400 0.499 0.067 *** Sig Supported
H4: RITD → ACC 0.221 0.211 0.061 *** Sig Supported
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pupils’ acceptance of it, to specify the determinants related to acceptance, and 
finally to construct and test the acceptance model for explaining pupils’ intention 
to use the AI teacher through SEM.

6.1  What is the level of acceptance of the AI teacher among Chinese elementary 
school students?

As shown in Table 2, less than half of the Chinese pupils knew the AI teacher before 
taking part in this research, and the majority of them did not use the AI teacher before. 
Although they had various levels of previous experience with AI teachers, ranging 
from no experience to veteran, they presented positive attitudes to the newly developed 
AI teacher, as informed by the mean score of the factor of acceptance (see Table 3 & 
Fig.  6). The average score of PEOU revealed that Chinese pupils required technical 
coaching, and inspired us to increase pupils’ using time and familiarity of the AI teacher. 
This result further supported the idea that PEOU is affected by users’ prior experience 
of the technology (Di Nuovo et al., 2018). Experience is decisive at the beginning of 
use, but loses importance as use continues and experience accumulates (Kossewska & 
Kłosowska, 2020). A high mean score on the factor of PU confirmed the previous result 
that when individuals applied a service robot to accomplish tasks, they expected the 
robot to improve their performance or deliver useful services for them (Park & Kwon, 
2016). This study also revealed that pupils who rated high on RITD perceived a good 
fit between instructional tasks and the AI teacher. Chinese pupils placed a high value 

Fig. 7  Empirical model of pupils’ acceptance of the AI teacher
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on efficient delivery of courses and real-time interactive capabilities of the AI teacher, 
which matched those found in earlier studies (e.g., Strader, et al., 2015).

6.2  What factors influence the acceptance of the AI teacher among Chinese 
elementary school students, and how do they relate to each other?

Except for the factor of RUA, the other three factors exerted influences on Chinese 
pupils’ acceptance of the AI teacher in the following order: PU > PEOU > RITD. 
Besides, RITD had not only direct effects on acceptance, but also indirect effects 
through the mediating variables of RUA, PU and PEOU. These main findings were 
further analyzed below.

This study revealed three crucial factors. The first of these is PU. It outdoes other 
three factors, being consistent with the prior works (e.g., Kossewska & Kłosowska, 
2020). It is understandable that usefulness of the AI teacher have been valued 
most by Chinese pupils as they have been under the existing educational system of 
exam-oriented. Pupils perceived the AI teacher as useful in four aspects: delivering 
knowledge and skills to learners, assisting learners in finding solutions to learning 
problems, establishing and maintaining interpersonal relations between learners 
and human teachers, and interacting with learners and encouraging their ideas and 
opinions, which could be classified accordingly as informational usefulness (Rudat 
et al., 2014), instrumental usefulness (Ranson, 2008), relational usefulness (Asghar 
& Pilkington, 2018), and communicative usefulness (Riera-Gil, 2019).

Being consistent with previous works (Kossewska & Kłosowska, 2020), this study 
found another core predictor of accepting the AI teacher. It was PEOU and had a posi-
tive effect on Chinese pupils’ acceptance. As the AI teacher has not yet entered fre-
quent use worldwide, it remains unknown and apparently complex to students. There-
fore, to provide a better experience for pupils, AI teachers should be configured using 
high-performance servers to improve the stability and response time of their robot 
operations, and to provide smooth interfaces and easy navigation for pupils.

The third factor is task characteristics or fit of task conditions and the AI teacher’s 
capabilities. ESRs have been used to play built-in songs and stories for entertainment 
instead of teaching. And the substance of what robots teach, and the question of how this 
changes students’ perceptions, have not been noticed before. Our findings revealed that 
pupils reported an increase in the AI teacher usage with an increase in the fit between 
instructional task characteristics and the AI teacher affordances. Acceptance dropped 
when the instructional task equivocality is high. Hence, the design of instructional task 
and functions of the AI teacher need to be considered comprehensively.

In the current research, we extended the TAM model by comprising RUA and 
RITD to explore changes in Chinese pupils’ acceptance towards the AI teacher. In 
the light of theoretical implications, first, the TAM model was effectively updated 
and applied in a new context, namely, the AI teacher-led instruction in China. 
Second, we used TAM to produce empirical evidence on elements concerning 
with pupils’ decision to accept the AI teacher. So far as we know, this is one of 
the few works to discuss influencing factors on accepting the AI teacher in Chinese 
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elementary schools. As such, third, RUA and RITD incorporated into this work may 
deepen understandings on pupils’ different acceptance of the AI teacher.

In terms of practical implications, findings of this study suggest that as there 
is a lack of AI teachers in China (Huang, 2021), university and school executives 
need to provide related robotics training programs for students (El-Hamamsy et al., 
2021), help them recognize AI teachers’ utilities, increase PU and PEOU, and allay 
their anxiety. Second, AI teachers remain new, so any attempt to improve students’ 
acceptance will be valuable. This study suggests that educational robot researchers 
could offer AI teachers appropriate to different disciplines, pilot with voluntary 
schools to organize AI teachers-led classroom, and generalize to others who 
would like to follow. Third, robot manufacturers and designers take charge of the 
development and sales of ESRS. Findings of this research assist them to identify the 
most important determinants needed to be incorporated into ESRs, and also suggest 
them to communicate with school users, especially those giving low ratings, so as to 
identify and figure out problems. Besides, they need to develop ESRs that can work 
on different computers and mobile phones. Finally, this study implies that schools, 
teachers and pupils need to identify which kind of the AI teacher is appropriate for 
them, and be aware of consequences of misusing AI teachers, such as privacy leaks.

7  Conclusions, limitations and future research

This study is devoted to delve into Chinese pupils’ acceptance of a new AI teacher, 
and to validate the proposed model to decide factors that impact their acceptance. 
To achieve  the goals, this study collected quantitative data on site and analyzed it 
via SPSS and Amos. It is concluded that Chinese pupils were positive towards the 
AI teacher, and PEOU, PU and RITD were indicators of acceptance. Also, RUA, PU 
and PEOU significantly mediated the relationship between RITD and acceptance.

This study has some limitations. First, while some participants watched videos and 
listened to their teachers’ explanations, their attitudes would have been more positive 
if they could had direct interaction with the AI teacher. Second, results were collected 
via the survey-based questionnaire, which might restrict effects of factors on the 
acceptance. Third, the sample size, if expanded, could lead to a more comprehensive 
picture of pupils’ acceptance of the AI teacher, especially in rural areas. Fourth, 
there were some variables that we did not touch, such as technological literacy, self-
efficacy and moderating factors including age and gender and experience.

The above limitations are expected to be ameliorated in future studies. First, the 
extended TAM in this paper needs to be validated in other circumstances in order to 
portray a wider picture of the determinants of acceptance of the AI teacher. Second, the 
empirical evidence of this study could be reexamined employing actual behavioral data 
produced from other research tools. Third, this study explored determinants of acceptance 
of the AI teacher from pupils’ perspectives. Future works could involve other stakeholders 
such as groups of in- or pre-service teachers. Finally, additional studies on factors 
influencing pupils’ acceptance of the AI teacher is critical to elucidate the AI teachers’ 
role. Thus, future studies could take new factors into account. When they are put onto our 
model, our understanding on the acceptance of ESRs might be more complete.
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Appendix 1

Items strongly agree
(5)

agree
(4)

unsure
(3)

disagree
(2)

strongly 
disagree 
(1)

RUA1: If I should be taught by the AI teacher, I 
would be nervous

RUA2: If the AI teacher stay in the classroom, I 
would feel insecure in this new environment

RUA3: If I should be taught by the AI teacher, I 
would be afraid not to understand it

PEOU1: I think the AI teacher easy to manipu-
late

PEOU2: I think I can get along with the AI 
teacher soon

PEOU3: I think I can use the AI teacher when I 
have a detailed user manual

PEOU4: I think I can use the AI teacher when I 
have necessary equipment and resources

PEOU5: I think I can use the AI teacher inde-
pendently soon

PEOU6: I think I can use the AI teacher if 
somebody can help me timely

PU1: I think the AI teacher would be useful for 
me in the future

PU2: I think the AI teacher has many learning 
resources

PU3: I think the AI teacher can improve the 
quality of my study

PU4: I think the AI teacher is useful for me in 
the present

PU5: I think the AI teacher can talk with and 
accompany me

PU6: I think the AI teacher can help me learn
PU7: I think the AI teacher can make me 

excited and joyful
RITD1: In some instructional tasks, such as 

“judging who is taller and who is shorter”, I 
think I would trust the AI teacher and follow 
its advice

RITD2: In some instructional tasks, such as “if 
I go to swim, should I go with a swimming 
cap or sneakers?”, I think I would trust the AI 
teacher and follow its advice

Acceptance1: I think I am ready to use the AI 
teacher

Acceptance2: I think I will use the AI teacher
Acceptance3: I think it is convenient to use an 

AI teacher to learn
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Items strongly agree
(5)

agree
(4)

unsure
(3)

disagree
(2)

strongly 
disagree 
(1)

Acceptance4: I think I will soon be able to 
adapt to the AI teacher

Acceptance5: I think I would become proficient 
with the AI teacher

Acceptance6: I am attracted to the AI teacher
Acceptance7: I think it is good to apply the AI 

teacher in the classroom

Acknowledgements This work is supported by Humanity and Social Science Foundation of Ministry 
of Education of China (Grant No. 20YJC880005), Projects funded by China Postdoctoral Science 
Foundation (Grant No. 2020T130213; Grant No. 2020M682741), and Social Science Foundation 
of Guangdong Province, China (Grant No. GD18YJY01). Also, the authors are very grateful to all 
participants and anonymous reviewers.

Author contributions All authors contributed to the study conception and design, specifically:
• Conceptualization: Siyu Chen, Wenjie Zeng, Fuquan Huang.
• Material preparation and data collection: Shiying Qiu, Haoran Li, Junhua Zhang, Xiaoqi Wu.
• Data analysis: Siyu Chen.
• Writing—original draft preparation: Siyu Chen, Jun Hua Zhang.
• Funding acquisition: Siyu Chen.
• Supervision: Wenjie Zeng, Fuquan Huang.

Funding This work was supported by Humanity and Social Science Foundation of Ministry of Education 
of China under Grant No. 20YJC880005; Projects funded by China Postdoctoral Science Foundation 
under Grant No. 2020T130213 and No. 2020M682741, and Social Science Foundation of Guangdong 
Province, China under Grant No. GD18YJY01.

Data availability The data in this study can be accessed upon request.

Declarations 

Ethics approval statement This study complied with all the ethical guidelines for surveys with human 
participants. All participants were informed of the purpose and procedures beforehand, and asked to 
submit written informed consent. They were free to quit at any time.

Declaration of Interest No potential competing interest was reported by the authors.

Disclosure of potential conflicts of interest The authors have had no conflict of interests in conducting this 
research.

References

Al-Nuaimi, M., & Al-Emran, M. (2021). Learning management systems and technology acceptance mod-
els: A systematic review. Education and Information Technologies, 26(5), 5499–5533. https:// doi. 
org/ 10. 1007/ s10639- 021- 10513-3

Asghar, M., & Pilkington, R. (2018). The relational value of professional dialogue for academics pursu-
ing HEA fellowship. International Journal for Academic Development, 23(2), 135–146. https:// doi. 
org/ 10. 1080/ 13601 44x. 2017. 13865 66

https://doi.org/10.1007/s10639-021-10513-3
https://doi.org/10.1007/s10639-021-10513-3
https://doi.org/10.1080/1360144x.2017.1386566
https://doi.org/10.1080/1360144x.2017.1386566


11651

1 3

Education and Information Technologies (2023) 28:11631–11654 

Asghar, M., Barberà, E., & Younas, I. (2021). Mobile learning technology readiness and acceptance 
among pre-service teachers in Pakistan during the COVID-19 pandemic. Knowledge Management 
& E-Learning, 13(1), 83–101. https:// doi. org/ 10. 34105/j. kmel. 2021. 13. 005

Asghar, M., Iqbal, A., Seitamaa-Hakkarainen, P., & Barbera, E. (2021b). Breaching learners’ social dis-
tancing through social media during the COVID-19 pandemic. International Journal of Environ-
mental Research and Public Health, 18(21), 1–21. https:// doi. org/ 10. 3390/ ijerp h1821 11012

Bagozzi, R. P., & Yi, Y. (1988). On the evaluation of structural equation models. Journal of the Academy 
of Marketing Science, 16(1), 74–94. https:// doi. org/ 10. 1007/ bf027 23327

Banaeian, H., & Gilanlioglu, I. (2021). Influence of the NAO robot as a teaching assistant on university 
students’ vocabulary learning and attitudes. Australasian Journal of Educational Technology, 37(3), 
71–87. https:// doi. org/ 10. 14742/ ajet. 6130

Bloom, B. S. (1956). Taxonomy of educational objectives: The classification of educational goals. Long-
mans, Green.

Bollen, K., & Davis, W. (2009). Two Rules of Identification for Structural Equation Models. Structural 
Equation Modeling: A Multidisciplinary Journal, 16(3), 523–536. https:// doi. org/ 10. 1080/ 10705 
51090 30082 61

Brehm, J. W., & Self, E. A. (1989). The intensity of motivation. Annual Review of Psychology, 40(1), 
109–131. https:// doi. org/ 10. 1146/ annur ev. ps. 40. 020189. 000545

Broadbent, E., Stafford, R., & MacDonald, B. (2009). Acceptance of healthcare robots for the older 
population: Review and future directions. International Journal of Social Robotics, 1(4), 319–330. 
https:// doi. org/ 10. 1007/ s12369- 009- 0030-6

Chau, P. Y. K., & Hu, P. J. H. (2001). Information technology acceptance by individual professionals: 
A model comparison approach. Decision Sciences, 32(4), 699–719. https:// doi. org/ 10. 1111/j. 1540- 
5915. 2001. tb009 78.x

Conti, D., Cattani, A., Di Nuovo, S., Di Nuovo, A. (2015). A cross-cultural study of acceptance and use 
of robotics by future psychology practitioners. In 24th IEEE International Symposium on Robot and 
Human Interactive Communication, Kobe International Conference Center, Kobe, Japan. https:// doi. 
org/ 10. 1109/ roman. 2015. 73336 01

Davis, F. D. (1989). Perceived usefulness, perceived ease of use, and user acceptance of information tech-
nology. MIS Quarterly, 13(3), 319–340. https:// doi. org/ 10. 2307/ 249008

Di Nuovo, A., Broz, F., Wang, N., Belpaeme, T., Cangelosi, A., Jones, R., Raffaele, E., Cavallo, F., 
& Dario, P. (2018). The multi-modal interface of Robot-Era multi-robot services tailored for the 
elderly. Intelligent Service Robotics, 11, 109–126. https:// doi. org/ 10. 1007/ s11370- 017- 0237-6

Edwards, B. I., & Cheok, A. D. (2018). Why not robot teachers: Artificial intelligence for addressing 
teacher shortage. Applied Artificial Intelligence, 32(4), 1–16. https:// doi. org/ 10. 20944/ prepr ints2 
01712. 0022. v1

El-Hamamsy, L., Bruno, B., Chessel-Lazzarotto, F., Chevalier, M., Roy, D., Zuferey, J. D., & Mondada, 
F. (2021). The symbiotic relationship between  educational robotics and  computer science in  for-
mal education. Education and Information Technologies, 26(5), 5077–5107. https:// doi. org/ 10. 1007/ 
s10639- 021- 10494-3

Ferguson, E., & Cox, T. (1993). Exploratory factor analysis: A users’ guide. International Journal of 
Selection and Assessment, 1(2), 84–94. https:// doi. org/ 10. 1111/j. 1468- 2389. 1993. tb000 92.x

Fogli, D., Gargioni, L., Guida, G., & Tampalini, F. (2022). A hybrid approach to user-oriented program-
ming of collaborative robots. Robotics and Computer-Integrated Manufacturing, 73, 1–16. https:// 
doi. org/ 10. 1016/j. rcim. 2021. 102234

Fornell, C., & Larcker, D. F. (1981). Evaluating structural equation models with unobservable variables 
and measurement error. Journal of Marketing Research, 18(1), 39–50. https:// doi. org/ 10. 2307/ 
31513 12

Go, H. Y., Kang, M., & Suh, S. C. (2020). Machine learning of robots in tourism and hospitality: Interac-
tive technology acceptance model (iTAM)–cutting edge. Tourism Review, 75(4), 625–636. https:// 
doi. org/ 10. 1108/ tr- 02- 2019- 0062

Hair, J. F., Black, W. C., Babin, B. J., & Anderson, R. E. (2010). Multivariate data analysis. Pearson 
Prentice Hall.

Hashimoto, T., et al. (2011). Development of educational system with the android robot SAYA and evalu-
ation. International Journal Advanced Robotic Systems, 8(3), 51–61. https:// doi. org/ 10. 5772/ 10667

Heerink, M., Krose, B., Evers, V., & Wielinga, B. (2009). Measuring acceptance of an assistive social 
robot: A suggested toolkit. In RO-MAN 2009-The 18th IEEE International Symposium on Robot and 

https://doi.org/10.34105/j.kmel.2021.13.005
https://doi.org/10.3390/ijerph182111012
https://doi.org/10.1007/bf02723327
https://doi.org/10.14742/ajet.6130
https://doi.org/10.1080/10705510903008261
https://doi.org/10.1080/10705510903008261
https://doi.org/10.1146/annurev.ps.40.020189.000545
https://doi.org/10.1007/s12369-009-0030-6
https://doi.org/10.1111/j.1540-5915.2001.tb00978.x
https://doi.org/10.1111/j.1540-5915.2001.tb00978.x
https://doi.org/10.1109/roman.2015.7333601
https://doi.org/10.1109/roman.2015.7333601
https://doi.org/10.2307/249008
https://doi.org/10.1007/s11370-017-0237-6
https://doi.org/10.20944/preprints201712.0022.v1
https://doi.org/10.20944/preprints201712.0022.v1
https://doi.org/10.1007/s10639-021-10494-3
https://doi.org/10.1007/s10639-021-10494-3
https://doi.org/10.1111/j.1468-2389.1993.tb00092.x
https://doi.org/10.1016/j.rcim.2021.102234
https://doi.org/10.1016/j.rcim.2021.102234
https://doi.org/10.2307/3151312
https://doi.org/10.2307/3151312
https://doi.org/10.1108/tr-02-2019-0062
https://doi.org/10.1108/tr-02-2019-0062
https://doi.org/10.5772/10667


11652 Education and Information Technologies (2023) 28:11631–11654

1 3

Human Interactive Communication (pp. 528–533). Toyama: IEEE. https:// doi. org/ 10. 1109/ roman. 
2009. 53263 20

Heo, G. M., & Lee, R. (2013). Blogs and social network sites as activity systems: Exploring adult infor-
mal learning process through activity theory framework. Journal of Educational Technology & 
Society, 16(4), 133–145. https:// web.s. ebsco host. com/ ehost/ pdfvi ewer/ pdfvi ewer? vid= 1& sid= f76ce 
ab6- dc66- 4b5f- 894a- f44d1 71711 9c% 40red is. Accessed 16 Feb 2022.

Hu, L. T., & Bentler, P. M. (1999). Cutoff criteria for fit indexes in covariance structure analysis: Conven-
tional criteria versus new alternatives. Structural Equation Modeling: A Multidisciplinary Journal, 
6(1), 1–55. https:// doi. org/ 10. 1080/ 10705 51990 95401 18

Huang, X. D. (2021). Aims for cultivating students’ key competencies based on artificial intelligence 
education in China. Education and Information Technologies, 26(5), 5127–5147. https:// doi. org/ 10. 
1007/ s10639- 021- 10530-2

Huang, F. Q., Wu, X. Q., Tang, Y. X., Chen, S. Y., & Zeng, W. J. (2020). Introduction to coupled AI-
teacher/human-teacher CLassroom(CAITHTL): Origins, themes and methods. e-Education 
Research, 41(02), 99–107. https:// doi. org/ 10. 13811/j. cnki. eer. 2020. 02. 014

International Federation of Robotics. (2021). World Robotics 2021–Service Robots report released. 
https:// ifr. org/ ifr- press- relea ses/ news/ servi ce- robots- hit- double- digit- growth- world wide.  Accessed 
20 Jul 2022.

Kline, R. B. (2010). Principles and practice of structural equation modeling. Guilford Press.
Kline, R. (2015). Principles and Practice of Structural Equation Modeling. The Guilford Press.
Kossewska, J., & Kłosowska, J. (2020). Acceptance of robot-mediated teaching and therapy for children 

with atypical development by Polish professionals. Journal of Policy and Practice in Intellectual 
Disabilities, 17(1), 21–30. https:// doi. org/ 10. 1111/ jppi. 12296

Lee, W.-H., Lin, C.-W., & Shih, K.-H. (2018). A technology acceptance model for the perception of res-
taurant service robots for trust, interactivity, and output quality. International Journal of Mobile 
Communications, 16(4), 361–376. https:// doi. org/ 10. 1504/ ijmc. 2018. 092666

Leite, I., Castellano, G., Pereira, A., Martinho, C., & Paiva, A. (2012). Long-term interactions with 
empathic robots: Evaluating perceived support in children. In: Ge, S.S., Khatib, O., Cabibihan, J.J., 
Simmons, R., & Williams, M.A. (eds). Social Robotics. ICSR 2012. Lecture Notes in Computer 
Science, vol 7621 (pp. 298–307). Springer, Berlin, Heidelberg. https:// doi. org/ 10. 1007/ 978-3- 642- 
34103-8_ 30

Li, D., Rau, P. L. P., & Li, Y. (2010). A cross-cultural study: Effect of robot appearance and task. Interna-
tional Journal of Social Robotics, 2(2), 175–186. https:// doi. org/ 10. 1007/ s12369- 010- 0056-9

Lin, C., Šabanović, S., Dombrowski, L., Miller, A. D., Brady, E., & MacDorman, K. F. (2021). Parental 
acceptance of children’s storytelling robots: A projection of the Uncanny Valley of AI. Frontiers in 
Robotics and AI, 8, 1–15. https:// doi. org/ 10. 3389/ frobt. 2021. 579993

Luo, Z. N., Brown, C., & O’Steen, B. (2021). Factors contributing to teachers’ acceptance intention of 
gamified learning tools in secondary schools: An exploratory study. Education and Information 
Technologies, 26(5), 6337–6363. https:// doi. org/ 10. 1007/ s10639- 021- 10622-z

Mac Callum, K., Jeffrey, L., & Kinshuk. (2014). Comparing the role of ICT literacy and anxiety in the 
adoption of mobile learning. Computers in Human Behavior, 39, 8–19. https:// doi. org/ 10. 1016/j. 
chb. 2014. 05. 024

Naneva, S., Gou, M. S., Webb, T. L., & Prescott, T. J. (2020). A systematic review of attitudes, anxiety, 
acceptance, and trust towards social robots. International Journal of Social Robotics, 12(6), 1179–
1201. https:// doi. org/ 10. 1007/ s12369- 020- 00659-4

Özdemir-Güngör, D., & Camgöz-Akdağ, H. (2018). Examining the effects of technology anxiety and 
resistance to change on the acceptance of breast tumor registry system: Evidence from Turkey. Tech-
nology in Society, 54, 66–73. https:// doi. org/ 10. 1016/j. techs oc. 2018. 03. 006

Park, E., & Kwon, S. J. (2016). The adoption of teaching assistant robots: A technology acceptance 
model approach. Program: Electronic Library & Information Systems, 50(4), 354–366. https:// doi. 
org/ 10. 1108/ prog- 02- 2016- 0017

Preacher, K. J., & Hayes, A. F. (2008). Asymptotic and resampling strategies for assessing and comparing 
indirect effects in multiple mediator models. Behavior Research Methods, 40(3), 879–891. https:// 
doi. org/ 10. 3758/ brm. 40.3. 879

Ranson, B. (2008). Confronting Foster’s wildest claim: “Only the instrumental theory of value can be 
applied!” Journal of Economic Issues, 42(2), 537–544. https:// doi. org/ 10. 1080/ 00213 624. 2008. 
11507 163

https://doi.org/10.1109/roman.2009.5326320
https://doi.org/10.1109/roman.2009.5326320
https://web.s.ebscohost.com/ehost/pdfviewer/pdfviewer?vid=1&sid=f76ceab6-dc66-4b5f-894a-f44d1717119c%40redis
https://web.s.ebscohost.com/ehost/pdfviewer/pdfviewer?vid=1&sid=f76ceab6-dc66-4b5f-894a-f44d1717119c%40redis
https://doi.org/10.1080/10705519909540118
https://doi.org/10.1007/s10639-021-10530-2
https://doi.org/10.1007/s10639-021-10530-2
https://doi.org/10.13811/j.cnki.eer.2020.02.014
https://ifr.org/ifr-press-releases/news/service-robots-hit-double-digit-growth-worldwide
https://doi.org/10.1111/jppi.12296
https://doi.org/10.1504/ijmc.2018.092666
https://doi.org/10.1007/978-3-642-34103-8_30
https://doi.org/10.1007/978-3-642-34103-8_30
https://doi.org/10.1007/s12369-010-0056-9
https://doi.org/10.3389/frobt.2021.579993
https://doi.org/10.1007/s10639-021-10622-z
https://doi.org/10.1016/j.chb.2014.05.024
https://doi.org/10.1016/j.chb.2014.05.024
https://doi.org/10.1007/s12369-020-00659-4
https://doi.org/10.1016/j.techsoc.2018.03.006
https://doi.org/10.1108/prog-02-2016-0017
https://doi.org/10.1108/prog-02-2016-0017
https://doi.org/10.3758/brm.40.3.879
https://doi.org/10.3758/brm.40.3.879
https://doi.org/10.1080/00213624.2008.11507163
https://doi.org/10.1080/00213624.2008.11507163


11653

1 3

Education and Information Technologies (2023) 28:11631–11654 

Riera-Gil, E. (2019). The communicative value of local languages: An underestimated interest in theories 
of linguistic justice. Ethnicities, 19(1), 174–199. https:// doi. org/ 10. 1177/ 14687 96818 786310

Rong, T. S. (2009). AMOS and research methods. Chongqing University Press.
Rudat, A., Buder, J., & Hesse, F. W. (2014). Audience design in Twitter: Retweeting behavior between 

informational value and followers’ interests. Computers in Human Behavior, 35, 132–139. https:// 
doi. org/ 10. 1016/j. chb. 2014. 03. 006

Savela, N., Turja, T., & Oksanen, A. (2018). Social acceptance of robots in different occupational fields: 
A systematic literature review. International Journal of Social Robotics, 10(4), 493–502. https:// doi. 
org/ 10. 1007/ s12369- 017- 0452-5

Steiger, J. H. (2007). Understanding the limitations of global fit assessment in structural equation mod-
eling. Personality and Individual Differences, 42(5), 893–898. https:// doi. org/ 10. 1016/j. paid. 2006. 
09. 017

Strader, T., Reed, D., Suh, I., & Njoroge, J. (2015). Instructor perceptions of web technology feature 
and instructional task fit. International Journal of Web-Based Learning and Teaching Technologies, 
10(3), 52–65. https:// doi. org/ 10. 4018/ ijwltt. 20150 70104

Thakkar, J. J. (2020). Structural equation modelling application for research and practice (with AMOS 
and R). Springer Singapore.

Thomaz, A. L., & Breazeal, C. (2008). Teachable robots: Understanding human teaching behavior to 
build more effective robot learners. Artificial Intelligence, 172(6–7), 716–737. https:// doi. org/ 10. 
1016/j. artint. 2007. 09. 009

Turja, T., & Oksanen, A. (2019). Robot acceptance at work: A multilevel analysis based on 27 EU 
countries. International Journal of Social Robotics, 11(4), 679–689. https:// doi. org/ 10. 1007/ 
s12369- 019- 00526-x

Verner, I., Polishuk, A., & Krayner, N. (2016). Science class with RoboThespian: Using a robot teacher 
to make Science fun and engage students. IEEE Robotics & Automation Magazine, 23(2), 74–80. 
https:// doi. org/ 10. 1109/ mra. 2016. 25150 18

Wu, Y. H., Wrobel, J., Cornuet, M., Kerhervé, H., Damnée, S., & Rigaud, A. S. (2014). Acceptance of an 
assistive robot in older adults: A mixed-method study of human–robot interaction over a 1-month 
period in the Living Lab setting. Clinical Interventions in Aging, 9, 801–811. https:// doi. org/ 10. 
2147/ cia. s56435

Yun, S., et al. Engkey: Tele-education robot. (2011). Social robotics: Proceedings of the Third interna-
tional conference on social robotics. Springer-Verlag Press, 142–152.

Zhao, X., Lynch, J. G., & Chen, Q. (2010). Reconsidering Baron and Kenny: Myths and truths about 
mediation analysis. Journal of Consumer Research, 37(2), 197–206. https:// doi. org/ 10. 1086/ 651257

Publisher’s Note Springer Nature remains neutral with regard to jurisdictional claims in published maps 
and institutional affiliations.

Springer Nature or its licensor (e.g. a society or other partner) holds exclusive rights to this article under 
a publishing agreement with the author(s) or other rightsholder(s); author self-archiving of the accepted 
manuscript version of this article is solely governed by the terms of such publishing agreement and 
applicable law.

https://doi.org/10.1177/1468796818786310
https://doi.org/10.1016/j.chb.2014.03.006
https://doi.org/10.1016/j.chb.2014.03.006
https://doi.org/10.1007/s12369-017-0452-5
https://doi.org/10.1007/s12369-017-0452-5
https://doi.org/10.1016/j.paid.2006.09.017
https://doi.org/10.1016/j.paid.2006.09.017
https://doi.org/10.4018/ijwltt.2015070104
https://doi.org/10.1016/j.artint.2007.09.009
https://doi.org/10.1016/j.artint.2007.09.009
https://doi.org/10.1007/s12369-019-00526-x
https://doi.org/10.1007/s12369-019-00526-x
https://doi.org/10.1109/mra.2016.2515018
https://doi.org/10.2147/cia.s56435
https://doi.org/10.2147/cia.s56435
https://doi.org/10.1086/651257


11654 Education and Information Technologies (2023) 28:11631–11654

1 3

Authors and Affiliations

Siyu Chen1,2 · Shiying Qiu3 · Haoran Li4 · Junhua Zhang5 · Xiaoqi Wu6 · 
Wenjie Zeng1,2 · Fuquan Huang2,7 

1 School of Education, South China Normal University, Guangzhou, Guangdong Province, China
2 Lab for Neuroscience and Artificial Intelligence in Moral Learning, South China Normal 

University, Guangzhou, Guangdong Province, China
3 Yuelanshan Experimental Primary School, Shenzhen, Guangdong Province, China
4 Longhua Guanlan Second Primary School, Shenzhen, Guangdong Province, China
5 Futian No.2 Experimental School, Shenzhen, Guangdong Province, China
6 Longhua Central Primary School, Shenzhen, Guangdong Province, China
7 School of Studies in Fundamental Education, South China Normal University, Shanwei, 

Guangdong Province, China

http://orcid.org/0000-0002-5597-1790

	An integrated model for predicting pupils’ acceptance of artificially intelligent robots as teachers
	Abstract
	1 Introduction
	2 Literature Review
	2.1 Robots as teachers
	2.2 TAM
	2.3 Determinants of robots acceptance
	2.4 Aim of the current study

	3 Hypotheses development
	3.1 RUA and acceptance
	3.2 PEOU and acceptance
	3.3 PU and acceptance
	3.4 RITD and acceptance

	4 Methodology
	4.1 Development of the AI teacher
	4.2 Data collection and analysis
	4.3 Participants

	5 Results
	5.1 Status quo of Chinese elementary school students’ acceptance of the AI teacher
	5.2 Measurement model testing
	5.3 Structural model testing
	5.4 Structural model path analysis

	6 Discussions and implications
	6.1 What is the level of acceptance of the AI teacher among Chinese elementary school students?
	6.2 What factors influence the acceptance of the AI teacher among Chinese elementary school students, and how do they relate to each other?

	7 Conclusions, limitations and future research
	Appendix 1
	Acknowledgements 
	References


