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Abstract

This article discusses the key elements of the Data Science Technology course offered
to postgraduate students enrolled in the Master of Data Science program. This course
complements the existing curriculum by providing the skills to handle the Big Data
platform and tools, in addition to data science activities. We tackle the discussion
about this course based on three main requirements, which are related to the need
to exploit the key skills from two dimensions, namely, Data Science and Big Data,
and the need for a cluster-based computing platform and its accessibility. We address
these requirements by presenting the course design and its assessments, the config-
uration of the computing platform, and the strategy to enable flexible accessibility.
In terms of course design, the offered course contributes to several innovative ele-
ments and has covered multiple key areas of the data science body of knowledge and
multiple quadrants of the job and skills matrix. In the case of the computing plat-
form, a stable deployment of a Hadoop cluster with flexible accessibility, triggered
by the pandemic situation, has been established. Furthermore, through our experi-
ence with the implementation of the cluster, it has shown the ability of the cluster to
handle computing problems with a larger dataset than the one used for the semesters
within the scope of the study. We also provide some reflections and highlight future
improvements.
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1 Introduction

Data Science and Analytics (DSA) technologies and methods are affecting the econ-
omy, as well as the job market (Miller, 2017). As the demand for DSA workers
grows, it puts pressure on the supply of DSA talent to grow, in turn. In the context of
Malaysia, the Malaysia Digital Economy Corporation (MDEC) stated that Big Data
Analytics (BDA) is central to the Malaysian digital economy, resulting in the growth
of other digital technologies (e.g., artificial intelligence (Al), the Internet of Things
(I0T), and advanced automation). Furthermore, its market is expected to grow to $1.9
billion (approximately RM?7.85 billion) in 2025 (Shankar, 2021). Malaysian universi-
ties have supported this agenda by offering Data Science or Data Analytics programs
at both the undergraduate and postgraduate levels. It is also important to note that the
Data Science and Analytics course at the postgraduate level has been offered at many
reputable universities.

As part of contributing to this call, the School of Computing Sciences (formerly
known as the Faculty of Computer and Mathematical Sciences), College of Com-
puting, Informatics and Media, Universiti Teknologi MARA (UiTM) is offering a
three-semester Master of Data Science program that provides in-depth knowledge
of data-driven science. Its aim is to produce data professionals who are passion-
ate about drawing meaningful insights from data using the data science approach.
Within the context of the program, we focus on the course offered within the pro-
gram called Advanced Data Science Technology. The course aims to provide students
with the opportunity to learn and grasp the knowledge and skills of the selected
big data science tools and techniques. With the knowledge and skills exercised, stu-
dents can acquire the decision-making capability to choose the right tool for data
science-related jobs in the future. The course is offered in the second semester and
complements other courses from a technological perspective. For the job market, this
course can prepare students to fill the roles of data scientists or data analysts with
some data engineering skills.

From a literature perspective, several articles have reported different aspects
of teaching and learning in DSA. Some of them addressed the program level of
DSA. Specifically, Adams, (2020) addressed the need to balance statistical and
computer science topics in a program. Oudshoorn et al., (2020) focused on devel-
oping a DSA related program based on an existing computer science program.
The article by Salloum et al., (2021) promotes an interdisciplinary program related
to DSA. Meanwhile, Fekete et al., (2021) introduced a data science major to
a data-centric computing curriculum. Other aspects include the proposal for the
development of pedagogical data sets by Bart et al., (2018), the infrastructure and
tools for teaching data science throughout the statistical curriculum by Cetinkaya-
Rundel & Rundel, (2018), a survey of teaching experience from the perspective
of practitioners by Kross & Guo, (2019), and a recommendation of key skills
for a data science curriculum, namely creating, connecting, and computing by
Hicks & Irizarry, (2018).
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In this paper, we focus on the design and implementation of the course. In

particular, we address three main requirements or questions, given as follows:

First, the question of “What are the innovative elements offered by the proposed
course?”’. We need to design a course that offers necessary skills that fulfill two
dimensions, Data Science and Big Data. Typically, the data science dimension
emphasizes the application of the programming language and related tools to
carry out data science activities (e.g. data processing and modeling). Meanwhile,
the big data dimension emphasizes the use of big data frameworks or tools to
execute data science activities. Our review of the published courses presented in
the literature (in Section 2) has shown that there are limited courses that cover
both dimensions. Therefore, a course that takes advantage of the skills of both
dimensions is needed to provide more added value to students and prepare them
with relevant skills (Miller, 2017). These dimensions should also be reflected in
the course assessment.

Second, the question of “How to deploy a cluster environment to support teach-
ing and learning?”. There are many tools and services that can be applied to
support the teaching and learning activities. However, having these tools run
on individual computers (either in the student’s owned computer or the one
provided in the computer lab) may limit the experience of dealing with big
data ecosystems. Furthermore, setting up a big data ecosystem on the student-
owned computer may be dealing with configuration issues or limited computing
resources, which negatively affect the learning process. Meanwhile, setting up a
big data ecosystem in the individual computer lab may require a more intensive
maintenance effort. Therefore, having a computing cluster that provides the big
data ecosystem is significant and can potentially improve the learning experience
of students.

Third, the question of “How can we ensure the usage of the computing plat-
form and provide flexibility in accessing it to facilitate teaching and learning?”.
The need to address this question is significant, especially when dealing with a
situation that limits the face-to-face learning environment (i.e., pandemic situa-
tion). Accessibility to the computing platform via the Intranet and the Internet
is crucial, since learning this kind of course requires a lot of hands-on activities
to grasp key concepts. Therefore, an accessibility strategy must be outlined and
implemented, taking into account the current support and security aspects of the
infrastructure.

The rest of the sections are organized as follows. Section 2 summarizes the related

work and highlights the innovative elements of the proposed course. In Section 3,
we present the design of the course and its assessment together with the computing
platform and accessibility strategy. Section 4 elaborates on experience and imple-
mentation in terms of assessment deliverable, user management for cluster acces-
sibility, and cluster utilization. We then conclude this paper with reflections as in
Section 5.
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2 Related work

We conducted a comparison study to determine the similarity and difference of the
offered course with existing proposed courses from the literature. The aim is not to
identify which is better, but rather to point out the innovative elements of the proposed
course within a certain context. For this reason, we have selected a set of articles that
meet the following criteria:

® The article solely focus on the course context, thus the curriculum, or review, or
guideline are excluded.

® The article reported a course related to Data Science (DS) and/or Big Data (BD)
terms.

e The reported course offers the practical contents (e.g. programming and utilizing
tools), not only conceptual contents.

Table 1 provides a summary of these courses together with the proposed course.

As shown in Table 1, there are several courses that focus on DS (i.e., Baumer,
2015; Dichev et al., 2016; Cetinkaya-Rundel & Ellison, 2020; Donoghue et al., 2021)
or only the dimension of BD (i.e., Ngo et al., 2014; DePratti et al., 2017). There
are also courses that covered both dimensions (i.e., Brunner & Kim, 2016, Eck-
roth, 2016, 2017, 2018). On the DS side, courses commonly incorporate Python, R,
and SQL programming skills. The computing environment used to support program-
ming activities is typically the Jupyter Notebook and RStudio. For the BD side, the
courses include the use of Hadoop, which runs on a cluster, cloud platform, or local
machine.

The closest course to our course, which covers both dimensions, DS and BD,
is the one reported by (Eckroth 2016, 2017, 2018). Similarity includes Python and
SQL programming skills with the use of Hive, Spark, and MySQL for the computing
environment and the application of Big Data frameworks in a cluster environment. In
terms of differences, our course does not cover R programming, Storm, Big-Query,
and Mahout frameworks, as well as the use of Google Cloud Platform. Having said
that, our course offers the following innovative elements:

e In terms of programming, the course gives specific attention to Spark, that is,
the application of Spark-Scala, PySpark, and Spark-SQL. It provides an alterna-
tive to students in choosing the appropriate Spark library when addressing the
data science problem. Additionally, this course integrates the exploration of SQL
in Impala as an alternative to Hive-QL. Therefore, students can appreciate the
difference in terms of their ability and performance.

e In relation to the BD framework, the course also includes the use of Sqoop to
instill data ingestion skills from the Relational Database Management System
(RDBMS), namely MySQL.

® The computing environment for BD in this course is based on the Cloudera
Hadoop distribution, which provides several distinct tools. In particular, the stu-
dent can use Cloudera Manager, which acts as a cluster management tool, to
explore about the hosts, and performance metrics such as application execution
time and resource utilization. This exploration will help them understand the
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effect of processing BD in certain contexts. Furthermore, the Cloudera distri-
bution also provides HUE system where the students can get access to Hadoop
related services (i.e. HDFS, Hive, Impala, Spark) via web interface.

In addition to the innovative elements, we also learn the opportunities to improve
the course from this comparison. We mention them as part of the reflection in
Section 5.

3 Methodology

This study is driven by the action research methodology (Eilks, 2018). Action
research is well suited since the ultimate goal is to continuously improve the course
driven by the spiral activities of action and reflection. Therefore, to address the
requirements mentioned above, we present the proposed course, the benchmarking
study conducted, the course assessment, the computing platform, and the strategy to
enable flexible accessibility.

3.1 Course design

The aim of this course is to expose students to data science technologies within the
Hadoop ecosystem. It also requires them to become familiar with the Python envi-
ronment so that they have the option to choose in relation to real-world challenges.
Typical learning levels attributes referred to the Bloom taxonomy include knowledge,
comprehension, application, analysis, synthesis, and evaluation. Meanwhile, the psy-
chomotor domain includes perception, set, guided response, mechanism, complex
overt response, adaptation, and organization. Finally, for the affective domain, there
are receiving, responding, valuing, organization, and characterization. In this paper,
we share learning and teaching activities for the cognitive and psychomotor domains.
In addition, there are three levels of knowledge for learning outcomes in the data sci-
ence model curricula, namely the level of familiarity, the level of use, and the level of
evaluation (Wiktorski et al., 2020). Through this course, students will practice the rel-
evant skills to equip them with the selected tools for data science and analytic tasks,
as well as for familiarity level and usage level learning outcomes. They will need to
demonstrate the ability to develop a program to address data science problems for
assessing the learning outcomes. This course applies several methods to teaching stu-
dents, including lectures, lab tutorials, and problem-solving scenarios. Assessments
include two assignments, one project, and one test.

The course is designed for 14 academic weeks, including assessments. It is divided
into two main parts. The first part (relatively 7 weeks) focuses on the fundamental
concepts, data management, and data analytics (i.e. descriptive) using the Hadoop
environment. The Hadoop part covers the application and utilization of storage man-
agement (i.e. HDFS), data extraction tool (i.e., Sqoop), data warehousing tools (i.e.,
Hive and Impala), and data processing tool (i.e., Sparks). The main factor driving
the selection of these tools was due to the training of the trainers to whom we had
participated using Cloudera Quickstart VM. The training helped us realize the role
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of Hadoop as the distributed data storage and computing framework, as well as its
connection to other tools as an ecosystem. We believe that the framework concept
should be understood by students to appreciate the platform that enables data science
tasks for Big Data. The suitability of the tools is gauged through observation and
evaluation.

The second part (another 7 weeks) is dedicated to allowing students to explore
data science activities using Python. This part also gives the programming exposure
to the students, although it is not in-depth in terms of addressing the fundamental pro-
gramming skills. The students applied the programming technique to implement data
engineering activities due to messy and dirty data, which includes cleaning, analyz-
ing, and transforming data. The use of software tools may speed up the process but
limit the customization of codes, especially when automation is needed. Whenever
data are prepared, it can be used as input for different types of analytics, specifically
descriptive and predictive analytics. Descriptive analytics are very useful for explor-
ing trends or patterns that occur in the dataset. Its methods include exploratory data
analysis and summarization. Meanwhile, predictive analytics is commonly used to
predict future events or events by learning from the historical dataset or labeled data.
Existing Python packages such as Scikit-Learn or Tensorflow can be used for pre-
dictive purposes. In addition to that, the second part also includes the development
of the application to illustrate the use of the analytics part, typically in terms of a
dashboard. At the end of the second part, students would be able to solve relevant
problems by applying the knowledge gained from fundamental data management and
data analytics.

3.2 Benchmarking of course contents

The benchmarking study is carried out to determine the coverage of the course con-
tent within the DSA landscape. In this section, we focus on mapping the course topics
into two main references, namely, the Data Science Body of Knowledge (DS-BoK)
and the Data Science Job Skills matrix.

DS-BoK (Cuadrado-Gallego & Demchenko, 2020) refers to the knowledge areas
introduced to support the Data Science Competence Framework (Demchenko &
Cuadrado-Gallego, 2020). DS-BoK provides the basis for defining data science-
related curricula, courses, instructional methods, etc. Among the knowledge areas,
we focus on the engineering knowledge areas (KAG02-DSENG) (Wiktorski et al.,
2020) as it relates to the engineering principles and aspects of computer tech-
nology in this course. The knowledge areas cover software and infrastructure
engineering, manipulating and analyzing complex, high volume, high-dimensionality
data, structured and unstructured data, cloud-based data storage, and data
management.

Meanwhile, the dimension of the job market refers to the DSA job and skill matrix
discussed in (Miller, 2017) which have been classified into four quadrants, as shown
in Fig. 1.

Based on these two references, we provide a mapping of the skills learned in the
course, as illustrated in Table 2. As shown in the table, we can conclude that the
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Projected Growth

Escalators / Disruptors
-Low cost to hire -High cost to hire
-Moderate need for new training -Strong need for new training
programs programs
-Moderate risk to future productivity 9 -High risk to future productivity
Stabilizers / Challengers
-Low cost to hire -High cost to hire
-Week need for new training -Moderate need for new training
programs programs
-Low risk to future productivity -Moderate risk to future productivity

Hardnessto Fill

Fig. 1 DSA Job and Skill Matrix (Source taken from (Miller, 2017))

v

content of this course can be mapped to three aspects of the engineering knowledge
areas, namely:

KA02.02 (DSENG.02/DSIAPP) - Infrastructure and platforms for data science
applications, including typical frameworks such as Spark and Hadoop, data
processing models, and consideration of common data inputs at scale.

Table 2 Mapping of Course Topics to Curriculum and Job Skills Matrix Dimensions

Selected Topics Related Tools / Libraries  Skills to learn Skill Mapping
Hadoop ecosystem HDEFS, Cloudera Manager, Data and File Manage- Disruptors
HUE, YARN ment, Cluster Monitoring KA02.02(KAGO02-
DSENG)
Database / Data Hive, Impala, SQL Stabilizers
Warehouse Man-  Spark SQL KA02.02(KAGO02-
agement DSENG)
Data Ingestion Sqoop Command-based Challengers
Scripting KA02.05(KAG02-
DSENG)
Data Processing Spark (Scala, PySpark, Functional Stabilizers KA02.05,
SQL) PySpark, Numpy, Programming KA02.06 (KAGO2-
SciPy, Pandas DSENG)
Data Visualization Matplotlib, Seaborn Functional Disruptors KA02.06
Programming (KAGO02-DSENG)
Machine Learning ~ Scikit-learn Functional Disruptors KA02.06
Programming (KAGO02-DSENG)
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e KAO02.05 (DSENG.05/BDSE) - Organization and engineering of big data sys-
tems, including approaches to big data analysis and common MapReduce
algorithms

e KA02.06 (DSENG.06/DSAPPD) - Design of data science applications (big
data), including languages for big data (Python, R), tools and models for data
presentation and visualization

In addition, this course covers three quadrants associated with the job-skills
matrix. Most of the topics have included the skills of the disruptors quadrant. The
only quadrant that has not been covered in this course is escalators. However,
associated skills, such as Tableau, are taught in other courses within the offered
program.

3.3 Course assessments

In this course, students are evaluated through three types of assessment, namely tests,
assignments, and projects. In this paper, we limit our discussion to assignments and
projects. The assignments require students to apply specific technical skills to address
guided problem solving. Meanwhile, for the project, students must apply a combina-
tion of technical skills to address data science problems. The assignments are done
individually, whilst the project is done in a group.

The evaluation of the assessments is based on two mechanisms. First, a checklist to
ensure that the submission elements are generally met in each assignment and project.
Second, a rubric to deal with different quality of deliverable. The rubric follows four
levels of scales, namely, Excellent (4), Good (3), Fair (2), and Poor (1). Furthermore,
it comprises four elements:

® Submission requirement - The checklist created earlier is used to support the
assessment for this element, which mainly focuses on what and when.

e Reporting - This element is used to assess the amount of information provided
by the students to support their deliverable.

e Coding - This element is applied to assess the quality of the coding in achieving
the assessment objective.

e Presentation - This element is needed to assess the articulation of the students on
their deliverable. It is applicable only to the project.

We further elaborate on the evaluation details by focusing on two academic
semesters, which we call semesters Oct2020-Feb2021 and March2021-July2021 and
summarized in Table 3.

In semester Oct2020-Feb2021, students were assigned with two assignments and
one project. The same datasets were used for the assignments and the project. This
decision was made so that students could focus more on applying the tool than search-
ing and understanding the datasets. The datasets were about a memorandum from
a university (7 variables) and its relationship with the QS ranking (10 variables).
Among the features of the memorandum dataset are the signing date, the collaborator,
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and the initiator. The features of the QS ranking dataset that include the ranking num-
ber, the university, and the country. The details of the assessments are summarized in
Table 3.

Both assignments were intended to assess their competence in relation to the
Hadoop environment. The first assignment was aimed at assessing data processing
and analysis skills based on Hive and using HDFS as the main storage. The datasets
that were given to them require some basic cleaning tasks. They were allowed to use
Excel for this reason since, in the real world, dirty datasets are inevitable, and Excel
is the common tool to choose. The rest of the tasks should be done in Hive, including
creating the schema and performing queries. As two datasets were given, joining is
one of the important skills that students need to be familiar with. The second assign-
ment was crafted to assess their skills in applying spark in connection with HDFS
and Hive. Because they used the same datasets, they can focus more on the tech-
niques. They were expected to perform processing and analysis tasks similar to those
in the Hive into Spark environment, so they can implicitly make the technical com-
parison between the tools. Furthermore, they were asked to provide a comparison of
execution time between the tools.

For the project, which is a group project, the assessment was designed to assess
their ability to perform descriptive analytical tasks in a Python environment, as
summarized in Table 3. The tasks involved exploratory data analysis tasks, data
preparation, and visualization of the analysis results. As the dataset comprised uni-
versity names from different countries (after merging the two datasets), they were
requested to be visualized in a map visualization. Furthermore, they had to recom-
mend potential predictive analytics that can be performed, assuming that the data can
be expanded or enhanced with more features. The recommendation was to encourage
them to think beyond the context of the given datasets.

In semester March2021-July2021, the same number of assessments was given, but
with different datasets. In addition, different datasets were used for assignments and
the project. The dataset used for the assignments is a publication dataset that has
been gathered from Scopus over a period of time. The number of records is closed
to 250,000 records. For this semester, a large dataset size was chosen, since students
were expected to measure performance in executing related data analysis tasks on the
server. This activity also allowed them to appreciate the different capabilities of the
tools in relation to their performance in executing some commands. The summary of
the assignments is presented in Table 3.

The first assignment was designed to assess the students’ ability to perform data
analysis in Hive and Impala, using HDFES as storage. Through this activity, we found
that the bucketing concept could not be implemented in Impala as part of the cloud-
era version we have on the server. In addition to the dataset, the main differences
compared to the previous semester were that they had to implement partitioning
and bucketing concepts, and tasks had to be performed on the server. They also
had to measure the performance of queries. The second assignment aimed to assess
their skills related to Spark. Similar analysis tasks were required from them, but
using Spark Scala, PySpark, and Spark SQL. Then, they were asked to measure and
compare the performance between the tools.

@ Springer
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The project for this semester focused on a productivity dataset that was created to
represent the productivity of staff in a company. The amount of data in this dataset
was less than the publication dataset for the assignments. However, the number of
features was more, specifically, 36 features which can be divided into three aspects,
their profiles, workloads, and tasks achieved. A column dedicated to labeling indi-
vidual records had been prepared. Basically, the column determines whether a staff
member is a high- or low-performance performer. This dataset was designed in such
a way as to help students apply supervised learning algorithms. Furthermore, a large
number of features was created to allow them to implement the correlation analysis
study, so that they could choose the appropriate features in constructing the predictive
models. The summary of the project is presented in Table 3.

3.4 Computing platform

In this section, we discuss the initiative taken to establish a computing platform to
support the implementation of the course and instill the required skills as presented
in Table 2.

Learning data science technology requires an appropriate specification of software
and hardware. For this course, students can access a computer lab called the Big Data
lab. The lab is provided with 30 PCs, each PC is equipped with an Intel(R) Core(TM)
17-6700 processor and 32GB RAM. On each PC, there is a Cloudera Quickstart
VM that enables the students to have a computing environment with minimal Linux
background and can start focusing on data analysis activities rather than spending
time configuring and troubleshooting. The Cloudera Quickstart VM provides a sin-
gle node environment that can run on a PC. This virtual machine is approximately
5GB in size and requires at least 4GB of memory with 1 processor, which can be
configured in a virtualization tool. For this course, the students mostly use VMWare.
However, when using Cloudera VM, the setting of 4GB memory with 1 processor is
insufficient. Therefore, students are encouraged to set at least 8GB of memory with
2 processors. With this Cloudera VM, students can also experiment with the Linux
environment whenever necessary.

In early 2021, the school received some funds to upgrade the lab with server
capabilities. Therefore, a computing cluster environment was set up as an alterna-
tive platform for students, in addition to the Cloudera quickstart VM. The cluster is
illustrated as in Fig. 2.

The cluster is made up of 6 nodes. Four of the nodes are virtual machines from 2
physical servers. One node is a virtual machine created from the university data cen-
ter. One more node is made up of a physical server. Five nodes are configured for
the Hadoop environment, and one node is dedicated to the edge node with Rapid-
Miner Server. Of the five nodes, one is configured as the master node and the others
take the role of the data node. The total resources allocated for running the cluster is
142GB memory and 27 Virtual Cores (vcores). The balance of resources is meant for
the local operating system.

The master node is installed with Cloudera Manager and MariaDB. The data nodes
are installed with the cloudera software agent, which will interact with the master
node. The edge node is used to allow remote access to the Hadoop environment.
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Fig.2 Architecture of the Cluster Environment

Although the RapidMiner system is beyond the scope of this course, one of the ser-
vices provided, called RapidMiner Notebooks, is used as an alternative programming
editor for Python.

Students can access the Hadoop cluster in several ways. First, students can use
Secure Shell (SSH) related tools, for example, Putty, to access the operating system
level through the proxy machine. This access gives them the experience of deal-
ing with Linux via the terminal environment. Once logged in, they can also access
Hadoop services such as HDFS, Hive, Impala, and Spark via the terminal. Second, if
they need to transfer files from the local PC to the cluster, they can use any suitable
file transfer tool, e.g. WinSCP. Third, they can access the cluster through the Web
application, that is, the HUE and the Cloudera Manager Web application. HUE is a
web-based interactive query editor for Hive and Impala. It can also be used to man-
age users’ accounts and files in HDFS. Cloudera Manager web application allows
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users to configure and monitor the services provided as part of the Hadoop environ-
ment. However, for the cluster setting, students are only allowed to view. They can
explore the configuration part with the Cloudera quickstart VM running as a single

node, as introduced earlier.

3.5 Strategizing accessibility

In this section, we explain our initiative to increase accessibility to positively improve
the learning experience of our students. We focus on two academic semesters,
Oct2020-Feb2021 and March2021-July2021, since both semesters were conducted
through online learning. Figure 3 illustrates the accessibility aspects of the computing
platform, specifically access to the Internet and the intranet.

3.5.1 Enabling intranet access

In semester Oct2020-Feb2021, when the Covid-19 pandemic occurred, students were
not allowed on campus. A decision had to be made to ensure that the lab com-
puting platform can still be used effectively for a short period of time. Therefore,
we addressed the accessibility aspect by enabling remote access to these PCs (local
machines). However, during this period, the cluster was not set up yet. This accessi-
bility support is crucial, since laptops of some students are not sufficient (in terms of
memory and processor) to run the Hadoop platform that we have selected, namely the
Cloudera Hadoop Distribution. Details of the lab and related software were discussed
in the previous section. Remote access provides them with an alternative solution and
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Fig.3 Accessibility of Computing Environment for Online Learning
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contributes to their positive learning experience. In addition, we also had to consider
the power usage of these PCs. In general, a lab technician can help with this matter
(e.g. switching on/off the PCs at certain times), but we cannot expect this person to be
in the lab on a daily basis. For this reason, together with the technician in charge, we
searched for a solution and found a way to perform BIOS settings on these PCs, so
that each PC can automatically shutdown and boot up based on certain schedules. In
the event of a power failure or unexpected shutdown of any PC, we resolve it through
manual intervention.

3.5.2 Enabling internet access

In semester March2021-July2021, Covid-19 still affected the teaching and learning
process. In terms of accessibility to the computing platform, we continue to provide
remote access to students. However, we have taken another step, which is to provide
a cluster environment that is based on Cloudera Cluster Management. The details of
the setup have been discussed earlier. In the first part of the semester March2021-
July2021, the accessibility of the server was set for intranet access, as shown in
Figure 3 so that to turn it into Internet access, we had to go through several layers
of configurations and security checks. From outside the university’s network, stu-
dents can access the local machines provided in the lab to use services in the cluster.
Once they can enter the intranet environment, they can access all services in the
cluster environment, which include the web-based systems (i.e., Cloudera Manager,
RapidMiner AI Hub, HUE) and the command-line applications (i.e. HDFS, Hive,
Impala, Sqoop, Spark, MariaDB). After that, we managed to open the Internet access
as illustrated in Fig. 3. However, services are limited to accessing the HUE appli-
cation and the RapidMiner AI Hub. With HUE, students can access the HDFS File
Browser, Hive database and query editor, Impala editor, and Spark editor through
the Web interface. Meanwhile, with RapidMiner Al Hub, they can get access to the
RapidMiner Notebook for practicing Python programming.

4 Experience and implementation

In this section, we focus on three aspects of experience and implementation of the
course. First, we present samples of the deliverables that students have produced
to demonstrate the skills applied to complete the assessments. These samples serve
as supporting evidence to instill the required skills within the course. Second, we
highlight the user management tasks that need to be given attention to initiate acces-
sibility. Third, we provide the utilization and health condition of the cluster, as well as
the associated services. All of these aspects are part of the continuous improvement
process.

4.1 Deliverable for assessments

Figures 4 and 5 represent the samples delivered. These samples illustrate the appli-
cation of skills related to data engineering. In particular, Fig. 4 is a sample of Spark
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val updateSchema = StructType (

List(

StructField ("dcidentifier™, StringType, true),

StructField ("publicationname", StringType, true),

StructField("year"”, StringType, true),

StructField ("citedby count", StringType, true),

StructField ("articletype", StringType, true),

StructField ("subtypedesc"”, StringType, true),

StructField ("openaccessflag”, StringType, true),

StructField ("dctitle", StringType, true)

)):
updateSchema: org.apache.spark.sql.types.StructType = StructType (Struc
tField (dcidentifier, StringType, true), StructField (publicationname,Strik
ngType, true), StructField(year,StringType,true), StructField(citedby c
ount, StringType, true), StructField(articletype,StringType,true), Struc
tField (subtypedesc, StringType, true), StructField (openaccessflag,String
Type, true), StructField(dctitle,StringType,true))

Fig.4 Sample of Scala Spark Program for Assignment 2

Scala that contains the codes to update the table schema. This is one of the com-
mon activities for data engineering. Meanwhile, Fig. 5 is a sample of performance
measurements for Assignments 1 and 2. The student had to run the respective com-
mands and record the execution times (in seconds) of several trials to conclude the
average execution time. This activity helps them recognize the performance differ-
ences as a result of architectural design (i.e., Spark with Resilient Distributed Dataset
and Hive with MapReduce) and the table structure (i.e., internal and external table,
nonpartitioned and partitioned table).

Meanwhile, Figs. 6, 7, and 8 are samples of project execution. These samples
illustrate the application of exploratory data analysis (EDA) tasks (e.g. data distri-
bution, outlier analysis) for the data-driven method. In particular, Fig. 6 represents
the initiative of a group project to present its methodology to solve the given prob-
lem. The aim is to produce and highlight the best predictive model from the provided
dataset. For this group, they had decided to tackle the imbalance aspect with the
synthetic minority oversampling technique (SMOTE) and selected three machine
learning algorithms, namely logistic regression, decision tree, and support vector

Query 1 Query 2
1 2 3 4 5|Average 1 2 3 4 5|Average
Table Schema 1|20.856|24.579|27.558| 19.536|22.756| 23.057|22.619|21.198|22.035|27.234|26.505| 23.918
Hive (AS1) - |Table Schema 2| 28.391|25.994| 22.680| 25.513|21.557| 24.827|23.862|23.620|25.539(29.421|23.008| 25.090
on server |Table Schema 3|22.485|22.239|20.024|20.959|24.247| 21.991|22.535|22.224|22.674|21.043|26.288| 22.953
Table Schema 4|22.522|26.418|27.674| 25.614| 23.433| 25.132|28.390|29.216|24.289|27.453|26.766| 27.223
Table Schema 1| 0.22| 0.21| 0.22| 0.21] 0.22| 0.216/ 0.22| 0.21] 0.21| 0.21| 0.22| 0.214

Impala(AS2)
e — Table Schema2| 0.32| 0.23| 0.22| 0.26]/ 0.23| 0.252| 0.31| 0.31] 0.32| 0.31] 0.31] 0.312
Table Schema3| 0.21| 0.22| 0.22| 0.22 0.22| 0.218) 0.21| 0.22| 0.21| 0.22| 0.21| 0.214
Spark (As2) Spark Scala 10.9 1.6| 1.035| 1.042| 1.039| 3.123 1.0 1.0 1.0 1.0 1.0 1.000
on server |PYSPArk 140 50| 10| 10| 10| 4400] 1.586| 0.828] 0.939] 0.825] 0.805] 0997
Spark SQL 5 S 3 1 0.9| 2.980| 1.489| 0.953| 0.945| 0.81| 0.692| 0.978
Average 12.490(11.149]10.363| 9.535| 9.560 10.222| 9.978| 9.816|10.853|10.580

Fig.5 Sample of Performance Measurements for Assignment 1 and 2
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Fig.6 Sample of Implemented Methodology for Project

machine. Then, they were able to show the performance of the predictive models
with and without SMOTE implementation. Meanwhile, Figs. 7 and 8 are the visual
elements produced to achieve the defined methodology. Figure 7 demonstrates their
effort to understand the data distribution, while Fig. 8 illustrates the initiative to
identify outliers in the dataset.

4.2 User management for cluster accessibility

There are several tasks that must be prepared to allow users to access the clus-
ter for each academic semester. Through our experience, we identify the following
administrative tasks:

®  (Creating Users in Linux - It allows students to access the cluster through the SSH
mode. For this reason, we use MobaXterm to enable multiple SSH connections to
virtual machines. By accessing a root account, we can create the username, pass-
word, and group for each student. Figure 9 illustrates the user creation process
on multiple virtual machines using an SSH connection using MobaXterm.

®  (reating Users in HUE - It allows students to access services such as HDFS,
Hive, Impala, and Spark. To do this, we use the Manage Users function provided
in HUE. We also initiate the HDFS home directory when creating the account.
Furthermore, we set the permissions for the services that can be accessed through
HUE.

®  (Creating Hive Database for Each Account - It provides a dedicated database
environment for each student. Thus, they can work on exercises and assign-
ments within their own database. It also avoids having multiple databases per
account, which can result in too many databases being created and cause more
maintenance activity. For this reason, we use the function Create Database in
HUE.
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Fig.7 Sample of Histogram as part of EDA for Project
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:ommands are typed to all terminals (use Ctrl+Shift+Insert to paste) [® Multi-paste X Exit multi-execution mode

[root@bigdatalab-cdh-mnl ~]# useradd -m student2 [root@bigdatalab-cdh-dnl ~]# useradd -m student2
[root@igdatalab-cdh-mn1 ~J# [ [root@bigdatalab-cdh-dn1 ~J# [

| Disable this terminal from "MultiExec" mode | Disable this terminal from "MultiExec" mode
[root@bigdatalab-cdh-dn2 ~]# useradd -m student2 [root@bigdatalab-cdh-dn3 ~]# useradd -m student2
[root@bigdatalab-cdh-dn2 ~J# [ [root@bigdatalab-cdh-dn3 ~J# [

| Disable this terminal from "MultiExec" mode [ Disable this terminal from "MultiExec" mode
[root@bigdatalab-rm-enl ~]# useradd -m student23
useradd: user 'student23' already exists
[root@bigdatalab-rm-enl ~J# [J

[ | Disable this terminal from "MultiExec" mode

Fig.9 Creating User Accounts using MobaXterm

e (Configuring Privileges for HDFS and Hive - It allows some controls to access
the HDFS directory and Hive database. This means that for each student, their
access is restricted to their own directory and database. For this configuration,
we use the Security Browsers provided in HUE. We set two rules as shown in
Fig. 10 that are associated with each account (e.g., studentl8). The first rule is
to restrict the access of each account within its own HDFS directory. The second
rule is to limit the access of each account to its own database.

®  Creating Users in Rapidminer AI Hub - It allows students to access the Rapid-
Miner Notebook to practice Python programming. For this task, we use the
Manage Users function provided in the RapidMiner AI Hub.

| o® student18 student18

URI of? A4 %
server=server1 = [ = hdfs://bigdatalab-cdh-mn1.uitm.edu.my:8020/user/student18 =
action=ALL

DATABASE & (&' 4 s %
server=server1 = db=student18 = action=ALL

Fig. 10 Configuring Privileges in HUE
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Fig. 11 CPU Utilization of the Cluster Environment

4.3 Utilization of cluster

In this section, we elaborate on the utilization of the cluster and the health conditions,
as well as the utilization of the Hadoop core services, namely HDFS and YARN
(including MapReduce). The data collected are based on semester March2021-
July2021 since the cluster was fully functioning during this semester. Specifically,
we have taken a period of logged data from 4" April 2021 to 18" July 2021. The
utilization of the cluster and related services is associated with 15 enrolled students
for the semester March2021-July2021.

4.3.1 Cluster utilization

Figure 11 shows the CPU utilization of the cluster based on the stated period. The
topic related to Hadoop services that require the use of cluster started on 117 April
2021. As we can see, utilization is increasing toward July. Specifically, the increase in
May was due to the exploration of HDFS and Hive, and students needed to work on
assignment 1. Meanwhile, the increase in June was due to the exploration of Spark,
and the students had to work on assignment 2.

4.3.2 HDFS health and utilization

The health condition of HDEFS is also shown in Fig. 12 for the same period. HDFS
is crucial for storing and managing files containing data sets. Its health can be

percent

Aprod {2pr 11 Apr18 Apras |mayo2  uayos May 16 May2s  [hay30 Jun 05 {4un 13 Jun 20 Jun27 [duios i1

Fig. 12 Health Condition of HDFS in the Cluster Environment
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Fig. 13 Resource Utilization of HDFS in the Cluster Environment

influenced by various reasons. Most of the time, we were dealing with the health
of HDFS (brown area). The concern for health is determined when the percentage
of healthy nodes falls below the warning threshold. There were several periods in
which HDFS was in bad health condition (red area). It is determined when the total
percentage of healthy and affected nodes falls below the critical threshold. Despite
this condition, the students were able to carry out their activities, especially for
Assignments 1 and 2.

The utilization of HDFS resources is shown in Fig. 13 during the same period of
time. The HDFS has been configured to take a maximum of 2.2 Terabytes (TiB). The
mean utilization on the first day of the selected period was 215.8 Gibibyte (GiB),
while the mean utilization on the last day was 217.3 GiB. HDFS has shown that it was
underutilized during the period. Since we focus on the stability of the HDFS, accessi-
bility is expected to be maintained to support a positive student learning experience.
From this exercise, the incoming academic semester can then focus on increasing
HDFS resource utilization by providing challenging datasets.

4.3.3 YARN health and allocation

The health of YARN is crucial to allowing applications and services to run success-
fully in the Hadoop cluster. As a resource manager, YARN is responsible for enabling
resources to run the required applications. Its health status is also shown in Fig. 14

200
180

160

percent

Apr1l Apri18  [Apr25  [May02 May09 |May16 May23 May30 Jun05 [Jun13 Jun20 Jun27 [Jul04 Jul 1

Fig. 14 Health Condition of YARN in the Cluster Environment
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Fig. 15 Memory Allocation Across YARN Pools in the Cluster Environment

for the same period. During this period, its condition was mostly healthy (green area).
It had a couple of periods of poor health (read area), especially in 27'" in June. This
date was the submission deadline for Assignment 2. Despite this bad condition, the
students managed to submit the assignment with a slight delay. Also, towards the
end, we were dealing with health (brown area). However, during this period, the stu-
dents no longer had access to the cluster for assessment purposes, since they focused
on Python programming in the Anaconda environment.

Figure 15 illustrates the allocation of memory across the YARN pools in the clus-
ter over the same period of time. In general, the memory allocation shows that the
applications in the cluster were being utilized. From the graph, we can see that the
memory allocated to YARN started to increase on 25" of April since the topic of
Hive was covered from this date onward. Then more memory was allocated in May
because the students were working on assignment 1 due in 9" in May, and then
memory was allocated from time to time to the YARN pools due to the Spark topic
and assignment 2 due in 27" in June. After this date, the students then focused on
Python programming using the Anaconda environment; thus, YARN did not need
memory allocation.

5 Reflection and conclusion

In this paper, we have presented the Data Science Technology course based on a
set of requirements as presented in Section 1. Compared to existing related courses,
our course offers a deeper scope on Spark programming, an alternative tool for
data ingestion called Sqoop, and the use of web-based tools as part of the Cloudera
Hadoop distribution run on the cluster. In mapping to DS-BoK, the course contents
offered have covered infrastructure and platforms(DSENG.02/DSIAPP), Big Data
systems organization and engineering (DSENG.05/BDSE), and data science appli-
cation design (DSENG.06/DSAPPD). Meanwhile, in relation to the job market, this
course can potentially instill skills related to the stabilizer, challenger, and disruptor
quadrants. These skills have been embedded in the coursework that requires students
to apply them to complete assignments and project. Furthermore, a computing envi-
ronment based on the Cloudera Hadoop cluster has been set up for teaching and
learning. This cluster can be accessed through the Internet and the intranet. Based on
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the usage of this cluster within the targeted observation period, we can conclude that
it is stable in some way and has the potential to support the larger problem. However,
further observation is needed to support this claim. Having said that, the use of Spark
needs to be strategically handled, especially when dealing with multiple accesses,
since it is memory-intensive.

Providing a cluster requires server administration skills. Furthermore, enabling
access to the Internet requires network and security skills. In fact, when the cluster
is up and running, it needs to be maintained, especially during the semester period.
User accounts must be created, and some privilege settings must be enforced. For this
reason, we are glad to have financial, technical and maintenance support to make the
cluster a reality and make it usable to students. Although there were times when the
cluster was not stable, in general, students can have access to it and complete their
assignments and projects accordingly. Having said that, more planning is needed to
ensure continuous support and to extend the capability of the cluster in terms of
computing power and space.

Providing Big Data for the course is another challenge and is important for the
student learning experience. The privacy of data is crucial when it comes to utilizing
any existing project within the school. If there is a certain restriction to the data,
that means more configuration is needed on the cluster to make it available to the
students. A public Big Data set can be the alternative for this reason, but it may limit
the assignments or project to the same data for all students. Therefore, a decision
must be made on the suitability of the datasets for all students. This will become our
concern in the coming semester. For the past two semesters, the datasets assigned
to the students were related to academic ranking and publication, and the Hadoop
cluster has been used to complete the tasks.

Streaming data is an interesting technological aspect that students should explore.
Data may come from various sources, such as Internet of Things (IoT) devices, social
media applications, and real-time applications. Dealing with this type of data can
obviously broaden their skills. The preparation of the cluster to enable streaming data
processing poses another technical challenge in preparing it for the learning process.
In addition, course materials must be designed appropriately to provide sufficient
exposure to students. Therefore, a proper plan must be made to realize this intention.

With the challenges mentioned above and the future initiatives to address them,
we will continuously improve this course to allow students to acquire the knowledge
and skills to enter the job markets of the DSA landscape.

Abbreviations Al, - Artificial Intelligence; BDA, - Big Data Analytics; BoK, - Body of Knowledge;
DSA, - Data Science and Analytics; EDA, - Exploratory Data Analysis; HDFS, - Hadoop File System; IoT,
- Internet of Things; MCO, - Movement Control Order; MDEC, - Malaysia Digital Economy Corporation;
PC, - Personal Computer; UiTM, - Universiti Teknologi MARA; VM, - Virtual Machine; YARN, - Yet
Another Resource Negotiator.
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