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Abstract
Artificial intelligence (AI) provides new opportunities for K-12 English as foreign 
language (EFL) teachers to improve their teaching. To address the emerging trend 
of integrating AI into teaching, this study investigated EFL teachers’ perceptions, 
knowledge, and behavioral intention to use AI to support teaching and learning 
of English in middle schools. This study combined relevant aspects of the Uni-
fied Theory of Acceptance and Use of Technology (UTAUT) and Technological 
Pedagogical and Content Knowledge (TPACK) as the theoretical basis. A survey 
was conducted in an AI education demonstration district in China. This survey ad-
opted a 5-point Likert scale which was developed from previous research and the 
interview records of EFL teachers. A total of 470 valid responses were collected. 
The reliability and validity of the scale were satisfied with eight constructs: Perfor-
mance Expectancy (PE), Effort Expectancy (EE), Social Influence (SI), Facilitating 
Conditions (FC), AI language technological knowledge (AIL-TK), AI technological 
pedagogical knowledge (AI-TPK), AI-TPACK, and Behavioral Intention (BI). The 
results showed that the EFL teachers were positive with regard to the measured fac-
tors. PE, SI, AIL-TK, and AI-TPACK had significant positive predictive power on 
BI; and EE, FC, AI-TPK had indirect effects on BI. The complex interrelations were 
mapped out to provide educators and policymakers with a theoretically grounded 
scheme to foster teachers’ BI to use AI in teaching.

Keywords English teacher · Foreign language learning · Behavioral intention · 
Artificial intelligence · Middle school

Received: 27 April 2022 / Accepted: 15 August 2022 / Published online: 29 October 2022
© The Author(s) 2022

Modeling English teachers’ behavioral intention to use 
artificial intelligence in middle schools

Xin An1  · Ching Sing Chai2 · Yushun Li1,3 · Ying Zhou1 · Xi Shen1 · 
Chunping Zheng4 · Mengyuan Chen5,6

Extended author information available on the last page of the article

1 3

http://orcid.org/0000-0002-8080-1005
http://crossmark.crossref.org/dialog/?doi=10.1007/s10639-022-11286-z&domain=pdf&date_stamp=2022-10-25


Education and Information Technologies (2023) 28:5187–5208

1 Introduction

Artificial intelligence (AI) is currently changing the world through enhancing auto-
mation with intelligent actions in many sectors (Jordan & Mitchell, 2015). In edu-
cation, AI could also change people’s fundamental understanding and practices of 
teaching and learning. Nonetheless, research about AI in education has been focusing 
on the technical aspects of system development (Divekar et al., 2021), with little 
attention to factors that shape the use of AI in the K-12 education settings (Zawacki-
Richter et al., 2019). Research on teachers’ perceptions of the use of AI has only just 
emerged (Chiu & Chai, 2020). In China, the Development Plan of New Generation 
Artificial Intelligence (The State Council of China, 2017) proposed that AI would 
be used to accelerate the reform of teaching methods. Several AI education demon-
stration districts were designated to explore the use of AI in subject matter teaching 
(Ministry of Education of China, 2018). To facilitate the design of future AI-assisted 
pedagogical models, it is obvious that more efforts should be devoted to understand-
ing teachers’ views (Chai et al., 2021).

In English as foreign language (EFL) classes, AI provides new opportunities for 
EFL teachers to improve their teaching efficiency and quality (Chun, 2020). For 
example, based on data mining technology, AI can foster personalized learning and 
provide immediate feedback that may enhance learning satisfaction (Pokrivcakova, 
2019). Emerging literature indicates that some tasks that EFL teachers perform are 
being enhanced or replaced by AI. These include analyzing learners (Tlili et al., 
2021), checking homework, marking tests, and correcting pronunciation and writing 
(Florea & Radu, 2019).

Although AI has great potential to facilitate EFL learning, the integration of new 
technologies into classroom teaching generally requires teachers to overcome mul-
tilayer barriers (Tsai & Chai, 2012). EFL teachers may face many challenges in 
adapting to AI and making full use of AI to improve teaching. The effort needed for 
AI-supported language learning to emerge involves teachers’ acceptance and creative 
lesson designs (Geng et al., 2021). Hence, while foreign language teachers gener-
ally support the use of modern technology in the classroom (Pokrivcakova, 2019), 
they are also generally concerned about many factors that include external factors 
(lack of material equipment, insufficient technical support, inflexible curriculum, or 
limited time) and internal factors (lack of knowledge and skills, contradictory teach-
ers’ beliefs, or fear of losing pedagogical roles) (Pokrivcakova, 2019). Hence, when 
integrating AI as a new technology in EFL lessons, it is necessary to study teachers’ 
acceptance of AI, and the related external and internal factors that teachers consider.

To address the emerging trend of integrating AI into teaching in K-12, this study 
investigated EFL teachers’ behavioral intention to implement AI-supported language 
learning in middle school and the related external and internal factors. This study 
adopted the Unified Theory of Acceptance and Use of Technology (UTAUT) as the 
theoretical basis for external factors influencing teachers’ behavioral intention to use 
AI, and Technological Pedagogical and Content Knowledge (TPACK) as the theoret-
ical basis for teachers’ internal factors related to AI use. Understanding the interplay 
between the external usability factors and internal pedagogical factors can contribute 
to the co-development of pedagogy and technology.
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The UTAUT has been widely used to study the effects of people’s perceptions 
of technology on their behavioral intention to use a technology (Venkatesh et al., 
2003). On the other hand, TPACK studies assess teachers’ knowledge of technol-
ogy integration with teaching (Zhou et al., 2017), which has been regarded as an 
important supplement to the UTAUT (Lim & Harwati, 2021). The UTAUT accounts 
for usability and usefulness factors pertaining to technology from users’ perspec-
tives, while the TPACK framework accounts for teachers’ knowledge and design 
expertise needed for technology integration. Previous studies have pointed out that 
integrating technology for teaching and learning is a complex problem with mul-
tiple forms of barriers; and teachers’ acceptance and design efforts are interrelated 
dimensions that need to be addressed to facilitate their development of expertise for 
the pedagogical use of emerging technologies (Ertmer, 1999; Geng et al., 2021). In 
particular, while usability and usefulness are the outcomes of technological design, 
they are also dependent on the users’ perceptions of the affordances of the existing 
technological design. For instance, many teachers perceive PowerPoint as a useful 
information delivery tool and use it for teacher-centered teaching. For teachers with a 
strong inclination for student-centric pedagogies, PowerPoint can be used as a multi-
media knowledge construction tool for students to construct understanding of a topic 
based on multiple information resources (Teo et al., 2008). While both uses indicate 
teachers’ acceptance of the technology, teachers who are well versed in both tradi-
tional and student-centric pedagogies (in other words, teachers who have stronger 
TPACK) could have stronger acceptance as they are more able to find pedagogical 
applications for the technology. In other words, teachers’ technological and/or peda-
gogical knowledge could shape their assessment of the usefulness and usability of a 
technology, which could in turn shape their intention to use the technology. Hence, 
the technology acceptance model and TPACK are interrelated, although the interrela-
tionships could be contextual (see later). Teo et al. (2019) combined these theories to 
predict preservice teachers’ intentions to use web 2.0 technologies for teaching. The 
combination of the two models should predict teachers’ intention to use new technol-
ogy to a large extent (Bardakci & Alkan, 2019). Based on UTAUT and TPACK, this 
research studied the predicting factors of teachers’ behavioral intention to use AI in 
teaching.

2 Literature review and hypotheses

2.1 UTAUT and behavioral intention

The theory of reasoned action (Fishbein & Ajzen, 1975) proposes that human behav-
iors are reasoned action following from Behavioral Intention. Behavioral Intention is 
formed by the information or beliefs people possess about the behavior under consid-
eration (Fishbein & Ajzen, 1975). On this basis, the Technology Acceptance Model 
(TAM) is proposed to predict users’ Behavioral Intention and behavior. In TAM, 
Perceived Usefulness and Perceived Ease of Use can predict users’ attitudes towards 
technology; Perceived Ease of Use predicts users’ Behavioral Intention through 
Perceived Usefulness, and Behavioral Intention can predict their actual use (Davis, 
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1989). The UTAUT was proposed based on TAM and seven other models (Venkatesh 
et al., 2003). The model comprises four key factors to predict users’ acceptance of 
technology: Performance Expectancy (corresponding to Perceived Usefulness in 
TAM), Effort Expectancy (corresponding to Perceived Ease of Use in TAM) (Zhou et 
al., 2022), Social Influence, and Facilitating Conditions. Because the UTAUT model 
integrates the advantages of the existing eight models, the predictive power of the 
model reaches 70%, surpassing any previous technology acceptance model (Ven-
katesh et al., 2003). Performance Expectancy refers to an individual’s belief about 
how much a system will enhance his/her job performance. Effort Expectancy denotes 
the degree of ease associated with the use of the system. Social Influence refers to 
the degree to which an individual perceives that important others believe he or she 
should use the new system, and Facilitating Conditions means the degree to which an 
individual believes that an organizational and technical infrastructure exists to sup-
port the use of the system (Venkatesh et al., 2003).

As a new technology, AI has begun to be integrated into language learning. AI 
systems in language learning mainly involve natural language processing, expert sys-
tems, speech recognition, robotics, intelligent agents, and others (Liang et al., 2021). 
There are different kinds of AI tools that could support language learning. These 
tools include chatbots, machine translation tools, text-to-speech or vice-versa, and 
writing assistants (Jiang et al., 2021; Pokrivcakova, 2019). However, most studies 
to date have focused on system development and students in higher education, while 
few have paid attention to K-12 and teachers (Liang et al., 2021). The only relevant 
research explored Spanish and British teachers’ perceptions of using mobile assisted 
language learning and natural language processing technologies as open educational 
resources (Pérez-Paredes et al., 2018). The UTAUT is usually used to study users’ 
Behavior Intention to use new technology with related factors. Previous empirical 
studies have shown that the UTAUT can predict the intention to use AI among stake-
holders in higher education (Chatterjee & Bhattacharjee, 2020; Kazoun et al., 2022) 
proposed that the UTAUT could be used to explore the factors affecting AI agents/
chatbots applications usage. Therefore, it is reasonable to conjecture that the UTAUT 
is also applicable to predict the intentions of middle school EFL teachers to use AI 
technology for teaching and learning. In addition, studies associated with technology 
acceptance could focus on measuring behavioral intention as the dependent variable 
instead of actual use of AI. Behavioral intention has demonstrated a strong connec-
tion with actual technology use in many empirical studies, and can be adopted as a 
reliable predictor of actual behavior (Davis, 1989; Teo et al., 2019; Venkatesh et al., 
2003). Besides, measuring users’ behavior through a questionnaire survey may be 
less reliable, so many studies regard Behavioral Intention as the result variable (Bar-
dakci & Alkan, 2019; Lim & Harwati, 2021).

According to UTAUT, Performance Expectancy, Effort Expectancy, and Social 
Influence predict users’ Behavioral Intention to use a technology or system, and Facil-
itating Conditions directly predict users’ behavior, but not their Behavioral Intention 
(Venkatesh et al., 2003). Based on Venkatesh et al.’s (2003) empirical findings, H1-3 
were formulated. In a follow-up study, Effort Expectancy was found to have a predic-
tion effect on Performance Expectancy (Abbad et al., 2009). Hence, H4 was formu-
lated for testing. Chatterjee & Bhattacharjee (2020) found that in higher education, 
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Facilitating Conditions could positively predict Behavioral Intention. Hence, H5 was 
formulated for testing. Nonetheless, Chatterjee & Bhattacharjee (2020) reported that 
Performance Expectancy could not significantly predict Behavioral Intention. To 
clarify the factors that are positively associated with Behavioral Intention, it is neces-
sary to carry out empirical research. To summarize, past empirical studies of UTAUT 
support the following hypotheses:

H1: EFL teachers’ Performance Expectancy of AI teaching systems could predict 
their Behavioral Intention to use AI.

H2: EFL teachers’ Effort Expectancy of AI teaching systems could predict their 
Behavioral Intention to use AI.

H3: EFL teachers’ Social Influence of AI teaching systems could predict their 
Behavioral Intention to use AI.

H4: EFL teachers’ Effort Expectancy of AI teaching systems could predict their 
Performance Expectancy of using AI.

H5: EFL teachers’ Facilitating Conditions of AI teaching systems could predict 
their Behavioral Intention of using AI.

2.2 TPACK and behavioral intention

In previous studies about Behavioral Intention, TPACK was usually regarded as the 
important external factor in the Technology Acceptance Model (Hsu, 2017;Yang et 
al., 2021), and a significant supplement to the UTAUT (Bardakci & Alkan, 2019; Lim 
& Harwati, 2021). TPACK is widely used to describe teachers’ knowledge in inte-
grating technologies into teaching (Koh et al., 2013). In essence, teachers’ TPACK is 
a form of designed knowledge that is context sensitive (Angeli & Valanides, 2009) 
and as such, it is a form of dynamic knowledge constructed for specific topics and 
students. Teachers who possess strong TPACK are able to make sense of emerging 
technologies and create new lessons and practices that enhance students’ learning 
(Geng et al., 2021).

Teachers’ TPACK is built based on three basic types of knowledge: technological 
knowledge (TK), pedagogical knowledge (PK), and content knowledge (CK) (Mishra 
& Koehler, 2006). These three kinds of knowledge interrelate to form technological 
content knowledge (TCK), pedagogical content knowledge (PCK), technological 
pedagogical knowledge (TPK), and technological pedagogical content knowledge 
(TPACK). Teachers with different backgrounds are likely to construct TPACK in a 
different way (Hsu, 2017; Koh et al., 2013). Investigating the interrelations of teach-
ers’ AI-TPACK knowledge, and how they are associated with teachers’ intention to 
use AI could provide valuable information about how to develop teachers’ ability to 
design pedagogical use of AI.

Previous empirical research found that teachers’ TPACK would significantly and 
positively influence their behavioral intention to use other technology (Bardakci 
& Alkan, 2019; Lim & Harwati, 2021). It is reasonable to speculate that teachers’ 
TPACK will have an impact on their behavioral intention to use AI in education 
(i.e., H8). In-service teachers usually possess good PCK from teaching experiences, 
and need to transform PCK to TPACK (Hsu, 2017). In the case of AI, teachers need 
to understand basic concepts of AI technologies and be familiar with current AI-

1 3

5191



Education and Information Technologies (2023) 28:5187–5208

supported language technologies including applications such as automated speech 
and text recognition, grammar checking, translation machines, and so on (Jiang et 
al., 2021). These language processing AI technologies are referred to as AI language 
technological knowledge (AIL-TK). How AIL-TK can be employed to support lan-
guage learning tasks may draw ideas from the AI-TPK (e.g., using AI as an intelligent 
tutor), which contribute to the formation of AI-TPACK (e.g., using speech recogni-
tion to practice oral presentations), which forms H9-H11, respectively. Acquiring 
and developing these three forms of knowledge is foundational for EFL teachers to 
integrate AI technology, and possessing these different types of knowledge implies 
that the teachers are more able to teach with AI, and thus their willingness to use AI 
should be enhanced (i.e., H6-H8). These hypotheses were supported theoretically 
and empirically by previous research that did not specify the technology (Koh et al., 
2013). Therefore, we conjecture that these three kinds of knowledge may have an 
impact on teachers’ intention to use AI. The following hypotheses were proposed:

H6: EFL teachers’ AIL-TK could predict their Behavioral Intention to use AI.
H7: EFL teachers’ AI-TPK could predict their Behavioral Intention to use AI.
H8: EFL teachers’ AI-TPACK could predict their Behavioral Intention to use AI.
H9: EFL teachers’ AIL-TK could predict their AI-TPK.
H10: EFL teachers’ AIL-TK could predict their AI-TPACK.
H11: EFL teachers’ AI-TPK could predict their AI-TPACK.

2.3 UTAUT and TPACK

Researchers have reported that teachers’ TPACK could be an external factor in the 
Technology Acceptance Model (TAM). TPACK had a significant impact on users’ 
Behavioral Intention through the mediation of Perceived Usefulness (corresponding 
to Performance Expectancy in UTAUT) and Perceived Ease of Use (corresponding 
to Effort Expectancy in UTAUT) (Hsu, 2017;  Yang et al., 2021). These studies pro-
vide support for H12-H17. In recent years, as UTAUT was proposed based on TAM, 
researchers have found that TPACK could be an important supplement to UTAUT 
(Bardakci & Alkan, 2019; Lim & Harwati, 2021). The research about pre-service 
teachers using an interactive whiteboard found that only Performance Expectancy 
had a high explanation (0.91) for Behavioral Intention, while Effort Expectancy, TK, 
TPK, PK and other factors were not significant predictors of intention (Bardakci & 
Alkan, 2019). However, the research on pre-service teachers using general technol-
ogy found that when combining the two models, only TPACK would significantly 
predict Behavioral Intention, while Performance Expectancy, Effort Expectancy, and 
Facilitating Conditions did not predict intention (Lim & Harwati, 2021). This shows 
that in different contexts, the factors predicting teachers’ intention to use technology 
are not always the same; the aim of this study was therefore to clarify the predictive 
role of these factors. The hypotheses were formed as follows:

H12: EFL Teachers’ AIL-TK could predict their Performance Expectancy;
H13: EFL Teachers’ AI-TPK could predict their Performance Expectancy;
H14: EFL Teachers’ AI-TPACK could predict their Performance Expectancy;
H15: EFL Teachers’ AIL-TK could predict their Effort Expectancy;
H16: EFL Teachers’ AI-TPK could predict their Effort Expectancy;
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H17: EFL Teachers’ AI-TPACK could predict their Effort Expectancy.
As for the relationship between Facilitating Conditions and TPACK, Cheung et 

al., (2016) found that Facilitating Conditions, Performance Expectancy, and Effort 
Expectancy were positively correlated with TPACK. Furthermore, Lachner et al., 
(2021) found that teachers’ perceived support for technology integration, which is 
conceptually akin to Facilitating Conditions in UTAUT, would predict their TPACK. 
Therefore, it was hypothesized that Facilitating Conditions would predict teachers’ 
AIL-TK, AI-TPK, and AI-TPACK in this research. The hypotheses were as follows:

H18: EFL teachers’ Facilitating Conditions could predict their AIL-TK;
H19: EFL teachers’ Facilitating Conditions could predict their AI-TPK;
H20: EFL teachers’ Facilitating Conditions could predict their AI-TPACK.
The research hypotheses are shown in Fig. 1.

3 Methodology

3.1 Participants

A survey was adapted to test the research model. The survey was conducted in an AI 
education demonstration district in China. This district has been promoting the use 
of AI applications for English teaching and learning since December 2020. With the 
joint support of the local government, teacher training centers, teacher research cen-
ters, and universities, all teachers participated in research projects, focusing on one or 
more aspects of AI-supported language learning, such as listening, speaking, writing, 
and reading. There were three experts for every five projects, including an educa-
tional technology expert, an EFL expert, and a researcher. Expert guidance meetings 
about how to design and implement lessons using AI in EFL were held on a weekly 

Fig. 1 The hypothesized relations among the eight research constructs
Note: AIL-TK (AI Language Technological Knowledge), AI-TPK (AI Technological Pedagogical 
Knowledge), AI-TPACK (AI Technological Pedagogical Content Knowledge)
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basis. The teachers implemented the newly constructed AI-supported language learn-
ing lesson activities, which were equivalent to newly constructed TPACK. Hence, 
they were purposively selected to participate in this study.

There were 40 middle schools in this district. From November 2 to 4, 2021, ques-
tionnaires were sent to 20 randomly chosen schools with 254 EFL teachers, and 219 
valid responses were received. These responses constituted subsample 1 (n = 219) 
that was used for Exploratory Factor Analysis. After obtaining the findings of the 
EFA which provided support for the validity and reliability of the scale, another inde-
pendent set of data was collected for Confirmatory Factor Analysis (CFA). From 
November 5 to 7, 2021, questionnaires were sent to the remaining schools with 
another 303 EFL teachers, and 251 valid responses were received. These responses 
constituted subsample 2 (n = 251), which was used for CFA. A total of 470 valid 
responses were collected in this survey. The respondents included 6.6% males and 
93.4% females, which reflects the current gender distribution of English teachers in 
China. The descriptive statistics of the participants’ demographic data are shown in 
Table 1.

3.2 Instrument

The questionnaire consisted of two parts: the first part collected demographic infor-
mation, and the second part measured teachers’ Performance Expectancy, Effort 
Expectancy, Social Influence, Facilitating Conditions, AIL-TK, AI-TPK, AI-TPACK, 
and Behavioral Intention. The survey employed a 5-point Likert scale that ranged 
from 1 (strongly disagree) to 5 (strongly agree). The scale consisted of eight con-
structs in the survey that were developed from previous research and the interview 
records of EFL teachers. Fifteen EFL teachers were interviewed and their experi-
ences of AI-supported language learning were included for the preparation of the 
questionnaire. Table 2 shows the definitions of each construct and sample item.

As some items were substantially changed from the previous scales, we invited 
three educational technology professors to check the content validity of the scale, 
and then asked six English teachers in middle school to complete the questionnaire 
and advise us on any necessary revisions. The revised scale was used to survey the 
teachers.

Demographic Profile Classification Number Percent (%)
Gender Male 31 6.6%

Female 439 93.4%
Age 23–30 73 15.53%

31–40 154 32.77%
41–50 176 37.45%
51–60 67 14.26%

Teaching years Below 1 20 4.26%
1–3 31 6.60%
4–10 81 17.23%
11–20 159 33.83%
21–30 139 29.57%
31–40 40 8.51%

Table 1 Demographic Informa-
tion of Participants
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3.3 Data analysis

Before data analyses were performed, normality was tested. All the measured items 
had appropriate skewness (ranging from − 0.639 to 0.209) and kurtosis (ranging from 
− 0.409 to 1.507), smaller than the requisite maximum values of |1| and |2| respec-
tively, indicating that the data of all items were close to the normal distribution (Noar, 
2003).

Data analysis consisted of four stages: Exploratory Factor Analysis (EFA), Confir-
matory Factor Analysis (CFA), reliability analysis, and Structural Equation Modeling 
(SEM). EFA and reliability analysis of the scale were conducted with SPSS20.0, and 
CFA and SEM were conducted with Mplus 8.3. Subsample 1 was used for EFA, and 

Table 2 The definitions and sample items of each construct
Constructs Definitions Sample item Adapt-

ed from
Num-
ber 
of 
items

Performance 
Expectancy 
(PE)

Performance Expectancy means the degree 
to which a teacher believes that using the 
AI system will help him or her attain gains 
in job performance (Venkatesh et al., 2003).

AI can help me 
improve the quality of 
teaching.

(Ven-
katesh 
et al., 
2003)

4

Effort Expec-
tancy (EE)

Effort Expectancy means the degree of ease 
associated with the use of an AI system 
(Venkatesh et al., 2003).

I think AI teaching sys-
tems are very simple.

(Ven-
katesh 
et al., 
2003)

4

Facilitating 
Conditions 
(FC)

Facilitating Conditions means the degree to 
which a teacher believes that an organiza-
tional and technical infrastructure exists to 
support the use of the AI system (Venkatesh 
et al., 2003).

When I need to use AI 
in teaching, my school 
will provide help for 
me.

(Ven-
katesh 
et al., 
2003)

4

Social Influ-
ence (SI)

Social Influence means the degree to which 
an individual perceives that important 
others believe he or she should use the new 
system (Venkatesh et al., 2003).

Teachers who can use 
AI in teaching will be 
admired by colleagues.

(Ven-
katesh 
et al., 
2003)

4

AI language 
technological 
knowledge 
(AIL-TK)

AIL-TK means knowledge about AI 
technologies in language fields (Schmid et 
al., 2020).

I know that [speech 
recognition technology] 
can score pronunciation 
accuracy, fluency, and 
phonological tone type.

(IFLY-
TEK, 
2021)

7

AI tech-
nological 
pedagogical 
knowledge 
(AI-TPK)

AI-TPK means knowledge of how teaching 
may be changed as the result of using AI 
technologies (Schmid et al., 2020).

I know how to use AI 
tools to understand 
students’ differentiated 
learning needs.

Inter-
view 
records

7

AI technolog-
ical pedagogi-
cal content 
knowledge 
(AI-TPACK)

AI-TPACK means knowledge for teach-
ing with AI technology which requires 
understanding of how AI technologies can 
support teaching subject matter (Schmid et 
al., 2020).

I know how to use the 
strategy of personalized 
guidance to improve 
students’ English skills 
with the help of AI.

(Tseng, 
2016),
Inter-
view 
records

10

Behavioral 
Intention

Behavioral Intention means the beliefs 
teachers have about the AI using behavior 
under consideration (Davis, 1989).

I intend to use AI in 
teaching in the future.

(Zhou 
et al., 
2017)

6
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subsample 2 was used for CFA. In the reliability analysis and SEM, all 470 samples 
were used.

In EFA, principal axis factoring analysis (PFA) and the Direct Oblimin Rotation 
method were used to extract the factors, and components were extracted with eigen-
values greater than 1. Items with cross factor loadings or low loadings (< 0.5) were 
deleted (Deng et al., 2017).

In CFA and SEM, the standards recommended by Hair et al., (2014) were adopted. 
Accordingly, indices of χ²/df (< 5), Root Mean Square Error of Approximation 
(RMSEA) (< 0.10), Comparative Fit Index (CFI) (> 0.90), and the Tucker-Lewis 
Index (TLI) (> 0.90) were used to check the model fit degree. Then Average Vari-
ance Extracted (AVE) (> 0.5) and Construct Reliability (CR) (> 0.7) were calculated 
using factor loadings (λ ) to check the convergent validity of the scale. The square 
root values of AVEs of components were compared with the correlations between 
components to check the discriminant validity of the scale. The correlations between 
all factors were tested for significance before SEM.

In reliability analysis of the scale, the internal consistency coefficients’ Cronbach’s 
α values were calculated, where the whole scale and all constructs needed to be higher 
than 0.7 (Fornell & Larcker, 1981).

4 Results

4.1 Validity and reliability

The EFA results showed good validity of the scale. The Kaiser-Meyer-Olkin measure 
value was 0.94 (p < 0.001), indicating that it was suitable for factor analysis. A total of 
eight factors were obtained, and the total explained variance was 77.45%. The load-
ings of each item on the factor were between 0.53 and 0.94 (see Table 3).

To further verify the structural validity of the scale, CFA was carried out. The 
model fit indices of χ²/df was 2.88 (< 5.0), RMSEA was 0.09 (< 0.10,), CFI was 0.91 
(> 0.90), and TLI was 0.91 (> 0.90), indicating that the fit for the items of the scale 
was acceptable. As shown in Table 3, all standardized factor loadings were in a good 
range of 0.72 to 0.96. The values of AVE were higher than 0.5, and CR was higher 
than 0.7, indicating good convergent validity. All the square root values of AVE of 
each component were higher than the correlations between it and other components 
(see Table 4), indicating good discriminant validity.

The internal consistency coefficient test showed good reliability of the scale. The 
Cronbach’s α of the whole scale was 0.98, and those of the components are shown in 
Table 3. All the construct reliabilities were higher than 0.7, indicating good reliabil-
ity. Means of components were all above the midpoint 3, and standard deviations of 
all components were between 0.59 and 0.74, as shown in Table 3.

4.2 SEM for hypothesis testing

The model fit indices of the structural equation model (SEM) were good. The value 
of χ²/df was 3.57 (< 5.0), RMSEA was 0.07 (< 0.10), CFI was 0.92 (> 0.90), and TLI 
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was 0.92 (> 0.90), indicating a good fit of the structural equation model. The verifica-
tion of the research model was as shown in Fig. 2.

The hypothesized paths of Performance Expectancy, Social Influence, AIL-TK, 
and AI-TPACK to Behavioral Intention were all significant. The hypotheses H1, 
H3, H6, and H8 were supported in this research. The hypothesized paths of Effort 
Expectancy and AI-TPK to Behavioral Intention were not significant. This means 
that Effort Expectancy and TPK did not have a direct significant predictive power on 
Behavioral Intention. Hypotheses H2 and H7 were therefore not supported.

The hypothesized path of Effort Expectancy to Performance Expectancy was sig-
nificant, but the path of Facilitating Conditions to Performance Expectancy was not 
significant. Hypothesis H4 was supported, but H5 was not. The paths of AIL-TK 
to AI-TPK, AIL-TK to AI-TPACK, and AI-TPK to AI-TPACK were all significant, 
indicating that AIL-TK and AI-TPK had a positively significant predictive power on 
AI-TPACK, and AIL-TK had a positively significant predictive power on AI-TPK. 
Hypotheses H9, H10, and H11 were supported.

As for the relationship between AI-TPACK and UTAUT for AI, the hypothesized 
paths of AIL-TK and AI-TPK to Performance Expectancy were not significant, so 
H12 and H13 were not supported. The path of AI-TPACK to Performance Expec-
tancy was significant, so H14 was supported. The paths of AIL-TK, AI-TPK, and 
AI-TPACK to Effort Expectancy were significant, so H15, H16, and H17 were sup-
ported. The paths of Facilitating Conditions to AIL-TK, AI-TPK, and AI-TPACK 
were significant, so H18, H19, and H20 were supported.

The explanatory power (R2) is the interpretable variation or total variation to judge 
the explanatory degree of the model. In this study, the R2 values of Performance 
Expectancy, Effort Expectancy, AIL-TK, AI-TPK, AI-TPACK, and Behavioral Inten-
tion were respectively 0.41, 0.37, 0.25, 0.50, 0.74, and 0.54, which shows that the 
variables of each facet had explanatory power of the model, as they were above the 
threshold of 0.3 (Cohen, 1977).

Table 4 Correlations between components and AVE of the components
PE EE FC SI AIL-TK AI-TPK AI-TPACK BI

PE 0.96
EE 0.63 0.94
FC 0.40 0.57 0.85
SI 0.47 0.37 0.55 0.90
AIL-TK 0.41 0.49 0.47 0.35 0.81
AI-TPK 0.46 0.55 0.57 0.51 0.67 0.93
AI-TPACK 0.56 0.54 0.56 0.59 0.68 0.84 0.90
BI 0.66 0.51 0.49 0.53 0.55 0.62 0.70 0.93
Note: The diagonal values in the table are the square root values of AVE of each component. The non-
diagonal absolute value is the correlation coefficient of each factor. All the correlations were significant 
(p < 0.001). PE (Performance Expectancy), EE (Effort Expectancy), FC (Facilitating Conditions), 
SI (Social Influence), AIL-TK (AI Language Technological Knowledge), AI-TPK (AI Technological 
Pedagogical Knowledge), AI-TPACK (AI Technological Pedagogical Content Knowledge), BI 
(Behavioral Intention)

1 3

5197



Education and Information Technologies (2023) 28:5187–5208

Components (percentage of 
variance explained)

Items M SD λ-EFA λ-CFA AVE CR α

PE (6.96%) 4.03 0.66 0.92 0.98 0.96
PE1 4.01 0.70 0.84 0.95
PE2 4.02 0.71 0.84 0.95
PE3 4.09 0.68 0.86 0.96
PE4 4.03 0.70 0.93 0.97

EE (5.26%) 3.65 0.73 0.88 0.97 0.97
EE1 3.69 0.76 0.87 0.92
EE2 3.64 0.78 0.87 0.93
EE3 3.67 0.75 0.94 0.97
EE4 3.60 0.77 0.91 0.93

FC (4.51%) 3.70 0.69 0.73 0.92 0.92
FC1 3.72 0.78 0.75 0.82
FC2 3.72 0.73 0.56 0.82
FC3 3.68 0.79 0.92 0.88
FC4 3.66 0.80 0.90 0.89

SI (2.81%) 3.58 0.69 0.81 0.93 0.90
SI1 3.53 0.78 0.82 0.86
SI3 3.63 0.77 0.82 0.95
SI4 3.57 0.72 0.59 0.88

AIL-TK (3.39%) 3.65 0.74 0.65 0.85 0.85
AIL-TK5 3.61 0.90 0.70 0.72
AIL-TK6 3.71 0.81 0.75 0.88
AIL-TK7 3.63 0.83 0.65 0.82

AI-TPK (2.26%) 3.53 0.69 0.87 0.98 0.98
AI-TPK1 3.50 0.74 -0.68 0.88
AI-TPK2 3.53 0.76 -0.78 0.93
AI-TPK3 3.54 0.74 -0.84 0.95
AI-TPK4 3.50 0.75 -0.86 0.95
AI-TPK5 3.48 0.76 -0.77 0.96
AI-TPK6 3.55 0.72 -0.62 0.93
AI-TPK7 3.57 0.73 -0.74 0.92

AI-TPACK (47.83%) 3.70 0.64 0.81 0.98 0.97
AI-TPACK1 3.67 0.73 0.73 0.90
AI-TPACK2 3.77 0.68 0.65 0.92
AI-TPACK3 3.58 0.77 0.62 0.90
AI-TPACK4 3.57 0.74 0.53 0.86
AI-TPACK5 3.60 0.75 0.66 0.90
AI-TPACK6 3.76 0.68 0.68 0.86
AI-TPACK7 3.74 0.72 0.69 0.91
AI-TPACK8 3.74 0.72 0.68 0.92
AI-TPACK9 3.81 0.71 0.57 0.92
AI-TPACK10 3.73 0.74 0.67 0.89

BI (4.43%) 4.06 0.59 0.86 0.96 0.96
BI1 4.11 0.61 0.91 0.94
BI2 4.05 0.64 0.88 0.92

Table 3 Means, standard deviations, factor loadings (λ), AVEs, and construct reliability
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5 Discussion

To examine EFL teachers’ intention to implement AI-supported teaching, we investi-
gated teachers’ TPACK associated with language-based AI tools and factors associ-
ated with UTAUT. A total of 15 hypotheses were supported, while five were not. The 
hypothesized theoretical model is hence generally supported. The findings of this 
study are further discussed below.

This study used EFA and CFA to establish a valid and reliable scale to measure 
EFL teachers’ perceptions of TPACK, UTAUT factors, and behavioral intention to 
use AI in teaching (see Appendix). For this scale we developed items about EFL 
teachers’ AI-TPACK, which are innovative in the TPACK field and can be used in 
future studies. This questionnaire can also be used to study how to improve teachers’ 
behavioral intention in future research.

5.1 EFL teachers’ perceptions of and behavioral intention to use AI

In this study, the means of all factors are above the midpoint 3, indicating that EFL 
teachers have positive perceptions of external factors about AI, adequate AI teach-

Fig. 2 The path coefficients of the structural model
Note: ***p < 0.001, **p < 0.01. AIL-TK (AI Language Technological Knowledge), AI-TPK (AI Tech-
nological Pedagogical Knowledge), AI-TPACK (AI Technological Pedagogical Content Knowledge)

 

Components (percentage of 
variance explained)

Items M SD λ-EFA λ-CFA AVE CR α

BI3 4.04 0.63 0.79 0.92
BI4 4.03 0.63 0.72 0.94

Note: The total explained variance was 77.45%. PE (Performance Expectancy), EE (Effort Expectancy), 
FC (Facilitating Conditions), SI (Social Influence), AIL-TK (AI Language Technological Knowledge), 
AI-TPK (AI Technological Pedagogical Knowledge), AI-TPACK (AI Technological Pedagogical 
Content Knowledge), BI (Behavioral Intention)

Table 3 (continued) 
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ing knowledge, and strong behavioral intention to use AI in education. The findings 
match the expectations of the researchers as the teachers had received professional 
development guidance about AI-supported teaching. Theoretically, the model we 
hypothesized indicates that Facilitating Conditions support teachers’ development 
of three types of TPACK, which in turn promoted the teachers’ acceptance of AI for 
EFL, and hence teachers’ intention to use AI for EFL.

Specifically, the EFL teachers perceived that AI technology was very helpful to 
their teaching and was easy to use. They thought that schools and colleagues have 
supportive attitudes towards AI in education, and organizations and technicians pro-
vide adequate support. They also believed that they had developed an understanding 
of AIL-TK, AI-TPK, and AI-TPACK. They were inclined to continue to learn and use 
AI in the future. The survey results indicated that these teachers in the AI education 
demonstration district in China are well-positioned to experiment with the emerging 
language-based AI applications for the teaching of EFL.

5.2 Factors that are positively associated with behavioral intention

As the results showed, the most influential factor on teachers’ Behavioral Intention 
to use AI is Performance Expectancy. When teachers have high Performance Expec-
tancy, they believe that AI can help them teach well, such as improving their teaching 
efficiency and quality. This shows that if the government or schools want to promote 
the integration of AI and EFL teaching in middle school, they need to help the teach-
ers to understand the usefulness of AI for their teaching. Diverse AI applications 
enable EFL learners to practice meaningful interaction without limitation of time and 
place (Bibauw et al., 2019). It can also reduce learners’ anxiety (El Shazly, 2021), 
which is the main barrier for EFL in China (Jiang et al., 2021; Zheng et al., 2021). 
When teachers realize the usefulness of AI technology for their teaching, it is likely 
to improve their Behavioral Intention to use AI.

Effort Expectancy cannot directly predict teachers’ Behavioral Intention to use AI. 
This indicates that EFL teachers would not want to use AI just because AI products 
are easy to use. This is similar to the results of previous studies about other technolo-
gies (Abbad et al., 2009; Venkatesh et al., 2003). As indicated by the results, Effort 
Expectancy can predict teachers’ Behavioral Intention through Performance Expec-
tancy. Post hoc analysis indicated that the indirect effects of 0.11 (p < 0.001) are sig-
nificant, which is consistent with the previous research (Abbad et al., 2009). Previous 
studies have shown that teachers sometimes think new technology may increase their 
burden and reduce their efficiency (Ozgur, 2020), because of the time and energy 
needed to adapt to it. In this research, the ease of use of AI technology is indirectly 
predicting the teachers’ behavior intention.

Teachers’ AI-TPACK is another important factor in predicting teachers’ Behav-
ioral Intention to use AI directly. When EFL teachers think they have the knowledge 
to integrate AI with pedagogical knowledge and content knowledge, they are more 
likely to want to use AI in their teaching. This is similar to Lim and Harwati (2021) 
study about pre-service teachers’ integration of technology for English learning in 
Malaysia. It can be seen that for both pre-service teachers and in-service teachers, 
TPACK will have a significant positive association with their intention of technol-
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ogy use behavior. In addition, AIL-TK can also predict teachers’ Behavioral Inten-
tion directly, indicating that when EFL teachers have more Technological Knowledge 
about AI-based language applications, they are more likely to continue to use AI to 
support their teaching. Hence, language teacher educators may need to begin intro-
ducing these useful technologies to teachers. AI-TPK did not have a significant direct 
effect on Behavioral Intention, but post hoc analysis shows that it had an indirect 
effect on Behavioral Intention through AI-TPACK, with a total indirect value of 0.18 
(p < 0.01). This indicated that teachers who knew how AI could facilitate teaching 
and learning in general may not have always wanted to use AI unless they knew how 
AI can be used to support specific EFL teaching.

5.3 Relationship among AIL-TK, AI-TPK, and AI-TPACK

As the results show, AIL-TK predicts AI-TPK, while AIL-TK and AI-TPK predict 
AI-TPACK. This is consistent with a previous study about ICT (Koh et al., 2013). 
The findings contribute an initial set of items to measure the effectiveness of teacher 
professional development activities for AI-supported teaching and learning in the 
field of language education. In addition, the SEM revealed that AIL-TK is foun-
dational to teachers’ development of AI-TPACK, likely mediated by AI-TPK. We 
suggest that teacher professional development activities should introduce relevant 
technologies and guide teachers in creating self-directed learning activities for stu-
dents as AI technology apparently supports such activities well (Bibauw et al., 2019). 
AI technologies can provide immediate feedback to students (Jiang et al., 2021), and 
well-designed platforms can provide suggestions for students to remediate unsuc-
cessful learning or move on to more advanced learning (Pokrivcakova, 2019). In 
other words, AI-TPK could be focused on supporting students’ self-directed learning. 
More attention can be devoted to guiding teachers as to how to skillfully integrate 
AI technical knowledge with existing PCK, especially in areas where students need 
more practice and feedback to improve their language skills.

5.4 Relationship among UTAUT and TPACK

As the results show, AIL-TK, AI-TPK, and AI-TPACK all had direct predictive 
power on Effort Expectancy, but only AI-TPACK had a direct effect on Performance 
Expectancy. This finding extends past findings which employed TPACK and the 
Technology Acceptance Model as the theoretical models (Yang et al., 2021). Previous 
research found that teachers’ TPACK would influence their Effort Expectancy and 
Performance Expectancy. In this research, teachers with better AIL-TK, AI-TPK, and 
AI-TPACK would perceive the AI teaching systems as being easy to use, which is 
similar to previous studies (Hsu, 2017; Sug & Ko, 2020; Yang et al., 2021). However, 
teachers with good AIL-TK and AI-TPK would not think that AI is useful unless they 
believe they could integrate AI technology, pedagogy, and EFL content well, which 
differs from the findings of previous research. In other words, teachers’ pedagogical 
competence as represented by TPACK can be an independent source of teachers’ 
behavioral intention to use AI for EFL while it enhances teachers’ acceptance.
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In creating new AI-TPACK for students’ learning of EFL with AI, teachers need 
support when they encounter technical hiccups. As a factor, Facilitating Conditions 
is positively associated with the TPACK knowledge. It reveals the importance of 
technical and expert supports in the early stage of technology adoption (Geng et al., 
2021). The model in this research clarified how UTAUT and TPACK could be syn-
thesized in a new way.

6 Implications

Based on the research of UTAUT and TPACK, this study investigated 470 middle 
school EFL teachers’ perceptions of using AI for language teaching in an AI educa-
tion demonstration district in China, and shows that EFL teachers are positive with 
regard to the measured factors. This provides evidence that using AI in EFL is sup-
ported and welcomed by teachers when they are facilitated to develop the necessary 
knowledge associated with TPACK.

In terms of the factors influencing teachers’ Behavioral Intention to use artificial 
intelligence in teaching, the complex interrelations (see Fig. 2) have been mapped 
out to provide teacher educators and policymakers with a theoretically grounded and 
empirically tested scheme to foster teachers’ Behavioral Intention to use AI in Eng-
lish teaching.

7 Limitations and future research

This study explored the structural relationships between factors that predict teach-
ers’ Behavioral Intention to use AI technology. Limited by the method, this research 
could not explain causality. To verify the causes of teachers’ intention, an experimen-
tal design is needed in the future. It is also suggested that teachers’ actual behaviors 
be included in addition to their intentions. For this purpose, computer logs and class-
room teaching videos could provide data for future research.

For the measurement of teachers’ AI-TPACK, the results may reflect the TPACK 
self-efficacy of teachers, but not the actual technological pedagogical content knowl-
edge (Schmid et al., 2020). Other objective measurement methods of teachers’ AI-
TPACK can be developed. When we compiled the questionnaire, the AIL-TK factor 
contained seven items, but finally only three which related to specific AI technology 
were retained, while other items summarized with reference to the expression of the 
previous questionnaire were deleted. In addition, the correlation between AI-TPK 
and AI-TPACK was high (0.84), which calls for further development. Meanwhile, 
not all seven knowledge areas of TPACK were studied in this research, leading to the 
limitation of the exploration of the relationship between UTAUT and AI-TPACK. In 
future research, it can be studied more comprehensively.

This study investigated seven factors that were positively associated with teachers’ 
Behavioral Intention, but it did not consider possible negative factors, such as AI anx-
iety (Wang & Wang, 2019) and teachers’ concerns (Geng et al., 2021). Considering 
that some teachers worry that AI may weaken the communication characteristics of 
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foreign language learning (such as body and facial expression) (Amaral & Meurers, 
2011), more negative factors can be taken into account in future research. In addition, 
the sample of this study only selected teachers in an AI education demonstration area 
in China, which needs further verification from other regions and countries in future 
research.

8 Appendix

Constructs’ items.
Constructs Items
Performance 
Expectancy

AI can help me improve the quality of teaching.
AI can help me improve the efficiency of teaching.
I believe AI is very useful in my job.
AI is very helpful for my teaching.

Effort Expectancy AI teaching systems are easy to operate for me.
I think AI teaching systems are very simple.
I can easily master the skills of using AI teaching systems.
The operation of AI teaching systems is clear.

Facilitating Conditions When I need to use AI in teaching, my school will provide help for me.
There are convenient conditions for me to use AI in teaching.
When I have difficulties in using AI in teaching, specific people will help me.
When using AI in teaching, I know where to get technical support.

Social Influence Teachers around me who are good at using AI will have more respect.
Teachers who can use AI in teaching will be admired by colleagues.
My colleagues think I should use AI to support teaching.

AIL-TK I know that [picture recognition technology] can convert handwritten words 
into words that can be edited by computer.
I know that [speech recognition technology] can score pronunciation ac-
curacy, fluency, and phonological tone type.
I know that [semantic analysis technology] can analyze the meaning of 
sentences, such as detecting grammatical structure in documents.

AI-TPK I know when I should use AI in teaching.
I know how to use AI tools to find students’ differentiated learning needs.
I know how to use AI tools to adjust teaching pace.
I know how to use AI tools to set students’ learning goals.
I know how to use AI tools to plan courses.
I know how to use AI tools to stimulate students’ learning motivation.
I know how to give personalized guidance to students with the help of AI.
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Constructs Items
AI-TPACK I know how to use appropriate strategies with AI to help students learn 

vocabulary and grammar better.
I know how to use appropriate strategies with AI to help students better 
practice their English skills.
I know how to use appropriate strategies with AI to help students better 
understand the cultural differences between China and English-speaking 
countries.
I know how to use AI to carry out English thematic teaching better.
I know how to give students an immersive English learning experience with 
the help of AI. (Interview records)
I know how to use appropriate strategies with AI to help students learn 
English better.
I know how to use the strategy of personalized guidance to improve students’ 
English skills with the help of AI. (Interview records)
I know how to provide learning materials to students according to their 
aptitude with the help of AI. (Interview records)
I know how to use the strategy of “instant feedback” to let students practice 
English with the help of AI. (Interview records)
I know how to use appropriate strategies to provide students with opportuni-
ties to use English with the help of AI.

Behavioral Intention I am willing to learn the experience of AI education application from others.
I am willing to learn the case of AI education application from the Internet.
I am happy to share my AI teaching resources and experience with others. 
(Interview records)
I intend to use AI in teaching in the future.
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