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Abstract
Chatbots hold the promise of revolutionizing education by engaging learners, per-
sonalizing learning activities, supporting educators, and developing deep insight 
into learners’ behavior. However, there is a lack of studies that analyze the recent 
evidence-based chatbot-learner interaction design techniques applied in education. 
This study presents a systematic review of 36 papers to understand, compare, and 
reflect on recent attempts to utilize chatbots in education using seven dimensions: 
educational field, platform, design principles, the role of chatbots, interaction styles, 
evidence, and limitations. The results show that the chatbots were mainly designed 
on a web platform to teach computer science, language, general education, and a 
few other fields such as engineering and mathematics. Further, more than half of 
the chatbots were used as teaching agents, while more than a third were peer agents. 
Most of the chatbots used a predetermined conversational path, and more than a 
quarter utilized a personalized learning approach that catered to students’ learning 
needs, while other chatbots used experiential and collaborative learning besides 
other design principles. Moreover, more than a third of the chatbots were evaluated 
with experiments, and the results primarily point to improved learning and sub-
jective satisfaction. Challenges and limitations include inadequate or insufficient 
dataset training and a lack of reliance on usability heuristics. Future studies should 
explore the effect of chatbot personality and localization on subjective satisfaction 
and learning effectiveness.
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1 Introduction

Chatbots, also known as conversational agents, enable the interaction of humans 
with computers through natural language, by applying the technology of natural lan-
guage processing (NLP) (Bradeško & Mladenić, 2012). Due to their ability to emu-
late human conversations and thus automate services and reduce effort, chatbots are 
increasingly becoming popular in several domains, including healthcare (Oh et al., 
2017), consumer services (Xu et al., 2017), education (Anghelescu & Nicolaescu, 
2018), and academic advising (Alkhoori et al., 2020). In fact, the size of the chatbot 
market worldwide is expected to be 1.23 billion dollars in 2025 (Kaczorowska-Spy-
chalska, 2019). In the US alone, the chatbot industry was valued at 113 million US 
dollars and is expected to reach 994.5 million US dollars in 2024 1.

The adoption of educational chatbots is on the rise due to their ability to provide a 
cost-effective method to engage students and provide a personalized learning experi-
ence (Benotti et al., 2018). Chatbot adoption is especially crucial in online classes 
that include many students where individual support from educators to students is 
challenging (Winkler & Söllner, 2018). Chatbots can facilitate learning within the 
educational context, for instance by instantaneously providing students with course 
content (Cunningham-Nelson et  al., 2019), assignments (Ismail & Ade-Ibijola, 
2019), rehearsal questions (Sinha et  al., 2020), and study resources (Mabunda, 
2020). Moreover, chatbots may interact with students individually (Hobert & Meyer 
von Wolff, 2019) or support collaborative learning activities (Chaudhuri et al., 2009; 
Tegos et al., 2014; Kumar & Rose, 2010; Stahl, 2006; Walker et al., 2011). Chat-
bot interaction is achieved by applying text, speech, graphics, haptics, gestures, and 
other modes of communication to assist learners in performing educational tasks.

Existing literature review studies attempted to summarize current efforts to apply 
chatbot technology in education. For example, Winkler and Söllner (2018) focused 
on chatbots used for improving learning outcomes. On the other hand, Cunningham-
Nelson et  al. (2019) discussed how chatbots could be applied to enhance the stu-
dent’s learning experience. The study by Pérez et al. (2020) reviewed the existing 
types of educational chatbots and the learning results expected from them. Smutny 
and Schreiberova (2020) examined chatbots as a learning aid for Facebook Mes-
senger. Thomas (2020) discussed the benefits of educational chatbots for learners 
and educators, showing that the chatbots are successful educational tools, and their 
benefits outweigh the shortcomings and offer a more effective educational experi-
ence. Okonkwo and Ade-Ibijola (2021) analyzed the main benefits and challenges of 
implementing chatbots in an educational setting.

The existing review studies contributed to the literature, albeit their main empha-
sis was using chatbots for improving the learning experience and outcomes (Winkler 
& Söllner, 2018; Cunningham-Nelson et al., 2019; Smutny & Schreiberova, 2020; 
Thomas, 2020), identifying the types of educational chatbots (Pérez et  al., 2020), 
and determining the benefits, and challenges of implementing educational chatbots 

1 https:// www. stati sta. com/ stati stics/ 656596/ world widec hatbot- market/
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(Okonkwo & Ade-Ibijola, 2021). Nonetheless, the existing review studies have not 
concentrated on the chatbot interaction type and style, the principles used to design 
the chatbots, and the evidence for using chatbots in an educational setting.

Given the magnitude of research on educational chatbots, there is a need for a 
systematic literature review that sheds light on several vital dimensions: field of 
application, platform, role in education, interaction style, design principles, empiri-
cal evidence, and limitations.

By systematically analyzing 36 articles presenting educational chatbots represent-
ing various interaction styles and design approaches, this study contributes: (1) an 
in-depth analysis of the learner-chatbot interaction approaches and styles currently 
used to improve the learning process, (2) a characterization of the design principles 
used for the development of educational chatbots, (3) an in-depth explanation of the 
empirical evidence used to back up the validity of the chatbots, and (4) the discus-
sion of current challenges and future research directions specific to educational chat-
bots. This study will help the education and human-computer interaction community 
aiming at designing and evaluating educational chatbots. Potential future chatbots 
might adopt some ideas from the chatbots surveyed in this study while addressing 
the discussed challenges and considering the suggested future research directions. 
This study is structured as follows: In Section 2, we present background information 
about chatbots, while Section 3 discusses the related work. Section 4 explains the 
applied methodology, while Section 5 presents the study’s findings. Section 6 pre-
sents the discussion and future research directions. Finally, we present the conclu-
sion and the study’s limitations in Section 7.

2  Background

Chatbots have existed for more than half a century. Prominent examples include 
ELIZA, ALICE, and SmarterChild. ELIZA, the first chatbot, was developed by Wei-
zenbaum (1966). The chatbot used pattern matching to emulate a psychotherapist 
conversing with a human patient. ALICE was a chatbot developed in the mid-1990s. 
It used Artificial Intelligence Markup Language (AIML) to identify an accurate 
response to user input using knowledge records (AbuShawar and Atwell, 2015). 
Another example is Smart Child (Chukhno et  al., 2019), which preceded today’s 
modern virtual chatbot-based assistants such as Alexa 2 and Siri 3, which are avail-
able on messaging applications with the ability to emulate conversations with quick 
data access to services.

Chatbots have been utilized in education as conversational pedagogical agents 
since the early 1970s (Laurillard, 2013). Pedagogical agents, also known as intel-
ligent tutoring systems, are virtual characters that guide users in learning environ-
ments (Seel, 2011). Conversational Pedagogical Agents (CPA) are a subgroup of 
pedagogical agents. They are characterized by engaging learners in a dialog-based 

2 https:// devel oper. amazon. com/ en- US/ alexa
3 https:// www. apple. com/ sa- ar/ siri/
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conversation using AI (Gulz et al., 2011). The design of CPAs must consider social, 
emotional, cognitive, and pedagogical aspects (Gulz et al., 2011; King, 2002).

A conversational agent can hold a discussion with students in a variety of ways, 
ranging from spoken (Wik & Hjalmarsson, 2009) to text-based (Chaudhuri et  al., 
2009) to nonverbal (Wik & Hjalmarsson, 2009; Ruttkay & Pelachaud, 2006). Simi-
larly, the agent’s visual appearance can be human-like or cartoonish, static or ani-
mated, two-dimensional or three-dimensional (Dehn & Van Mulken, 2000). Con-
versational agents have been developed over the last decade to serve a variety of 
pedagogical roles, such as tutors, coaches, and learning companions (Haake & Gulz, 
2009). Furthermore, conversational agents have been used to meet a variety of edu-
cational needs such as question-answering (Feng et al., 2006), tutoring (Heffernan & 
Croteau, 2004; VanLehn et al., 2007), and language learning (Heffernan & Croteau, 
2004; VanLehn et al., 2007).

When interacting with students, chatbots have taken various roles such as teach-
ing agents, peer agents, teachable agents, and motivational agents (Chhibber & Law, 
2019; Baylor, 2011; Kerry et  al., 2008). Teaching agents play the role of human 
teachers and can present instructions, illustrate examples, ask questions (Wambs-
ganss et  al., 2020), and provide immediate feedback (Kulik & Fletcher, 2016). 
On the other hand, peer agents serve as learning mates for students to encourage 
peer-to-peer interactions. The agent of this approach is less knowledgeable than the 
teaching agent. Nevertheless, peer agents can still guide the students along a learn-
ing path. Students typically initiate the conversation with peer agents to look up cer-
tain definitions or ask for an explanation of a specific topic. Peer agents can also 
scaffold an educational conversation with other human peers.

Students can teach teachable agents to facilitate gradual learning. In this 
approach, the agent acts as a novice and asks students to guide them along a learning 
route. Rather than directly contributing to the learning process, motivational agents 
serve as companions to students and encourage positive behavior and learning (Bay-
lor, 2011). An agent could serve as a teaching or peer agent and a motivational one.

Concerning their interaction style, the conversation with chatbots can be chatbot 
or user-driven (Følstad et al., 2018). Chatbot-driven conversations are scripted and 
best represented as linear flows with a limited number of branches that rely upon 
acceptable user answers (Budiu, 2018). Such chatbots are typically programmed 
with if-else rules. When the user provides answers compatible with the flow, the 
interaction feels smooth. However, problems occur when users deviate from the 
scripted flow.

User-driven conversations are powered by AI and thus allow for a flexible dia-
logue as the user chooses the types of questions they ask and thus can deviate from 
the chatbot’s script. There are one-way and two-way user-driven chatbots. One-way 
user-driven chatbots use machine learning to understand what the user is saying 
(Dutta, 2017), and the responses are selected from a set of premade answers. In con-
trast, two-way user-driven chatbots build accurate answers word by word to users 
(Winkler & Söllner, 2018). Such chatbots can learn from previous user input in sim-
ilar contexts (De Angeli & Brahnam, 2008).

In terms of the medium of interaction, chatbots can be text-based, voice-based, 
and embodied. Text-based agents allow users to interact by simply typing via a 
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keyboard, whereas voice-based agents allow talking via a mic. Voice-based chat-
bots are more accessible to older adults and some special-need people (Brewer et al., 
2018). An embodied chatbot has a physical body, usually in the form of a human, or 
a cartoon animal (Serenko et al., 2007), allowing them to exhibit facial expressions 
and emotions.

Concerning the platform, chatbots can be deployed via messaging apps such as 
Telegram, Facebook Messenger, and Slack (Car et  al., 2020), standalone web or 
phone applications, or integrated into smart devices such as television sets.

3  Related work

Recently several studies reviewed chatbots in education. The studies examined vari-
ous areas of interest concerning educational chatbots, such as the field of applica-
tion (Smutny & Schreiberova, 2020; Wollny et al., 2021; Hwang & Chang, 2021), 
objectives and learning experience (Winkler & Söllner, 2018; Cunningham-Nelson 
et al., 2019; Pérez et al., 2020; Wollny et al., 2021; Hwang & Chang, 2021), how 
chatbots are applied (Winkler & Söllner, 2018; Cunningham-Nelson et  al., 2019; 
Wollny et al., 2021), design approaches (Winkler & Söllner, 2018; Martha & San-
toso, 2019; Hwang & Chang, 2021), the technology used (Pérez et al., 2020), evalu-
ation methods used (Pérez et  al., 2020; Hwang & Chang, 2021; Hobert & Meyer 
von Wolff, 2019), and challenges in using educational chatbots (Okonkwo & Ade-
Ibijola, 2021). Table 1 summarizes the areas that the studies explored.

Winkler and Söllner (2018) reviewed 80 articles to analyze recent trends in edu-
cational chatbots. The authors found that chatbots are used for health and well-being 
advocacy, language learning, and self-advocacy. Chatbots are either flow-based or 
powered by AI, concerning approaches to their designs.

Several studies have found that educational chatbots improve students’ learning 
experience. For instance, Okonkwo and Ade-Ibijola (2021) found out that chat-
bots motivate students, keep them engaged, and grant them immediate assistance, 

Table 1  Areas relevant studies focused on

Area of coverage Relevant Studies

Field of application (Winkler & Söllner, 2018; Wollny et al., 2021; Hwang & Chang, 2021; Smutny & 
Schreiberova, 2020)

Objectives and 
learning experi-
ences

(Winkler & Söllner, 2018; Cunningham-Nelson et al., 2019; Pérez et al., 2020; 
Wollny et al., 2021; Hwang & Chang, 2021)

How it is applied (Winkler & Söllner, 2018; Cunningham-Nelson et al., 2019; Wollny et al., 2021)
Design approaches (Winkler & Söllner, 2018; Martha & Santoso, 2019; Hwang & Chang, 2021)
Technology used (Pérez et al., 2020)
Evaluation methods (Pérez et al., 2020; Hwang & Chang, 2021; Hobert & Meyer von Wolff, 2019)
Challenges (Okonkwo & Ade-Ibijola, 2021)
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particularly online. Additionally, Wollny et al. (2021) argued that educational chat-
bots make education more available and easily accessible.

Concerning how they are applied, Cunningham-Nelson et  al. (2019) identified 
two main applications: answering frequently-asked questions (FAQ) and performing 
short quizzes, while Wollny et al. (2021) listed three other applications, including 
scaffolding, activity recommendations, and informing them about activities.

In terms of the design of educational chatbots, Martha and Santoso (2019) found 
out that the role and appearance of the chatbot are crucial elements in designing the 
educational chatbots, while Winkler and Söllner (2018) identified various types of 
approaches to designing educational chatbots such as flow and AI-based, in addition 
to chatbots with speech recognition capabilities.

Pérez et  al. (2020) identified various technologies used to implement chatbots 
such as Dialogflow 4, FreeLing (Padró and Stanilovsky, 2012), and ChatFuel 5. The 
study investigated the effect of the technologies used on performance and quality of 
chatbots.

Hobert and Meyer von Wolff (2019), Pérez et al. (2020), and Hwang and Chang 
(2021) examined the evaluation methods used to assess the effectiveness of edu-
cational chatbots. The authors identified that several evaluation methods such as 
surveys, experiments, and evaluation studies measure acceptance, motivation, and 
usability.

Okonkwo and Ade-Ibijola (2021) discussed challenges and limitations of chat-
bots including ethical, programming, and maintenance issues.

Although these review studies have contributed to the literature, they primarily 
focused on chatbots as a learning aid and thus how they can be used to improve edu-
cational objectives. Table 2 compares this study and the related studies in terms of 
the seven dimensions that this study focuses on: field of application, platform, edu-
cational role, interaction style, design principles, evaluation, and limitations.

Only four studies (Hwang & Chang, 2021; Wollny et  al., 2021; Smutny & 
Schreiberova, 2020; Winkler & Söllner, 2018) examined the field of application. 
None of the studies discussed the platforms on which the chatbots run, while only 
one study (Wollny et al., 2021) analyzed the educational roles the chatbots are play-
ing. The study used “teaching,” “assisting,” and “mentoring” as categories for edu-
cational roles. This study, however, uses different classifications (e.g., “teaching 
agent”, “peer agent”, “motivational agent”) supported by the literature in Chhib-
ber and Law (2019), Baylor (2011), and Kerlyl et al. (2006). Other studies such as 
(Okonkwo and Ade-Ibijola, 2021; Pérez et al., 2020) partially covered this dimen-
sion by mentioning that chatbots can be teaching or service-oriented.

Only two articles partially addressed the interaction styles of chatbots. For 
instance, Winkler and Söllner (2018) classified the chatbots as flow or AI-based, 
while Cunningham-Nelson et al. (2019) categorized the chatbots as machine-learn-
ing-based or dataset-based. In this study, we carefully look at the interaction style in 

4 https:// dialo gflow. cloud. google. com
5 https:// chatf uel. com/
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terms of who is in control of the conversation, i.e., the chatbot or the user. As such, 
we classify the interactions as either chatbot or user-driven.

Only a few studies partially tackled the principles guiding the design of the chat-
bots. For instance, Martha and Santoso (2019) discussed one aspect of the design 
(the chatbot’s visual appearance). This study focuses on the conceptual principles 
that led to the chatbot’s design.

In terms of the evaluation methods used to establish the validity of the articles, 
two related studies (Pérez et al., 2020; Smutny & Schreiberova, 2020) discussed the 
evaluation methods in some detail. However, this study contributes more compre-
hensive evaluation details such as the number of participants, statistical values, find-
ings, etc.

Regarding limitations, Pérez et al. (2020) examined the technological limitations 
that have an effect on the quality of the educational chatbots, while Okonkwo and 
Ade-Ibijola (2021) presented some challenges and limitations facing educational 
chatbots such as ethical, technical, and maintenance matters. While the identified 
limitations are relevant, this study identifies limitations from other perspectives such 
as the design of the chatbots and the student experience with the educational chat-
bots. To sum up, Table 2 shows some gaps that this study aims at bridging to reflect 
on educational chatbots in the literature.

4  Methodology

The literature related to chatbots in education was analyzed, providing a background 
for new approaches and methods, and identifying directions for further research. 
This study follows the guidelines described by Keele et  al. (2007). The process 
includes these main steps: (1) defining the review protocol, including the research 
questions, how to answer them, search strategy, and inclusion and exclusion criteria. 
(2) running the study by selecting the articles, assessing their quality, and synthesiz-
ing the results. (3) reporting the findings.

4.1  Research questions

Based on the shortcomings of the existing related literature review studies, we for-
mulated seven main research questions:

RQ1  - In what fields are the educational chatbots used?

RQ2  - What platforms do the educational chatbots operate on?

RQ3  - What role do the educational chatbots play when interacting with students?

RQ4  - What are the interaction styles supported by the educational chatbots?

980 Education and Information Technologies (2023) 28:973–1018



1 3

RQ5  - What are the principles used to guide the design of the educational 
chatbots?

RQ6  - What empirical evidence exists to support the validity of the educational 
chatbots?

RQ7  - What are the challenges of applying and using the chatbots in the 
classroom?

The first question identifies the fields of the proposed educational chatbots, while 
the second question presents the platforms the chatbots operate on, such as web or 
phone-based platforms. The third question discusses the roles chatbots play when 
interacting with students. For instance, chatbots could be used as teaching or peer 
agents. The fourth question sheds light on the interaction styles used in the chatbots, 
such as flow-based or AI-powered. The fifth question addresses the principles used 
to design the proposed chatbots. Examples of such principles could be collabora-
tive and personalized learning. The sixth question focuses on the evaluation methods 
used to prove the effectiveness of the proposed chatbots. Finally, the seventh ques-
tion discusses the challenges and limitations of the works behind the proposed chat-
bots and potential solutions to such challenges.

4.2  Search process

The search process was conducted during the period (2011 - 2021) in the follow-
ing databases: ACM Digital Library, Scopus, IEEE Xplore, and SpringerLink. We 
analyzed our research questions, objectives, and related existing literature review 
studies to identify keywords for the search string of this study. Subsequently, we 
executed and refined the keywords and the search string iteratively until we arrived 
at promising results. We used these search keywords: “Chatbot” and “Education.” 
Correlated keywords for “Chatbot” are “Conversational Agent” and “Pedagogical 
Agent.” Further, correlated keywords for “Education” are ”Learning,” “Learner,” 
“Teaching,” “Teacher,” and “Student.”

Table 3  Inclusion and Exclusion criteria

Inclusion Criteria (IC) Exclusion Criteria (EC)

IC-1: The article is written in English EC-1:The duplicate studies with the same content.
IC-2: The article introduces an educational chatbot. EC-2: The article is a tutorial, poster, technical 

report, review paper, short paper, or a Ph.D. 
thesis.

IC-3: The article thoroughly explains the details of 
the usage of the educational chatbot.

EC-3: Duplicate article that presents a chatbot 
introduced in another article (only the most recent 
article is included in this case)

EC-4: The article presented an educational chatbot 
but with no or little empirical study to back its 
validity.)

981Education and Information Technologies (2023) 28:973–1018
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The search string was defined using the Boolean operators as follows:
(‘Chatbot’ OR ‘Conversational Agent’ OR ‘Pedagogical Agent’) AND (‘Educa-

tion’ OR ‘Learning’ OR ‘Learner’ OR ‘Teaching’ OR ‘Teacher’ OR ‘Student’)
According to their relevance to our research questions, we evaluated the found 

articles using the inclusion and exclusion criteria provided in Table 3. The inclu-
sion and exclusion criteria allowed us to reduce the number of articles unrelated to 
our research questions. Further, we excluded tutorials, technical reports, posters, and 
Ph.D. thesis since they are not peer-reviewed.

After defining the criteria, our search query was performed in the selected data-
bases to begin the inclusion and exclusion process. Initially, the total of studies 
resulting from the databases was 1208 studies. The metadata of the studies contain-
ing; title, abstract, type of article (conference, journal, short paper), language, and 
keywords were extracted in a file format (e.g., bib file format). Subsequently, it was 
imported into the Rayyan tool 6, which allowed for reviewing, including, excluding, 
and filtering the articles collaboratively by the authors.

The four authors were involved in the process of selecting the articles. To main-
tain consistency amongst our decisions and inter-rater reliability, the authors worked 
in two pairs allowing each author to cross-check the selection and elimination of the 
author they were paired with. The process of selecting the articles was carried out in 
these stages:

1. Reading the articles’ metadata and applying the inclusion criteria of IC-1 and 
the exclusion criteria of EC-1. As a result, the number of studies was reduced to 
1101.

2. As a first-round, we applied the inclusion criterion IC-2 by reading the stud-
ies’ title, abstract, and keywords. Additionally, the EC-2 exclusion criterion was 
applied in the same stage. As a result, only 197 studies remained.

3. In this stage, we eliminated the articles that were not relevant to any of our 
research questions and applied the EC-3 criteria. As a result, the articles were 
reduced to 71 papers.

4. Finally, we carefully read the entire content of the articles having in mind IC-3. 
Additionally, we excluded studies that had no or little empirical evidence for their 
effectiveness of the educational chatbot (EC-4 criterion). As a result, the articles 
were reduced to 36 papers.

Figure 1. shows the flowchart of the selecting processes, in which the final stage 
of the selection resulted in 36 papers.

6 https:// www. rayyan. ai/
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5  Results

Figure 2 shows the number and types of articles plotted against time. 63.88% (23) 
of the selected articles are conference papers, while 36.11% (13) were published in 
journals. Most conference papers were published after 2017. Interestingly, 38.46% 

Fig. 1  Flowchart of the process of the selection of the studies

983Education and Information Technologies (2023) 28:973–1018
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(5) of the journal articles were published recently in 2020. Concerning the publica-
tion venues, two journal articles were published in the Journal of IEEE Transactions 
on Learning Technologies (TLT), which covers various topics such as innovative 
online learning systems, intelligent tutors, educational software applications and 
games, and simulation systems for education. Intriguingly, one article was published 
in Computers in Human Behavior journal. The remaining journal articles were pub-
lished in several venues such as IEEE Transactions on Affective Computing, Jour-
nal of Educational Psychology, International Journal of Human-Computer Studies, 
ACM Transactions on Interactive Intelligent System. Most of these journals are 
ranked Q1 or Q2 according to Scimago Journal and Country Rank 7.

Figure 3. shows the geographical mapping of the selected articles. The total sum 
of the articles per country in Fig. 3 is more than 36 (the number of selected articles) 
as the authors of a single article could work in institutions located in different coun-
tries. The vast majority of selected articles were written or co-written by researchers 
from American universities. However, the research that emerged from all European 
universities combined was the highest in the number of articles (19 articles). Asian 
universities have contributed 10 articles, while American universities contributed 9 
articles. Further, South American universities have published 5 articles. Finally, uni-
versities from Africa and Australia contributed 4 articles (2 articles each).

Fig. 2  A timeline of the selected studies

7 https:// www. scima gojr. com/
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5.1  RQ1: What fields are the educational chatbots used in?

Recently, chatbots have been utilized in various fields (Ramesh et al., 2017). Most 
importantly, chatbots played a critical role in the education field, in which most 
researchers (12 articles; 33.33%) developed chatbots used to teach computer science 

Fig. 3  A geographical mapping of the selected articles

985Education and Information Technologies (2023) 28:973–1018
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topics (Fig.  4). For example, some chatbots were used as tutors for teaching pro-
gramming languages such as Java (Coronado et  al., 2018; Daud et  al., 2020) and 
Python (Winkler et al., 2020), while other researchers proposed educational chatbots 
for computer networks (Clarizia et al., 2018; Lee et al., 2020), databases (Latham 
et al., 2011; Ondáš et al., 2019), and compilers (Griol et al., 2011).

Table 4. shows that ten (27.77%) articles presented general-purpose educational 
chatbots that were used in various educational contexts such as online courses 
(Song et al., 2017; Benedetto & Cremonesi, 2019; Tegos et al., 2020). The approach 
authors use often relies on a general knowledge base not tied to a specific field.

In comparison, chatbots used to teach languages received less attention from the 
community (6 articles; 16.66%;). Interestingly, researchers used a variety of inter-
active media such as voice (Ayedoun et al., 2017; Ruan et al., 2021), video (Griol 
et al., 2014), and speech recognition (Ayedoun et al., 2017; Ruan et al., 2019).

A few other subjects were targeted by the educational chatbots, such as engineer-
ing (Mendez et  al., 2020), religious education (Alobaidi et  al., 2013), psychology 
(Hayashi, 2013), and mathematics (Rodrigo et al., 2012).

5.2  RQ2: What platforms do the proposed chatbots operate on?

Table 5. shows an overview of the platforms the educational chatbots operate on. 
Most researchers (25 articles; 69.44%) developed chatbots that operate on the web 
(Fig. 5). The web-based chatbots were created for various educational purposes. For 
example, KEMTbot (Ondáš et al., 2019) is a chatbot system that provides informa-
tion about the department, its staff, and their offices. Other chatbots acted as intel-
ligent tutoring systems, such as Oscar (Latham et al., 2011), used for teaching com-
puter science topics. Moreover, other web-based chatbots such as EnglishBot (Ruan 
et al., 2021) help students learn a foreign language.

Six (16.66%) articles presented educational chatbots that exclusively operate 
on a mobile platform (e.g., phone, tablet). The articles were published recently in 
2019 and 2020. The mobile-based chatbots were used for various purposes. Exam-
ples include Rexy (Benedetto & Cremonesi, 2019), which helps students enroll in 

Fig. 4  The fields of the chatbots in the selected articles
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courses, shows exam results, and gives feedback. Another example is the E-Java 
Chatbot (Daud et  al., 2020), a virtual tutor that teaches the Java programming 
language.

Five articles (13.88%) presented desktop-based chatbots, which were utilized for 
various purposes. For example, one chatbot focused on the students’ learning styles 
and personality features (Redondo-Hernández & Pérez-Marín, 2011). As another 
example, the SimStudent chatbot is a teachable agent that students can teach (Mat-
suda et al., 2013).

In general, most desktop-based chatbots were built in or before 2013, probably 
because desktop-based systems are cumbersome to modern users as they must be 
downloaded and installed, need frequent updates, and are dependent on operating 
systems. Unsurprisingly, most chatbots were web-based, probably because the web-
based applications are operating system independent, do not require downloading, 

Fig. 5  The platforms of the chatbots in the selected articles

Fig. 6  The roles of the chatbots in the selected articles
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installing, or updating. Mobile-based chatbots are on the rise. This can be explained 
by users increasingly desiring mobile applications. According to an App Annie 
report, users spent 120 billion dollars on application stores 8.

5.3  RQ3 ‑ What role do the educational chatbots play when interacting 
with students?

Chatbots have been found to play various roles in educational contexts, which can 
be divided into four roles (teaching agents, peer agents, teachable agents, and peer 
agents), with varying degrees of success (Table 6, Fig. 6). Exceptionally, a chatbot 
found in (D’mello & Graesser, 2013) is both a teaching and motivational agent.

By far, the majority (20; 55.55%) of the presented chatbots play the role of a 
teaching agent, while 13 studies (36.11%) discussed chatbots that are peer agents. 
Only two studies used chatbots as teachable agents, and two studies used them as 
motivational agents.

Teaching agents The teaching agents presented in the different studies used vari-
ous approaches. For instance, some teaching agents recommended tutorials to stu-
dents based upon learning styles (Redondo-Hernández & Pérez-Marín, 2011), 
students’ historical learning (Coronado et al., 2018), and pattern matching (Ondáš 
et al., 2019). In some cases, the teaching agent started the conversation by asking 

Table 6  An overview of the roles of chatbots when interacting with students

Chabot Role Number of Articles Article(s)

Teaching Agent 20 (Latham et al., 2011; D’mello & Graesser, 2013; 
Redondo-Hernández & Pérez-Marín, 2011; 
Alobaidi et al., 2013; Griol et al., 2014; Zedadra 
et al., 2014; Ayedoun et al., 2017; Benotti et al., 
2017; Song et al., 2017; Coronado et al., 2018; 
Ondáš et al., 2019; Ruan et al., 2019; Mellado-
Silva et al., 2020; Qin et al., 2020; Villegas-Ch 
et al., 2020; Winkler et al., 2020; Ruan et al., 
2021; Wambsganss et al., 2021; Wambsganss 
et al., 2020; Rodrigo et al., 2012)

Peer Agent 13 (Griol et al., 2011; Tegos et al., 2015; Fryer 
et al., 2017; Clarizia et al., 2018; Verleger & 
Pembridge, 2018; da Silva Oliveira et al., 2019; 
Janati et al., 2020; Lee et al., 2020; Mendez 
et al., 2020; Tegos et al., 2020; Hayashi, 2013; 
Benedetto & Cremonesi, 2019; Daud et al., 
2020)

Teachable Agent 2 (Matsuda et al., 2013; Law et al., 2020)
Motivational Agent 2 (D’mello & Graesser, 2013; Schouten et al., 2017)

8 https:// www. appan nie. com/ en/ insig hts/ market- data/ state- of- mobile- 2020- infog raphic/
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the students to watch educational videos (Qin et al., 2020) followed by a discussion 
about the videos. In other cases, the teaching agent started the conversation by ask-
ing students to reflect on past learning (Song et al., 2017). Other studies discussed 
a scenario-based approach to teaching with teaching agents (Latham et  al., 2011; 
D’mello & Graesser, 2013). The teaching agent simply mimics a tutor by presenting 
scenarios to be discussed with students. In other studies, the teaching agent emulates 
a teacher conducting a formative assessment by evaluating students’ knowledge with 
multiple-choice questions (Rodrigo et  al., 2012; Griol et  al., 2014; Mellado-Silva 
et al., 2020; Wambsganss et al., 2020).

Moreover, it has been found that teaching agents use various techniques to engage 
students. For instance, some teaching agents engage students with a discussion in a 
storytelling style (Alobaidi et al., 2013; Ruan et al., 2019), whereas other chatbots 
engage students with effective channeling, with empathetic phrases as “uha” to show 
interest (Ayedoun et  al., 2017). Other teaching agents provide adaptive feedback 
(Wambsganss et al., 2021).

Peer agents Most peer agent chatbots allowed students to ask for specific help on 
demand. For instance, the chatbots discussed in (Clarizia et  al., 2018; Lee et  al., 
2020) allowed students to look up specific terms or concepts, while the peer agents 
in (Verleger & Pembridge, 2018; da Silva Oliveira et al., 2019; Mendez et al., 2020) 
were based on a Question and Answer (Q&A) database, and as such answered spe-
cific questions. Other peer agents provide more advanced assistance. For example, 
students may ask the peer agent in (Janati et al., 2020) how to use a particular tech-
nology (e.g., using maps in Oracle Analytics), while the peer agent described in 
(Tegos et al., 2015; Tegos et al., 2020; Hayashi, 2013) scaffolded a group discus-
sion. Interestingly, the only peer agent that allowed for a free-style conversation was 
the one described in (Fryer et al., 2017), which could be helpful in the context of 
learning a language.

Teachable agents Only two articles discussed teachable agent chatbots. In general, 
the followed approach with these chatbots is asking the students questions to teach 
students certain content. For example, the chatbot discussed in (Matsuda et  al., 
2013) presents a mathematical equation and then asks the student of each required 
step to gradually solve the equation, while in the work presented in (Law et  al., 
2020), students individually or in a group teach a classification task to chatbots in 
several topics.

Motivational agents Two studies presented chatbots as motivational agent-based 
chatbots. One of them presented in (D’mello & Graesser, 2013) asks the students a 
question, then waits for the student to write an answer. Then the motivational agent 
reacts to the answer with varying emotions, including empathy and approval, to 
motivate students. Similarly, the chatbot in (Schouten et  al., 2017) shows various 
reactionary emotions and motivates students with encouraging phrases such as “you 
have already achieved a lot today”.
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5.4  RQ4 – What are the interaction styles supported by the educational chatbots?

As shown in Table  7 and Fig.  7, most of the articles (88.88%) used the chatbot-
driven interaction style where the chatbot controls the conversation. 52.77% of the 
articles used flow-based chatbots where the user had to follow a specific learning 
path predetermined by the chatbot. Notable examples are explained in (Rodrigo 
et al., 2012; Griol et al., 2014), where the authors presented a chatbot that asks stu-
dents questions and provides them with options to choose from. Other authors, such 
as (Daud et al., 2020), used a slightly different approach where the chatbot guides 
the learners to select the topic they would like to learn. Subsequently, the assessment 
of specific topics is presented where the user is expected to fill out values, and the 
chatbot responds with feedback. The level of the assessment becomes more chal-
lenging as the student makes progress. A slightly different interaction is explained in 
(Winkler et al., 2020), where the chatbot challenges the students with a question. If 
they answer incorrectly, they are explained why the answer is incorrect and then get 
asked a scaffolding question.

The remaining articles (13 articles; 36.11%) present chatbot-driven chatbots that 
used an intent-based approach. The idea is the chatbot matches what the user says 
with a premade response. The matching could be done using pattern matching as 
discussed in (Benotti et  al., 2017; Clarizia et  al., 2018) or simply by relying on a 
specific conversational tool such as Dialogflow 9 as in (Mendez et  al., 2020; Lee 
et al., 2020; Ondáš et al., 2019).

Fig. 7  The interaction styles of the chatbots in the selected articles

9 https:// dialo gflow. cloud. google. com
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Only four (11.11%) articles used chatbots that engage in user-driven conversa-
tions where the user controls the conversation and the chatbot does not have a pre-
made response. For example, the authors in (Fryer et  al., 2017) used Cleverbot, a 
chatbot designed to learn from its past conversations with humans. The authors used 
Cleverbot for foreign language education. User-driven chatbots fit language learning 
as students may benefit from an unguided conversation. The authors in (Ruan et al., 
2021) used a similar approach where students freely speak a foreign language. The 
chatbot assesses the quality of the transcribed text and provides constructive feed-
back. In comparison, the authors in (Tegos et al., 2020) rely on a slightly different 
approach where the students chat together about a specific programming concept. 
The chatbot intervenes to evoke curiosity or draw students’ attention to an interest-
ing, related idea.

5.5  RQ5 – What are the principles used to guide the design of the educational 
chatbots?

Various design principles, including pedagogical ones, have been used in the 
selected studies (Table 8, Fig. 8). We discuss examples of how each of the principles 
was applied.

• Personalized Learning The ability to tailor chatbots to the individual user may 
help meet students’ needs (Clarizia et  al., 2018). Many studies claim that stu-
dents learn better when the chatbot is represented by a personalized method 
rather than a non-personalized one (Kester et al., 2005). From our selected stud-
ies, ten (27.77%) studies have applied personalized learning principles. For 
instance, the study in (Coronado et al., 2018) designed a chatbot to teach Java. 
The students’ learning process is monitored by collecting information on all 
interactions between the students and the chatbot. Thus, direct and customized 
instruction and feedback are provided to students. Another notable example can 
be found in (Latham et  al., 2011), where students were given a learning path 

Fig. 8  The principles used to design the chatbots
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designed to their learning styles. With this approach, the students received 12% 
more accurate answers than those given chatbots without personalized learning 
materials. Moreover, other articles, such as the one mentioned in (Villegas-Ch 
et al., 2020), used AI for activity recommendation, depending on each student’s 
needs and learning paths. The chatbot evaluates and identifies students’ weak-
nesses and allows the AI model to be used in personalized learning.

• Experiential Learning Experiential learning utilizes reflection on experience 
and encourages individuals to gain and construct knowledge by interacting 
with their environment through a set of perceived experiences (Felicia, 2011). 
Reflection on experience is the most important educational activity for develop-
ing comprehension skills and constructing knowledge. It is primarily based on 
the individual’s experience. Song et al. (2017) describe reflection as an intellec-
tual activity that supports the course’s weekly reflection for online learners. The 
chatbot asks questions to help students reflect and construct their knowledge. 
D’mello and Graesser (2013) have presented a constructivist view of experiential 
learning. The embodied chatbot mimics the conversation movements of human 
tutors who advise students in gradually developing explanations to problems.

• Social Dialog Social dialog, also called small talk, is a chit-chat that manages 
social situations rather than content exchange (Klüwer, 2011). The advantage 
of incorporating social dialog in the development of conversational agents is to 
establish relationships with users to engage users and gain their trust. For exam-
ple, the chatbot presented in (Wambsganss et al., 2021) uses a casual chat mode 
allowing students to ask the chatbot to tell jokes, fun facts, or talk about unre-
lated content such as the weather to take a break from the main learning activ-
ity. As another example, Qin et al. (2020) suggested the usage of various social 
phrases that show interest, agreement, and social presence.

• Collaborative learning Collaborative learning is an approach that involves 
groups of learners working together to complete a task or solve a problem. Col-
laborative learning has been demonstrated to be beneficial in improving students’ 
knowledge and improving the students’ critical thinking and argumentation 
(Tegos et al., 2015). One of the techniques used to support collaborative learn-
ing is using an Animated Conversational Agent (ACA) (Zedadra et  al., 2014). 
This cognitive agent considers all the pedagogical activities related to Computer-
Supported Collaborative Learning (CSCL), such as learning, collaboration, and 
tutoring. On the other hand, the collaborative learning approach that Tegos et al. 
(2020) used provides an open-ended discussion, encouraging the students to 
work collaboratively as a pair to provide answers for a question. Before begin-
ning the synchronous collaborative activity, the students were advised to work on 
a particular unit material that contained videos, quizzes, and assignments. Addi-
tionally, Tegos et al. (2015) proposed a conversational agent named MentorChat, 
a cloud-based CSCL, to help teachers build dialog-based collaborative activities.

• Affective learning Affective learning is a form of empathetic feedback given 
to the learner to keep the interest, attention, or desire to learn (Ayedoun et al., 
2017). Two articles used this form of learning. For instance, Ayedoun et  al. 
(2017) provided various types of affective feedback depending on the situation: 
congratulatory, encouraging, sympathetic, and reassuring. The idea is to sup-
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port learners, mainly when a problematic situation arises, to increase their learn-
ing motivation. On the other hand, to assess the learning for low-literate peo-
ple, Schouten et al. (2017) built their conversation agent to categorize four basic 
emotions: anger, fear, sadness, and happiness. Depending on the situation, the 
chatbot shows students an empathetic reaction. The researchers showed that this 
is helpful for learners and agents to express themselves, especially in the event of 
difficulty.

• Learning by teaching Learning by teaching is a well-known pedagogical 
approach that allows students to learn through the generation of explanations to 
others (Chase et  al., 2009). Two studies used this pedagogical technique. The 
first study (Matsuda et al., 2013) described a chatbot that learns from students’ 
answers and activities. Students are supposed to act as “tutors” and provide 
the chatbot with examples and feedback. The second study (Law et  al., 2020) 
describes a teachable agent which starts by asking students low or high-level 
questions about a specific topic to evoke their curiosity. The student answers the 
questions, and the chatbot simulates learning. The chatbot provides a variety of 
questions by filling a pre-defined sentence template. To confirm its learning and 
make the conversation interesting, the chatbot seeks feedback from students by 
asking questions such as, “Am I smart?”, “Am I learning?” and “Do you think I 
know more now than before?”.

• Scaffolding In the educational field, scaffolding is a term describing several 
teaching approaches used to gradually bring students toward better comprehen-
sion and, eventually, more independence in the learning process (West et  al., 
2017). Teachers provide successive degrees of temporary support that aid stu-
dents in reaching excellent comprehension and skill development levels that 
they would not be able to attain without assistance (Maybin et al., 1992). In the 
same way, scaffolding was used as a learning strategy in a chatbot named Sara 
to improve students’ learning (Winkler et al., 2020). The chatbot provided voice 
and text-based scaffolds when needed. The approach had a significant improve-
ment during learning in programming tasks.

5.6  RQ6 – What empirical evidence is there to substantiate the effectiveness 
of the proposed chatbots in education?

The surveyed articles used different types of empirical evaluation to assess the effec-
tiveness of chatbots in educational settings. In some instances, researchers combined 
multiple evaluation methods, possibly to strengthen the findings.

We classified the empirical evaluation methods as follows: experiment, evalua-
tion study, questionnaire, and focus group. An experiment is a scientific test per-
formed under controlled conditions (Cook et al., 2002); one factor is changed at a 
time, while other factors are kept constant. It is the most familiar type of evaluation. 
It includes a hypothesis, a variable that the researcher can manipulate, and variables 
that can be measured, calculated, and compared. An evaluation study is a test to 
provide insights into specific parameters (Payne and Payne, 2004). There is typi-
cally no hypothesis to prove, and the results are often not statistically significant. A 
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questionnaire is a data collection method for evaluation that focuses on a specific set 
of questions (Mellenbergh & Adèr, 2008). These questions aim to extract informa-
tion from participants’ answers. It can be carried on by mail, telephone, face-to-face 
interview, and online using the web or email. A focus group allows researchers to 
evaluate a small group or sample that represents the community (Morgan, 1996). 
The idea behind the focus group is to examine some characteristics or behaviors of a 
sample when it’s difficult to examine all groups.

Table  9 and Fig.  9 show the various evaluation methods used by the articles. 
Most articles (13; 36.11%) used an experiment to establish the validity of the used 
approach, while 10 articles (27.77%) used an evaluation study to validate the useful-
ness and usability of their approach. The remaining articles used a questionnaire 
(10; 27.7%) and a focus group (3; 8.22%) as their evaluation methods.

Experiments Table 10 shows the details of the experiments the surveyed studies had 
used. Eight articles produced statistically significant results pointing to improved 
learning when using educational chatbots compared to a traditional learning setting, 
while a few other articles pointed to improved engagement, interest in learning, as 
well as subjective satisfaction.

A notable example of a conducted experiment includes the one discussed in 
(Wambsganss et  al., 2021). The experiment evaluated whether adaptive tutoring 
implemented via the chatbot helps students write more convincing texts. The author 
designed two groups: a treatment group and a control group. The result showed that 
students using the chatbot (treatment group) to conduct a writing exercise wrote 
more convincing texts with a better formal argumentation quality than the tradi-
tional approach (control group). Another example is the experiment conducted by 
the authors in (Benotti et  al., 2017), where the students worked on programming 

Fig. 9  Empirical evaluation methods applied in the selected studies
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tasks. The experiment assessed the students’ learning by a post-test. Comparing the 
treatment group (students who interacted with the chatbot) with a control group (stu-
dents in a traditional setting), the students in the control group have improved their 
learning and gained more interest in learning. Another study (Hayashi, 2013) evalu-
ated the effect of text and audio-based suggestions of a chatbot used for formative 
assessment. The result shows that students receiving text and audio-based sugges-
tions have improved learning.

Despite most studies showing overwhelming evidence for improved learning and 
engagement, one study (Fryer et al., 2017) found that students’ interest in communi-
cating with the chatbot significantly declined in an 8-week longitudinal study where 
a chatbot was used to teach English.

Evaluation studies In general, the studies conducting evaluation studies involved 
asking participants to take a test after being involved in an activity with the chatbot. 
The results of the evaluation studies (Table  12) point to various findings such as 
increased motivation, learning, task completeness, and high subjective satisfaction 
and engagement.

As an example of an evaluation study, the researchers in (Ruan et  al., 2019) 
assessed students’ reactions and behavior while using ‘BookBuddy,’ a chatbot 
that helps students read books. The participants were five 6-year-old children. The 
researchers recorded the facial expressions of the participants using webcams. It 
turned out that the students were engaged more than half of the time while using 
BookBuddy.

Another interesting study was the one presented in (Law et al., 2020), where the 
authors explored how fourth and fifth-grade students interacted with a chatbot to 
teach it about several topics such as science and history. The students appreciated 
that the robot was attentive, curious, and eager to learn.

Questionnaires Studies that used questionnaires as a form of evaluation assessed 
subjective satisfaction, perceived usefulness, and perceived usability, apart from one 
study that assessed perceived learning (Table 11). Assessing students’ perception of 
learning and usability is expected as questionnaires ultimately assess participants’ 
subjective opinions, and thus, they don’t objectively measure metrics such as stu-
dents’ learning.

While using questionnaires as an evaluation method, the studies identified high 
subjective satisfaction, usefulness, and perceived usability. The questionnaires used 
mostly Likert scale closed-ended questions, but a few questionnaires also used open-
ended questions.

A notable example of a study using questionnaires is ‘Rexy,’ a configurable edu-
cational chatbot discussed in (Benedetto & Cremonesi, 2019). The authors designed 
a questionnaire to assess Rexy. The questionnaires elicited feedback from partici-
pants and mainly evaluated the effectiveness and usefulness of learning with Rexy. 
The results largely point to high perceived usefulness. However, a few participants 
pointed out that it was sufficient for them to learn with a human partner. One student 
indicated a lack of trust in a chatbot.
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Another example is the study presented in (Ondáš et al., 2019), where the authors 
evaluated various aspects of a chatbot used in the education process, including help-
fulness, whether users wanted more features in the chatbot, and subjective satisfac-
tion. The students found the tool helpful and efficient, albeit they wanted more fea-
tures such as more information about courses and departments. About 62.5% of the 
students said they would use the chatbot again. In comparison, 88% of the students 
in (Daud et al., 2020) found the tool highly useful.

Focus group Only three articles were evaluated by the focus group method. Only 
one study pointed to high usefulness and subjective satisfaction (Lee et al., 2020), 
while the others reported low to moderate subjective satisfaction (Table  13). For 
instance, the chatbot presented in (Lee et al., 2020) aims to increase learning effec-
tiveness by allowing students to ask questions related to the course materials. The 
authors invited 10 undergraduate students to evaluate the chatbot. It turned out that 
most of the participants agreed that the chatbot is a valuable educational tool that 

Table 12  Details of evaluation studies conducted in some reviewed articles

Article Chatbot Approach No. of 
partici-
pants

Findings

(Latham et al., 2011) Teaching agent, chatbot driven 54 High usefulness
(D’mello & Graesser, 2013) Motivational agent, chatbot 

driven
84 Improved learning

(Redondo-Hernández & 
Pérez-Marín, 2011)

Teaching agent, Chatbot 
driven

20 Moderate subjective satisfac-
tion

(Alobaidi et al., 2013) Teaching agent, chatbot driven 12 High usefulness
(Ayedoun et al., 2017) Teaching agent, chatbot driven N/A High motivation
(Song et al., 2017) Teaching agent, chatbot driven 11 Moderate motivation
(Ruan et al., 2019) Teaching agent, chatbot driven 5 High engagement and 

usefulness
(Janati et al., 2020) Peer agent, chatbot driven N/A High effectiveness
(Law et al., 2020) Teachable agent, chatbot 

driven
12 Design implications

(Villegas-Ch et al., 2020) Teaching agent, chatbot driven N/A Improved Task completeness

Table 13  Details of focus groups conducted in some reviewed articles

Article Chatbot Approach No. of 
partici-
pants

Findings

(Verleger & Pembridge, 2018) Peer agent, chatbot driven 21 Lack of training
(Lee et al., 2020) Peer agent, chatbot driven 10 High usefulness, High usability
(Mendez et al., 2020) Peer agent, chatbot driven 10 Moderate subjective satisfac-

tion, moderate usefulness
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facilitates real-time problem solving and provides a quick recap on course mate-
rial. The study mentioned in (Mendez et al., 2020) conducted two focus groups to 
evaluate the efficacy of chatbot used for academic advising. While students were 
largely satisfied with the answers given by the chatbot, they thought it lacked per-
sonalization and the human touch of real academic advisors. Finally, the chatbot dis-
cussed by (Verleger & Pembridge, 2018) was built upon a Q&A database related to 
a programming course. Nevertheless, because the tool did not produce answers to 
some questions, some students decided to abandon it and instead use standard search 
engines to find answers.

5.7  RQ7: What are the challenges and limitations of using proposed chatbots?

Several challenges and limitations that hinder the use of chatbots were identified in 
the selected studies, which are summarized in Table 14 and listed as follow:

• Insufficient or Inadequate Dataset Training The most recurring limitation in 
several studies is that the chatbots are either trained with a limited dataset or, 
even worse, incorrectly trained. Learners using chatbots with a limited dataset 
experienced difficulties learning as the chatbot could not answer their questions. 
As a result, they became frustrated (Winkler et al., 2020) and could not wholly 
engage in the learning process (Verleger & Pembridge, 2018; Qin et al., 2020). 
Another example that caused learner frustration is reported in (Qin et al., 2020), 
where the chatbot gave incorrect responses.

  To combat the issues arising from inadequate training datasets, authors such as 
(Ruan et al., 2021) trained their chatbot using standard English language exami-
nation materials (e.g., IELTS and TOEFL). The evaluation suggests an improved 
engagement. Further, Song et al. (2017) argue that the use of Natural Language 
Processing (NLP) supports a more natural conversation instead of one that relies 
on a limited dataset and a rule-based mechanism.

• User-centered design User-centered design (UCD) refers to the active involve-
ment of users in several stages of the software cycle, including requirements 
gathering, iterative design, and evaluation (Dwivedi et al., 2012). The ultimate 
goal of UCD is to ensure software usability. One of the challenges mentioned 
in a couple of studies is the lack of student involvement in the design process 

Table 14  Limitations reported in reviewed papers

Limitation Articles

Dataset training (Song et al., 2017; Verleger & Pembridge, 2018; 
Lee et al., 2020; Qin et al., 2020; Winkler et al., 
2020)

User-centered design (Verleger & Pembridge, 2018; Law et al., 2020)
Losing interest over time (Fryer et al., 2017)
Lack of feedback (Villegas-Ch et al., 2020)
Distractions (Qin et al., 2020)
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(Verleger and Pembridge, 2018) which may have resulted in decreased engage-
ment and motivation over time. As another example, Law et al. (2020) noted that 
personality traits might affect how learning with a chatbot is perceived. Thus, 
educators wishing to develop an educational chatbot may have to factor students’ 
personality traits into their design.

• Losing Interest Over Time Interestingly, apart from one study, all of the 
reviewed articles report educational chatbots were used for a relatively short 
time. Fryer et  al. (2017) found that students’ interest in communicating with 
the chatbot significantly dropped in a longitudinal study. The decline happened 
between the first and the second tasks suggesting a novelty effect while interact-
ing with the chatbot. Such a decline did not happen when students were interact-
ing with a human partner.

• Lack of Feedback Feedback is a crucial element that affects learning in vari-
ous environments (Hattie and Timperley, 2007). It draws learners’ attention to 
understanding gaps and supports them gain knowledge and competencies (Nar-
ciss et  al., 2014). Moreover, feedback helps learners regulate their learning 
(Chou & Zou, 2020). Villegas-Ch et al. (2020) noted that the lack of assessments 
and exercises coupled with the absence of the feedback mechanism negatively 
affected the chatbot’s success.

• Distractions Usability heuristics call for a user interface that focuses on the 
essential elements and does not distract users from necessary information (Inos-
troza et al., 2012). In the context of educational chatbots, this would mean that 
the design must focus on the essential interactions between the chatbot and the 
student. Qin et al. (2020) identified that external links and popups suggested by 
the chatbot could be distracting to students, and thus, must be used judiciously.

6  Discussion and future research directions

The purpose of this work was to conduct a systematic review of the educational 
chatbots to understand their fields of applications, platforms, interaction styles, 
design principles, empirical evidence, and limitations.

Seven general research questions were formulated in reference to the objectives.

• RQ1 examined the fields the educational chatbots are used in. The results show 
that the surveyed chatbots were used to teach several fields. More than a third 
of the chatbots were developed to teach computer science topics, including pro-
gramming languages and networks. Fewer chatbots targeted foreign language 
education, while slightly less than a third of the studies used general-purpose 
educational chatbots. Our findings are somewhat similar to (Wollny et al., 2021), 
and (Hwang and Chang, 2021), although both of the review studies reported that 
language learning was the most targeted educational topic, followed by computer 
programming. Other review studies such as (Winkler & Söllner, 2018) high-
lighted that chatbots were used to educate students on health, well-being, and 
self-advocacy.
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• RQ2 identified the platforms the educational chatbots operate on. Most surveyed 
chatbots are executed within web-based platforms, followed by a few chatbots 
running on mobile and desktop platforms. The web offers a versatile platform as 
multiple devices can access it, and it does not require installation. Other review 
studies such as (Cunningham-Nelson et  al., 2019) and (Pérez et  al., 2020) did 
not discuss the platform but mentioned the tools used to develop the chatbots. 
Popular tools include Dialogflow 10, QnA Maker 11, ChatFuel 12. Generally, these 
tools allow for chatbot deployment on web and mobile platforms. Interestingly, 
Winkler and Söllner (2018) highlighted that mobile platforms are popular for 
chatbots used for medical education.

• RQ3 explored the roles of the chatbots when interacting with students. More 
than half of the surveyed chatbots were used as teaching agents that recom-
mended educational content to students or engaged students in a discussion on 
relevant topics. Our results are similar to those reported in (Smutny & Schreiber-
ova, 2020) which classified most chatbots as teaching agents that recommend 
content, conducted formative assessments, and set learning goals.

  Slightly more than a third of the surveyed chatbots acted as peer agents which 
helped students ask for help when needed. Such help includes term definition, 
FAQ (Frequently Asked Questions), and discussion scaffolding. No studies 
reported the use of peer agents. However, a review study (Wollny et al., 2021) 
reported that some chatbots were used for scaffolding which correlates with our 
findings.

  Two chatbots were used as motivational agents showing empathetic and 
encouraging feedback as students learn. A few review studies such as (Okonkwo 
& Ade-Ibijola, 2021) and (Winkler & Söllner, 2018) identified that chatbots are 
used for motivation and engagement, but no details were given.

  Finally, only two surveyed chatbots acted as teachable agents where students 
gradually taught the chatbots.

• RQ4 investigated the interaction styles supported by the educational chatbots. 
Most surveyed chatbots used a chatbot-driven conversation where the chatbot 
was in control of the conversation. Some of these chatbots used a predetermined 
path, whereas others used intents that were triggered depending on the conversa-
tion. In general, related review studies did not distinguish between intent-based 
or flow-based chatbots. However, a review study surveyed chatbot-driven agents 
that were used for FAQ (Cunningham-Nelson et al., 2019). Other review stud-
ies, such as (Winkler & Söllner, 2018) highlighted that some chatbots are flow-
based. However, no sufficient details were mentioned.

  Only a few surveyed chatbots allowed for a user-driven conversation where 
the user can initiate and lead the conversation. Other review studies reported 
that such chatbots rely on AI algorithms (Winkler & Söllner, 2018).

10 https:// dialo gflow. cloud. google. com/
11 https:// www. qnama ker. ai/
12 https:// chatf uel. com/
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• RQ5 examined the principles used to guide the design of the educational chat-
bots. Personalized learning is a common approach where the learning content 
is recommended, and instruction and feedback are tailored based on students’ 
performance and learning styles. Most related review studies did not refer to 
personalized learning as a design principle, but some review studies such as 
(Cunningham-Nelson et  al., 2019) indicated that some educational chatbots 
provided individualized responses to students.

  Scaffolding has also been used in some chatbots where students are pro-
vided gradual guidance to help them become independent learners. Scaffold-
ing chatbots can help when needed, for instance, when students are working 
on a challenging task. Other review studies such as (Wollny et al., 2021) also 
revealed that some chatbots scaffolded students’ discussions to help their 
learning.

  Other surveyed chatbots supported collaborative learning by advising the stu-
dents to work together on tasks or by engaging a group of students in a conversa-
tion. A related review study (Winkler & Söllner, 2018) highlighted that chatbots 
could be used to support collaborative learning.

  The remaining surveyed chatbots engaged students in various methods such 
as social dialog, affective learning, learning by teaching, and experiential learn-
ing. However, none of the related review studies indicated such design principles 
behind educational chatbots.

  A few surveyed chatbots have used social dialog to engage students. For 
instance, some chatbots engaged students with small talk and showed interest 
and social presence. Other chatbots used affective learning in the form of sym-
pathetic and reassuring feedback to support learners in problematic situations. 
Additionally, learning by teaching was also used by two chatbots where the chat-
bot acted as a student and asked the chatbot for answers and examples. Further, a 
surveyed chatbot used experiential learning by asking students to develop expla-
nations to problems gradually.

• RQ6 studied the empirical evidence used to back the validity of the chatbots. 
Most surveyed chatbots were evaluated with experiments that largely proved 
with statistical significance that chatbots could improve learning and student sat-
isfaction. A related review study (Hwang & Chang, 2021) indicated that many 
studies used experiments to substantiate the validity of chatbots. However, no 
discussion of findings was reported.

  Some of the surveyed chatbots used evaluation studies to assess the effect of 
chatbots on perceived usefulness and subjective satisfaction. The results are in 
favor of the chatbots. A related review study (Hobert & Meyer von Wolff, 2019) 
mentioned that qualitative studies using pre/post surveys were used. However, no 
discussion of findings was reported.

  Questionnaires were also used by some surveyed chatbots indicating perceived 
subjective satisfaction, ease of learning, and usefulness. Intriguingly, a review 
study (Pérez et al., 2020) suggested that questionnaires were the most common 
method of evaluation of chatbots. Such questionnaires pointed to high user satis-
faction and no failure on the chatbot’s part.
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  Finally, only this study reported using focus groups as an evaluation method. 
Only three chatbots were evaluated with this method with a low number of par-
ticipants, and the results showed usefulness, reasonable subjective satisfaction, 
and lack of training.

• RQ7 examined the challenges and limitations of using educational chatbots. A 
frequently reported challenge was a lack of dataset training which caused frus-
tration and learning difficulties. A review study (Pérez et al., 2020) hinted at a 
similar issue by shedding light on the complex task of collecting data to train the 
chatbots.

  Two surveyed studies also noticed the novelty effect. Students seem to lose 
interest in talking to chatbots over time. A similar concern was reported by a 
related review study (Pérez et al., 2020).

  Other limitations not highlighted by related review studies include the lack 
of user-centered design, the lack of feedback, and distractions. In general, the 
surveyed chatbots were not designed with the involvement of students in the 
process. Further, one surveyed chatbot did not assess the students’ knowledge, 
which may have negatively impacted the chatbot’s success. Finally, a surveyed 
study found that a chatbot’s external links and popup messages distracted the 
students from the essential tasks.

  The main limitation not identified in our study is chatbot ethics. A review 
study (Okonkwo & Ade-Ibijola, 2021) discussed that ethical issues such as pri-
vacy and trust must be considered when designing educational chatbots.

To set the ground for future research and practical implementation of chatbots, 
we shed some light on several areas that should be considered when designing and 
implementing chatbots

• Usability Principles Usability is a quality attribute that evaluates how easy a 
user interface is to use (Nathoo et  al., 2019). Various usability principles can 
serve as guidance for designing user interfaces. For instance, Nielson pre-
sented ten heuristics considered rules of thumb 13. Moreover, Shneiderman 
mentioned eight golden user interface design rules (Shneiderman et al., 2016). 
Further, based on the general usability principles and heuristics, some research-
ers devised usability heuristics for designing and evaluating chatbots (conversa-
tional user interfaces). The heuristics are based on traditional usability heuristics 
in conjunction with principles specific to conversation and language studies. In 
terms of the design phase, it is recommended to design user interfaces iteratively 
by involving users during the design phase (Lauesen, 2005).

  The chatbots discussed in the reviewed articles aimed at helping students with 
the learning process. Since they interact with students, the design of the chatbots 
must pay attention to usability principles. However, none of the chatbots explic-
itly discussed the reliance on usability principles in the design phase. However, 
it could be argued that some of the authors designed the chatbots with usability 

13 https:// www. nngro up. com/ artic les/ ten- usabi lity- heuri stics/
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in mind based on some design choices. For instance, Alobaidi et al. (2013) used 
contrast to capture user attention, while Ayedoun et  al. (2017) designed their 
chatbot with subjective satisfaction in mind. Further, Song et al. (2017) involved 
the users in their design employing participatory design, while Clarizia et  al. 
(2018) ensured that the chatbot design is consistent with existing popular chat-
bots. Similarly, Villegas-Ch et  al. (2020) developed the user interface of their 
chatbot to be similar to that of Facebook messenger.

  Nevertheless, we argue that it is crucial to design educational chatbots with 
usability principles in mind explicitly. Further, we recommend that future educa-
tors test for the chatbot’s impact on learning or student engagement and assess 
the usability of the chatbots.

• Chatbot Personality Personality describes consistent and characteristic patterns 
of behavior, emotions, and cognition (Smestad and Volden, 2018). Research sug-
gests that users treat chatbots as if they were humans (Chaves & Gerosa, 2021), 
and thus chatbots are increasingly built to have a personality. In fact, researchers 
have also used the Big Five model to explain the personalities a chatbot can have 
when interacting with users (Völkel & Kaya, 2021; McCrae & Costa, 2008). 
Existing studies experimented with various chatbot personalities such as agree-
able, neutral, and disagreeable (Völkel & Kaya, 2021). An agreeable chatbot 
uses family-oriented words such as “family” or “together” (Hirsh et al., 2009), 
words that are regarded as positive emotionally such as “like” or “nice” (Hirsh 
et  al., 2009), words indicating assurance such as “sure” (Nass et  al., 1994), as 
well as certain emojis (Völkel et al., 2019), as suggested by the literature. On the 
other hand, a disagreeable chatbot does not show interest in the user and might 
be critical and uncooperative (Andrist et al., 2015).

  Other personalities have also been attributed to chatbots, such as casual and 
formal personalities, where a formal chatbot uses a standardized language with 
proper grammar and punctuation, whereas a casual chatbot includes everyday, 
informal language (Andrist et al., 2015; Cafaro et al., 2016).

  Despite the interest in chatbot personalities as a topic, most of the reviewed 
studies shied away from considering chatbot personality in their design. A few 
studies, such as (Coronado et  al., 2018; Janati et  al., 2020; Qin et  al., 2020; 
Wambsganss et al., 2021), integrated social dialog into the design of the chatbot. 
However, the intention of the chatbots primarily focused on the learning process 
rather than the chatbot personality. We argue that future studies should shed light 
on how chatbot personality could affect learning and subjective satisfaction.

• Chatbot Localization and Acceptance Human societies’ social behavior and 
conventions, as well as the individuals’ views, knowledge, laws, rituals, prac-
tices, and values, are all influenced by culture. It is described as the underly-
ing values, beliefs, philosophy, and methods of interacting that contribute to a 
person’s unique psychological and social environment. Shin et al. (2022) defines 
culture as the common models of behaviors and interactions, cognitive frame-
works, and perceptual awareness gained via socialization in a cross-cultural envi-
ronment. The acceptance of chatbots involves a cultural dimension. The cultural 
and social circumstances in which the chatbot is used influence how students 
interpret the chatbot and how they consume and engage with it. For example, 
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the study by (Rodrigo et  al., 2012) shows evidence that the chatbot ‘Scooter’ 
was regarded and interacted with differently in the Philippines than in the United 
States. According to student gaming behavior in the Philippines, Scooter’s inter-
face design did not properly exploit Philippine society’s demand for outwardly 
seamless interpersonal relationships.

  Nevertheless, all other studies didn’t focus on localization as a design ele-
ment crucial to the chatbot’s effectiveness and acceptance. We encourage future 
researchers and educators to assess how the localization of chatbots affects stu-
dents’ acceptance of the chatbots and, consequently, the chatbot’s success as a 
learning mate.

• Development Framework As it currently stands, the literature offers little guid-
ance on designing effective usable chatbots. None of the studies used a certain 
framework or guiding principles in designing the chatbots. Future works could 
contribute to the Human-Computer Interaction (HCI) and education community 
by formulating guiding principles that assist educators and instructional design-
ers in developing effective usable chatbots. Such guiding principles must assist 
educators and researchers across multiple dimensions, including learning out-
comes and usability principles. A software engineering approach can be adopted, 
which guides educators in four phases: requirements, design, deployment, and 
assessment. A conceptual framework could be devised as a result of analyzing 
quantitative and qualitative data from empirical evaluations of educational chat-
bots. The framework could guide designing a learning activity using chatbots by 
considering learning outcomes, interaction styles, usability guidelines, and more.

• End-user development of chatbots End-User Development (EUD) is a field 
that is concerned with tools and activities enabling end-users who are not profes-
sional software developers to write software programs (Lieberman et al., 2006). 
EUD uses various approaches such as visual programming (Kuhail et al., 2021) 
and declarative formulas (Kuhail and Lauesen, 2012). Since end-users outnum-
ber software engineers by a factor of 30-to-1, EUD empowers a much larger pool 
of people to participate in software development (Kuhail et  al., 2021). Only a 
few studies (e.g., (Ondáš et al., 2019; Benedetto & Cremonesi, 2019) have dis-
cussed how the educational chatbots were developed using technologies such as 
Google Dialogflow and IBM Watson 14. Nevertheless, such technologies are only 
accessible to developers. Recently, commercial tools such as Google Dialogflow 
CX 15 emerged to allow non-programmers to develop chatbots with visual pro-
gramming, allowing end-users to create a program by putting together graphical 
visual elements rather than specifying them textually.

  Future studies could experiment with existing EUD tools that allow educa-
tional chatbots’ development. In particular, researchers could assess the usability 
and expressiveness of such tools and their suitability in the educational context.

14 https:// www. ibm. com/ sa- ar/ watson
15 https:// cloud. google. com/ dialo gflow/ cx/ docs/ basics

1010 Education and Information Technologies (2023) 28:973–1018

https://www.ibm.com/sa-ar/watson
https://cloud.google.com/dialogflow/cx/docs/basics


1 3

7  Conclusion

This study described how several educational chatbot approaches empower learn-
ers across various domains. The study analyzed 36 educational chatbots proposed 
in the literature. To analyze the tools, the study assessed each chatbot within 
seven dimensions: educational field, platform, educational role, interaction style, 
design principles, empirical principles, and challenges as well as limitations.

The results show that the chatbots were proposed in various areas, including 
mainly computer science, language, general education, and a few other fields such 
as engineering and mathematics. Most chatbots are accessible via a web platform, 
and a fewer chatbots were available on mobile and desktop platforms. This choice 
can be explained by the flexibility the web platform offers as it potentially sup-
ports multiple devices, including laptops, mobile phones, etc.

In terms of the educational role, slightly more than half of the studies used 
teaching agents, while 13 studies (36.11%) used peer agents. Only two studies 
presented a teachable agent, and another two studies presented a motivational 
agent. Teaching agents gave students tutorials or asked them to watch videos with 
follow-up discussions. Peer agents allowed students to ask for help on demand, 
for instance, by looking terms up, while teachable agents initiated the conversa-
tion with a simple topic, then asked the students questions to learn. Motivational 
agents reacted to the students’ learning with various emotions, including empathy 
and approval.

In terms of the interaction style, the vast majority of the chatbots used a chat-
bot-driven style, with about half of the chatbots using a flow-based with a prede-
termined specific learning path, and 36.11% of the chatbots using an intent-based 
approach. Only four chatbots (11.11%) used a user-driven style where the user 
was in control of the conversation. A user-driven interaction was mainly utilized 
for chatbots teaching a foreign language.

Concerning the design principles behind the chatbots, slightly less than a third 
of the chatbots used personalized learning, which tailored the educational content 
based on learning weaknesses, style, and needs. Other chatbots used experiential 
learning (13.88%), social dialog (11.11%), collaborative learning (11.11%), affec-
tive learning (5.55%), learning by teaching (5.55%), and scaffolding (2.77%).

Concerning the evaluation methods used to establish the validity of the 
approach, slightly more than a third of the chatbots used experiment with mostly 
significant results. The remaining chatbots were evaluated with evaluation studies 
(27.77%), questionnaires (27.77%), and focus groups (8.33%). The findings point 
to improved learning, high usefulness, and subjective satisfaction.

Some studies mentioned limitations such as inadequate or insufficient dataset 
training, lack of user-centered design, students losing interest in the chatbot over 
time, and some distractions.

There are several challenges to be addressed by future research. None of the 
articles explicitly relied on usability heuristics and guidelines in designing the 
chatbots, though some authors stressed a few usability principles such as con-
sistency and subjective satisfaction. Further, none of the articles discussed or 
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assessed a distinct personality of the chatbots though research shows that chatbot 
personality affects users’ subjective satisfaction.

Future studies should explore chatbot localization, where a chatbot is customized 
based on the culture and context it is used in. Moreover, researchers should explore 
devising frameworks for designing and developing educational chatbots to guide 
educators to build usable and effective chatbots. Finally, researchers should explore 
EUD tools that allow non-programmer educators to design and develop educational 
chatbots to facilitate the development of educational chatbots. Adopting EUD tools 
to build chatbots would accelerate the adoption of the technology in various fields.

Study Limitations We established some limitations that may affect this study. We 
restricted our research to the period January 2011 to April 2021. This limitation was 
necessary to allow us to practically begin the analysis of articles, which took several 
months. We potentially missed other interesting articles that could be valuable for 
this study at the date of submission.

We conducted our search using four digital libraries: ACM, Scopus, IEEE Xplore, 
and SpringerLink. We may have missed other relevant articles found in other librar-
ies such as Web of Science.

Our initial search resulted in a total of 1208 articles. We applied exclusion crite-
ria to find relevant articles that were possible to assess. As such, our decision might 
have caused a bias: for example, we could have excluded short papers presenting 
original ideas or papers without sufficient evidence.

Since different researchers with diverse research experience participated in this 
study, article classification may have been somewhat inaccurate. As such, we miti-
gated this risk by cross-checking the work done by each reviewer to ensure that no 
relevant article was erroneously excluded. We also discussed and clarified all doubts 
and gray areas after analyzing each selected article.

There is also a bias towards empirically evaluated articles as we only selected 
articles that have an empirical evaluation, such as experiments, evaluation studies, 
etc. Further, we only analyzed the most recent articles when many articles discussed 
the same concept by the same researchers.

At last, we could have missed articles that report an educational chatbot that 
could not be found in the selected search databases. To deal with this risk, we 
searched manually to identify significant work beyond the articles we found in the 
search databases. Nevertheless, the manual search did not result in any articles that 
are not already found in the searched databases.
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