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Abstract

An affine vector space partition of AG(n, ¢) is a set of proper affine subspaces that partitions
the set of points. Here we determine minimum sizes and enumerate equivalence classes of
affine vector space partitions for small parameters. We also give parametric constructions for
arbitrary field sizes.
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Hitting formulas
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1 Introduction

A vector space partition P of the projective space PG(n — 1, ¢) is a set of subspaces in
PG(n — 1, g) which partitions the set of points. For a survey on known results we refer to
[12]. We say that a vector space partition P has type (n — 1)™»=1 ... 2™21™ if precisely
m; of its elements have dimension i, where 1 < i < n. The classification of the possible
types of a vector space partition, given the parameters n and ¢, is an important and difficult
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problem. Based on [10], the classification for the binary case ¢ = 2 was completed forn < 7
in [7]. Under the assumption m; = 0 the case (¢, n) = (2, 8) has been treated in [6]. It
seems quite natural to define a vector space partition A of the affine space AG(n, g) as a
set of subspaces in AG(n, ¢) that partitions the set of points. However, it turns out that those
partitions exist for all types which satisfy a very natural numerical condition. If we impose the
additional condition of tightness, that is that the projective closures of the elements of .A have
an empty intersection, then the classification problem becomes interesting and challenging.
This condition is natural in the context of hitting formulas as introduced in [17], that is for
logical formulas in full disjunctive normal form (DNF) such that each truth assignment to the
underlying variables satisfies precisely one term. For a more recent treatment and applications
we refer to [26]. Here we consider the geometrical and the combinatorial point of view.

Variants of vector space partitions of PG(n — 1, ¢) have been studied in the literature. In [8]
the authors study (multi-)sets of subspaces covering each point exactly A times. The problem
of covering each k-space exactly once is considered in [ 14]. A more general partition problem
for groups is studied in [10]. Irreducible homogeneous affine vector space partitions have
been studied by Agievich [1] and Tarannikov [28] motivated by the study of bent functions.
However, we are not aware of any publication treating the introduced affine vector space
partitions in the same generality as in the present work.

The paper is organized as follows. In Sect. 2 we formally introduce affine vector space
partitions, state the preliminaries, and develop the first necessary existence conditions. Here
we are guided by the published necessary conditions for vector space partitions. We also
argue why tightness (see above) and irreducibility, that is there exists no proper subset
A’ C A such that the union of all elements of A’ is a subspace of AG(n, g), are necessary to
obtain an interesting existence question. In Sect. 3 we classify affine vector space partitions
for arbitrary field sizes but small dimensions. Sect. 4 is concerned with the binary case.
We completely determine the possible dimension distributions of tight irreducible affine
vector space partitions of PG(n — 1, 2) for all n < 7. In a few cases we give theoretical or
computational classifications of the corresponding equivalence classes of tight irreducible
vector space partitions. A very nice example consists of eight solids in PG(6, 2) whose parts
at infinity live on the Klein quadric Q" (5, 2). A generalization to arbitrary finite fields of
characteristic 2 is given in Sect. 5.2. Parametric constructions of tight irreducible affine vector
space partitions using spreads or hitting formulas complete Sect. 5. In Sect. 6 we determine
the smallest possible size of an irreducible tight affine vector space partition of PG(7, 2) and
give a parametric upper bound for PG(n — 1, 2) of size roughly 37" which is significantly
smaller than the conjectured smallest size of an irreducible hitting formula mentioning all
variables. We close with a conclusion and a list of open problems in Sect. 7. To keep the
paper self-contained we present some additional material in an appendix. Section A contains
details on integer linear programming formulations that we have utilized to obtain some
computational results. Section B contains a few technical results that might be left to the
reader or collected from the literature. Lists of hitting formulas that can be used to construct
tight irreducible affine vector space partitions of the minimum possible size are given in
Sect. C.

2 Preliminaries and necessary conditions

Definition 1 An affine vector space partition A of AG(n, q) is a set {Ay, ..., A,} of sub-
spaces of AG(n, g) suchthat0 < dim(A;) <n—1forall 1 <i < r andevery point (element
of F)

q
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is contained in exactly one element A;. The integer r is called the size of the affine vector
space partition.

We write #.A for the size of A. For each affine subspace A € AG(n, q) we write A for its
projective closure. With this A := {A : A € A} is the natural embedding of an affine vector
space partition of AG(n, ¢) in PG(n, ¢). Denoting the hyperplane at infinity by Hso, we can
directly define an affine vector space partition in PG(n, g):

Definition 2 An affine vector space partition U of PG(n — 1, q) is a set {Uj, ..., U,} of
subspaces of PG(n — 1, g¢) such that 1 < dim(U;) <n — 1forall 1 <i < r and there exists
ahyperplane Hy, such that every point (1-dimensional subspace) outside of H, is contained
in exactly one element U; and U; £ Hy, forall 1 <i < r. The integer r is called the size of
the affine vector space partition and also denoted by #I/.

Here we use the algebraic dimension for subspaces in PG(n — 1, ¢), i.e., if dim(U) = u,
then #U = [’f] = qqu%]l and we also speak of u-spaces. Using the geometric language, we
call 1-, 2-, 3-, 4-, and n—1-spaces points, lines, planes, solids, and hyperplanes, respectively.
For each 1 < i < r the set U;\ Hy is an affine space containing ¢%m (U =1 points.

In the following we will mostly speak of an affine vector space partition, abbreviated as
avsp, and will consider its embedding in PG(n — 1, ¢). The type of an avspUd = {Uy, ..., U,}
isgivenby (n—1)"—1 .. . 2"21" wherem; = # {Uj 1< j<r,dmU;) = i}.Counting
points outside of H, gives

n—1

Domiq =" M
i=1

The analog of Eq. (1) for vector space partitions of PG(n — 1, g) is called the packing
condition. While the packing condition for vector space partitions of PG(n — 1, ¢) is just
a necessary but not a sufficient condition for the existence with a given type, for avsps
Equation (1) is both necessary and sufficient.

Lemma 1 Foreach type (n — 1)"™n=1 . . 2"™21"™1 that satisfies the packing condition (1) there
exists an avsp U of PG(n — 1, q) attaining that type.

Proof Consider a subspace K of Hy, with dim(K) =n —2. By Hy, ..., H; we denote the
g hyperplanes containing K that are not equal to Hy,. Clearly, we have 0 < m,_; < ¢
and we can choose Hy, ..., Hy, | as the first elements of Z/. The remaining elements are
constructed recursively. For each index m,_; + 1 < j < g we consider an avsp of type
(n — 2)’"51}—)2 .. 2’”;]) 1’”5“ where the m;j ) e Ny are chosen such that the packing condition
is satisfied for H; and

q .
> om?=m &)

Jj=my—1+1
forall 1 <i <n — 2. Such a decomposition can be easily constructed, see the algorithm in
Sect. B. ]

Definition 3 We call an avsp U = {Uy, ..., U,} reducible if there exists a subspace U and
asubset S C {1,...,r} such that dim(U) < n,#S > l and {U; : i € S} isan avsp of U.
Otherwise U is called irreducible.
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Lemma 2 The smallest size of an irreducible avsp U of PG(n — 1, q) is given by #Ud = q.

Proof Let U be an avsp of PG(n — 1, ¢). Since there are ¢"~! points to cover and each
subspace covers at most ¢g" 2 points, we have #/ > g. Now consider a hyperplane K of
Hy.By Hy, ..., H; we denote the g hyperplanes containing K and not being equal to Hy.
With this, {Hl, R Hq} is an irreducible avsp of PG(n — 1, g). O

For a vector space partition P of PG(n — 1, ¢) we have dim(A) + dim(B) < n for each
pair {A, B} of different elements of P, which is also called dimension condition. Using this

it can be easily shown that #P > q‘{;;jl =q"?+1ifnisevenand #P > ¢ tV/2 4 lifnis
241

odd. Both bounds can be attained by spreads, i.e., vector space partitions of type (n/2)4
and lifted MRD codes of maximum possible rank distance, i.e., vector space partitions of
type (n+1)/ D=1 /2)4 e , respectively. In [25] the authors determine the minimum
size o, (n, t) of a vector space partition of PG(n, ¢) whose largest subspace has dimension ¢.

Lemma 3 Let U be an irreducible avsp of PG(n — 1, q) and Uy, ..., U, € U be q different
elements with dim(U) = - - - = dim(Uy) and dim ((Ul, e Uq>) = dim(Uy) + 1. Then we
have dim(Uy) = --- =dim(Uy) =n — 1.

Proof Let U = <U1, e Uq) and u# := dim(U). Since U\ Hy, contains ¢“ points and
U;\ Hy, contains q"_l points for each 1 <i < ¢, the set

U\{UL, ..., Uz} U{U}
is an avsp unless dim(U) = u + 1 = n. ]

Corollary 1 Let U be an irreducible avsp of PG(n — 1, 2) and Uy, Uy € U be two different
elements with dim(U;) = dim(U,) = dim(U; N Uy) + 1. Then, we have dim(U;) =
dim(Up) =n — 1.

As an analog of the dimension condition for vector space partitions in PG(n — 1, g) we have:

Lemma4 LetU be an avsp inU. For each U, U’ € U we have
dimU N U") = dim(U N U’ N He) > dim(U) + dim(U') — n. 3)

Proof Since U\ Hyo, U'\ Hyo are disjointand U, U" £ Hy, we have dim(UNU’) = dim(U N
U’ N Hy). The inequality follows from

dim(UNU,) + dim({(Uy, Uz)) = dim(U;) + dim(U,)
and dim((Uy, U3)) < n. ]

Due to the following general construction for (irreducible) avsps we introduce a further
condition.

Lemma5 Let Y = {Uy,...,U,} be an avsp of PG(n — 1,q) =: V and P be a point
outside of V (embedded in PG(n, q)). Then, U’ := {{Uy, P), ..., (U, P)} is an avsp of
(V, P) ZPG((n+ 1) — 1, q), where the “new” hyperplane at infinity arises via (Hso, P)
from the “old” hyperplane at infinity Hx. Reducability inherits, i.e. U’ is irreducible iff U is
irreducible.

Definition4 Let &/ = {Uj, ..., U,} be an avsp of PG(n — 1, g). We call U tight iff the
intersection of all U; does not contain a point, i.e. the intersection is trivial.
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The same definition was proposed by Agievich [1], under the name primitivity, and was
dubbed A-primitivity by Tarannikov [28]. We remark that an avsp A of AG(n, q) is tight iff
for any x € ]F;, there exists an A € A such that A is not invariant under addition of x, that
isA+x # A

Lemma 6 For each integer n > 2 there exists a tight avsp of PG(n — 1, q) with size (¢ — 1) -
n—1+1

Proof Apply the following recursive construction. Start with an (n —2)-dimensional subspace
K of Hy and consider the g hyperplanes Hy, ..., H; containing K but not being equal to
Hso. Choose g — 1 out of these and continue the iteration with the remaining hyperplane
until it becomes 2-dimensional, i.e. a line. In the final step replace the affine line by ¢ points,
so that the resulting avsp is trivially tight. O

A classical result in computer science, attributed to Tarsi, states that a minimally unsatisfiable
Boolean formula in conjunctive normal form (CNF) with m clauses mentions at most m — 1
variables, see e.g. [5, Theorem 8]. The proof can be slightly modified to show that forn > 2
each tight avsp of PG(n — 1, 2) has size at least n. One might conjecture that Lemma 6 is
tight. Some preliminary results in that direction are proven in [9, Sec. 3.2]. The determination
of the minimum size of an irreducible tight avsp is quite a challenge and we will present our
preliminary results in Sects. 3 and 4.

Note that tightness and irreducibility can be checked efficiently. In particular, for irre-
ducibility it suffices to calculate the affine closure for all pairs of subspaces in the avsp.
We will show efficiency formally and provide detailed algorithms in future work on hitting
formulas.

Lemma?7 LetU, K, and Hy, be subspaces inPG(n—1, q) with K < Hyo, dim(K) =n—2,
dim(Hy) = n — 1, and dm(U N Hy) = dimU) — 1, i.e. U £ Hw. By Hy, ..., H,
we denote the q hyperplanes containing K but not being equal to Huo. Then the following
statements are equivalent:

(1) UNHyx <K;

(2) there exists anindex 1 <i < q withU < H;;

(3) there exists an index 1 <i < gqwithU < HiandUNH; =U N Hy = U NK forall
1< j<qwithj#i;

(4) dim(U N K) = dim(U) — 1.

Lemma8 Let U, K, and Hy, be subspaces inPG(n—1, q) with K < Hso, dim(K) =n—2,
dim(Hy) = n — 1, and dim(U N Hy) = dimU) — 1, iie. U £ Heo. By Hy, ..., H,
we denote the g hyperplanes containing K but not being equal to Hs,. Then the following
statements are equivalent:

(1) UNHy £ K;

(2) dim(U N H;) =dimU)—1foralll <i <gq;

(3) there are g (dim(U) — 1)-spaces in U containing U N K and not being contained in Hyo;
4) dim(UNK) =dim(U) — 2.

Assume that P is a vector space partition of PG(n — 1, ¢) with type k{"' ... k"', where
ki > --- > kandm; > Oforall 1 < i < [. The so-called rail T of P is the set of all
ki-spaces in P, i.e., the set of all elements with the smallest occurring dimension. In [11]
several conditions on #7 have been obtained. In our situation we can also consider the tail
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T = {U €U : dim(U) = k;} of an avsp of PG(n — 1, g) with type k}"' ...klm’, where
ki > - >k and m; > Oforall 1 <i < [. The packing condition (1) directly implies
that g¥—1=% divides #7 = my if | > 2 and that ¢" % divides #7 = m; if | = 1. In [21] the
results on the tail of a vector space partition of PG(n — 1, g) were refined using the notion
of A-divisible sets of k-spaces.

Definition 5 A (multi-)set S of k-spaces in PG(n — 1, q) is called A-divisible iff #S =
#(HNS) (mod A) forevery hyperplane H, where H NS denotes the (multi-)set of elements
of S that are contained in H.

We use the notation {{x}} for a multiset S and #S for its cardinality.

Lemma9 Let U be an avsp of PG(n — 1, q) of type k"' ... k", where ki > -+ > k; > 1
and m;j > 0 forall 1 <i <1 Let7T := {U el : dim(U) = k;} be the tail of U and
T = {TNHx : TeT)If1 > 2, then T is g¥-'"%_divisible and #T = #T' = 0
(mod gh—1=k) If1 = 1, then T' is q-divisible and #T = #T' = 0 (mod ¢" k).

Proof Clearly we have #7 = #7'. From the packing condition (1) we directly conclude
#T = 0 (mod ¢N-17%) if | > 2 and #T= ¢" % = 0 (mod ¢" %) if | = 1. Let K be an
arbitrary hyperplane of Hy, and Hy, ..., H; be the g hyperplanes of PG(n — 1, ¢) not being
equal to H,. Call the points outside of Hy, that are contained in some element of ¢/ with
dimension strictly larger than k; covered and all others outside of Hy, uncovered. Since each
k-space covers either g*~!, g2, or 0 points of H;\ Hwo, the number of uncovered points in
H;\ Hy is divisible by gX-1=2if | > 2 and by g¥~1 if [ = 1, where 1 < i < g is arbitrary.
Let a be the number of k;-spaces in ¢/ that are completely contained in H;, so that the number
of uncovered points in H; equals

X:=a ~qk’71 + #7T —a) - qk’fz.

If I > 2 we have x = 0 (mod ¢¥—172) and #7 = 0 (mod g*—1=%), so that (¢ — 1)a = 0
(mod gk-17k)yanda = 0 (mod ¢g*-1~%).1f = 1 wehavex = 0 (mod ¢g¥~!)and#7 =0
(mod q), so that (g — 1)a =0 (mod ¢) anda =0 (mod q). O

A-divisible (multi-)sets S of k-spaces in PG(n — 1, g) have been studied in [21]. If we

k k
replace each k-space by its % points we obtain a Ag¥~!-divisible multiset of #S - %
points in PG(n — 1, ¢). The possible cardinalities, given the divisibility constant and the %eld
size, have been completely characterized in [18, Theorem 1]. Here we will use only a few
results on the possible structure of the tail (or more precisely of 7”) which allow more direct

proofs.

Lemma 10 LetU be an avsp of PG(n — 1, 2) with tail T. If #T = 2, then either U is reducible
orwe haved =T and dim(U) =n — 1 forall U € U.

Proof Denote the dimension of the elements of 7 by k. Lemma 9 yields that 7' :=
{TNHy : T € T} is a 2-divisible multiset of (k — 1)-spaces. So, each hyperplane of Hy,
contains either all 2 or zero elements from 77, so that 77 is a g-fold (k — 1)-space. With this,
the stated results follows from Lemma 3 applied to 7. O

Corollary 2 Let U be an irreducible avsp of PG(n — 1, q) of type le e k;nl, where k; >
->kjandk; > Oforalll <i <. Ifm; = q, then we havel = 1 and ki =n — 1.
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2.1 The structure of the tail for small parameters

If #7 is small and ¢ = 2, then we can also characterize the tail using Lemma 9. To this end,
let S denote a set of k-spaces in PG(n — 1, ¢). The corresponding spectrum (a;); e, is given
by the numbers a; of hyperplanes that contain exactly i elements from S, so that

#S n
q" —1
Y ai="— = 4
e q

The condition that S is spanning, i.e. (S : § € §) = PG(n — 1, q), is equivalent to ags = 0.
Double-counting the k-spaces gives

#S ) qnfk 1
Zlai :#8'71. (®)]
i=0 1~

Lemma 11 Let S be a 2-divisible set of four k-spaces in PG(n — 1,2). Then there exists
a (k — 1)-space B, a plane E, and a line L < E with dim((E, B)) = k + 2, such that
S={P,B): PeE\L}L

Proof Assume that P is a point that is contained in at least one but not all elements from
S. Let x denote the number of elements of S that contain P. Since all hyperplanes contain
an even number of elements from S we have x # 3. Assume x = 2 for a moment and let
S, S’ € S be the two elements not containing P. There are 2" %~ hyperplanes that contain
S but do not contain P, so that all of those hyperplanes contain S and S’. The intersection of
these hyperplanes has dimension at most k£ and contains S as well as S’, so that S = S’, which
is a contradiction. Thus, each point P in PG(n — 1, 2) is contained in 0, 1 or 4 elements of S.

By (ai);en, We denote the spectrum of S. W.Lo.g. we assume that S is spanning, i.e., we
have a4 = 0. From the equations (4) and (5) we conclude

ag=2"—2""M"41 and ay = 2" -2,

If there is no point P that is contained in all four elements of S, then the elements of S are
pairwise disjoint and double-counting pairs yields

Q=) ).

ikl g 6. (2"—2’< - 1) & 2k _3.n2% 4 g,

so that

which has the unique solutionn =3, k = 1.

So, by recursively quotienting out points P that are contained in all elements of S we
conclude the existence of a (k — 1)-space B that is contained in all four elements of S.
Quotienting out B yields a spanning 2-divisible set of points in PG(2, 2) with ap = 1 and
ap = 6. Choosing E as the ambient space and L as the empty hyperplane yields the stated
characterization since in PG(2, 2) there are exactly four points outside a hyperplane. O

If k = 1, i.e., the k-spaces are points, the Egs. (4)—(5) and the generalization Z?ﬁo (é)ai =

n—2_ . e
(#f ) .4 7= L of (6) are also known as “standard equations” or the first three MacWilliams

equations for the corresponding (projective) linear code.
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We remark that Lemma 11 is based on the fact that each 2-divisible set of 4 points is an
affine plane. For ¢ > 2 there there further possibilities for ¢-divisible sets of g2 points over
Iy, see [4, 19] on the so-called cylinder conjecture. We apply Lemma 11 e.g. in Proposition 6
and Lemma 18.

3 Classification of avsps in PG(n — 1, q) for small parameters

By definition, there is no avsp in PG(1 — 1, ¢). In PG(2 — 1, ¢) there is a unique avsp. It has
type 17 and is irreducible and tight.

Lemma 12 Let U be an avsp of PG(n — 1, q), where n > 3. If there exist pairwise different
hyperplanes Uy, ..., U; € U, then there exists an (n — 2)-space K < Hy, such that K < U;
foralll <i <lI.

Proof The statement is trivial for / < 1, so that we assume [/ > 2. Due to the dimensions we
have dim(U; NU;) = n —2forall 1 <i < j < /. Since the sets of points U;\ Hy and
Uj\Hy are disjoint we have U; NU;j < Hyo and U; NU; = U; N Hyo = Uj N Hoo. So, we

set K =U; N Hx. |
Proposition 1 Let U be an irreducible avsp of PG(n — 1, q), where n > 3. If U is of type
(n — 1)"=1 [ 2M21"™ then we have m,_1 < q — 2 or m,_1 = q. In the latter case U is
not tight.

Proof We assume m,—1 = g — 1 > 1 and let K < Hy as in Lemma 12. With this, let

H # Hy be the unique hyperplane with K < H that is not contained as an element in &/
and U’ arise from U by removing the g — 1 (n — 1)-dimensional elements. Thus, ¢/’ is an
avsp of H, i.e., U is reducible.

If m,—_1 = g, then the (n — 2)-space K < Hy (as in Lemma 12) is contained in all
elements of U, i.e., U is not tight. O
Corollary 3 Let U be an irreducible tight avsp of PG(n — 1,2) of type (n — 1)"»=1 ... 1™,
where n > 3. Then we have m,,_1 = O.

Lettd = {Uy,...,U,} be an avsp of PG(n — 1,g9), I € {1,...,r}, and V be a proper
subspace with V. £ Hoo. If # > 2 and {U; : i € I} is an avsp of V, then we say that the
spaces U; with i € I can be joined to V. Note that this is exactly the situation when U is
reducible. In PG(n — 1, 2) any two points outside of Hs, can be joined to a line, so that:

Lemma 13 Let U be an irreducible tight avsp of PG(n — 1, 2) of type (n — 1)"»=1 .. 1™
where n > 3. Then,we have m| = 0.

Theorem 1 Let U be an avsp of PG(3 — 1, q) with type 221", Then, we have 0 < my < g,
my = q - (g —my), all lines in U contain a common point P < Hy, and the 1-dimensional
elements can be grouped into pairwise disjoint sets of size q that can be joint to a line each.

Proof The parameterization of my, m follows from the packing condition (1). If my > 0, the
existence of P follows from Lemma 12. If m»> = 0 then choose an arbitrary point P < Hy.

By Ly, ..., Ly we denote the g lines containing P that are not equal to He. For each line
L; that is not an element of U/ there exist g points in I/ that can be joined to L;. (Note that
LiNnL;j=Pforalll <i <j=<gq.) O

@ Springer



Affine vector space partitions

We remark that all possibilities for 0 < my < ¢ can indeed by attained. In general there exist
several non-isomorphic examples.

Corollary 4 (1) Let U be an irreducible avsp of PG(3 — 1, q). Then U is of type 29 and
non-tight.

(2) LetU be an avsp of PG(3 — 1, q) with type 221", Then, U is tight iff m1 > 1. In that
case U is reducible.

(3) No irreducible tight avsp of PG(3 — 1, q) exists.

Letid be anavsp of PG(n—1, g), wheren > 3,and K < H, be an arbitrary (n —2)-space.
We say that iUV, ..., UD is a K-decomposition of U if the ¢ hyperplanes containing K and
not being equal to Hy, can be labeled as Hj, ..., H, such that i/ = U?ZIZ/I(’) and

L{(i)z{UﬂHiZUGU,UmHifHoo} D

forall 1 <i < q. Note that UD is an avsp of H; for each 1 < i < ¢ (including the case
U = {H;}). Moreover, any labeling of the ¢ hyperplanes H; induces a K -decomposition.
Observe that for a fixed (n — 2)-space K < Hy, each pair of K-decompositions arises just
by relabeling, so that we also speak of the K-decomposition of U since the actual labeling
will not matter in our context.

Proposition2 Let U be an avsp of PG(n — 1,q), where n > 3, with type (n —

=t 2M21™M Jf 1 < m,_1 < q, then there exists an (n — 2)-space K < Hy, such
that the K -decomposition u®, oy partitions U, i.e.,
U u?”=u.
l<i<q

Moreover, if m,—1 < q — 1, then U is reducible. (More precisely, for each index 1 <i < g
with #U4D > 1 the elements in U®D can be joined to H;.)

Proof Choose some arbitrary U € U with dim(U) = n — 1, set K := U N Hy, and let
U, ..., UD be the K-decomposition of I/ and Hj, ..., H, be the corresponding hyper-
planes. Due to Lemma 12 each U € U/ withdim(U) = n — 1 results in the same (n —2)-space
K and the same K -decomposition YV, ... 1/ (up to relabeling). Especially we have that
for each U’ € U with dim(U’) = n — 1 there exists an index 1 < i < ¢ with /) = {U’}.
W.Lo.g. we assume #14/(D) = 1.

Now consider an element U € U with dim(U) < n — 1. From Lemma 8 we conclude
UNHy < K since otherwise #/(1 > 1 (more precisely, U would splitinto ¢ (dim(U) — 1)-
spaces where one of these would be contained in 2/(") that also contains an entire hyperplane,
which contradicts the packing condition (1)), which would contradict our assumption. Thus,
for each U € U there exists exactly one index 1 <i < g withU e U @) and for each index
l1<j<gqgeitherUe HiorUNH; <K < Hy. ]

Corollary 5 LetU be an avsp of PG(n — 1, q) with type (n — 1)"n=1 ... 2"2 1" 'ywhere n > 3.
If U is irreducible, then we have m,_1 € {0, g}.

Affine vector space partitions of PG(4 — 1, ¢) that contain at least one hyperplane as an
element can be characterized easily.

Proposition 3 Let U be an avsp of PG(4 — 1, q) of type 3322 1™ with m3 > 1. Then, we
have 1 <m3 <¢q,0 <my<q-(q—m3), and m; = q3 — q2m3 — gmy. Moreover; there
exists an (n — 2)-space K < Hyo such that the K -decomposition UV, ..., U'D partitions
U, so that U especially is reducible if m,,—1 < q — 1.
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Proof The equationm| = ¢> — g>m3 — gm- directly follows from the packing condition (1)
and the ranges 0 < my < ¢q - (@ —m3), 0 < m3z < g follow from the non-negativity of
m1, my, m3. Note that we have m3 > 1 by assumption. The remaining part follows from
Proposition 2. O

4 Classification of tight irreducible avsps in PG(n — 1, 2) for small
dimensions n

The casesn < 3 have already been treated in Sect. 3, so that we assume n > 4 in the following.
Our aim is to classify all possible types (n — 1)1 ... 1" such that a tight irreducible avsp
U exists in PG(n — 1, 2). We have my,_1 = 0 and m; = 0 due to Corollary 3 and Lemma 13.
From Corollary 2 we conclude m; # 2 for the smallestindex 1 </ < n—1withm; > 0. The
possible vectors (m,—3,...,my) € N8_3 are quite restricted by the packing condition (1).
For n = 4 the only remaining possibility is type 2*. From Lemma 3 we conclude that the
four lines are pairwise disjoint, i.e., they form a partial line spread of cardinality 4. It is well
known that each partial line spread of cardinality g2 in PG(3, ¢) can be extended to a line
spread, which has size g2+ 1.! For ¢ = 2 there is only the Desarguesian line spread and since
it has a transitive automorphism group, there is only one equivalence class. The numbers of
line spreads in PG(3, ¢) are 1, 2, 3, 21, 1347 forq = 2,3,4,5,7.

In the three subsequent subsections we will consider tight irreducible avsps in PG(n —1, 2)
forn € {5, 6, 7}. The possible types are completely determined in all cases, where realizations
are computed using an integer linear programming (ILP) formulation, see Sect. A in the
appendix for the details. If the sizes of the avsps are not too large we were able to also compute
all equivalence classes of avsps using a slight modification of an algorithm from [23], see also
[20, Algorithm 4.5]. A GAP implementation , based on the GAP package “FinInG” [2] for
computations in finite incidence geometry, can be obtained from the authors upon request.
In the theoretical parts we will also use classification for 2-divisible sets points that can e.g.
be found in [13] or [22]. For the convenience of the reader we will also give a few selected
proofs in Sect. B in the appendix.

4.1 Tight irreducible avsps in PG(4, 2)

We may use Lemmas 9 and 11 to conclude that each avsp of PG(n — 1, 2) of type (n — 2)*
is non-tight if n > 5. However, we can further tighten the statement to:

Proposition4 LetU = {Uy, ..., U,} be an avsp of PG(n — 1,2), wheren > 4, r > 4, and
dim(U;) = n —2forall 1 <i < 3. Then, the elements {Uy, ..., U,} can be joined to an
(n — 2)-space B (including the case r = 4 and Uy = B) and there exists an (n — 4)-space
C that is contained in all elements of {Uy, U,, U3, B}.

Proof First we assume that two elements of {U1, U, U3} can be joined to an (n — 1)-space H.
Without loss of generality, we assume that U; and U, can be joined to H. Let K := H N Hyo,
so that dim(K) = n — 2. By H' we denote the unique hyperplane containing K that is not
equal to H or Hy. Observe that {Us, ..., U,} is an avsp of H' and K is “the hyperplane
at infinity” of H’. Next we set K’ := K N Us, so that dim(K’) = n — 3. Let B denote

qk+171
qg—1

I One argumentation is based on the fact that each qk—divisible (multi-) set of
space for each positive integer k, see e.g. [15].

points forms a (k + 1)-
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the unique (n — 2)-space in H’ that contains K’ and is not equal to Uz or K. With this,
{Us, ..., U,} is an avsp of B (including the case r = 4, Us = B). Note that the (n — 3)-
space K’ is contained in all elements of {H, Us, B}. Since {Uy, U,} forms an avsp of H and
dim(U;) = dim(U) = n — 2, there exists an (n — 4)-space C= K’ N L that is contained in
all elements of {U;, Ua, Uz, B}, where L = U; N U, C K is an (n — 3)-space.

Otherwise, we assume that no two elements of {U, U, U3} can be joined to an (n — 1)-
space, so that dim(U; NU;) =n —4forall1 <i < j < 3. Weset E; := U; N Hyo, SO
that dim(E;) =n —3,forall 1l <i <3 anddim(E; NE;) =n—4foralll <i < j <3.
Let K := (Ey, Ey, E3) < Hy,sothatn —2 < dim(K) <n — 1. If dm(K) = n — 2,
then consider the K-decomposition U1, 24® of ¢ and let Hy, H be the corresponding
hyperplanes. Since E1, E»>, E3 < K, we have that either U; < H; or U; < H, for all indices
1 < i < 3. By the pigeonhole principle two of the three (n — 2)-spaces in I/ have to be
contained in the same hyperplane, which contradicts dim(U; N U;) =n — 4.

Thus, we have dim(K) = n—1,i.e., K = Hy.Sincedim ((E1, E3)) = n—2,dim(E3) =
n — 3, and dim(K) = n — 1, we have

dim({Eq, E;) N E3) =n — 4.

Sincedim(E|NE3) = dim(E2NE3) = n—4,wehavedim(C) = n—4forC := E|NE>NE]3.
Pick three linearly independent vectors vy, va, v3 such that E; = (C, vy), E2 = (C, v2),
E; = (C,v3),and Hy, = (C, v1, v2, v3). Let Py, P> be two different arbitrary points outside
of H that or not covered by Uy, U, or Uz. For pairwise different i, j, h € {1, 2, 3} consider
the (n — 2)-space K; j ; := (C, v, vj + vh> and let H; ; ; be the hyperplane that contains
K; jn and U;. Since all points in H; ; ,\ Hoo are covered by Uy, U, U; the points Py, P,
have to be contained in the other hyperplane containing K; ; , not equal to H; ; j and Heo,
sothat P — P, € (C, vi,vj + vh). Since

(C,v1,v2+v3) N{C, v2,v1 +v3) N(C,v3,v1 +v2) = (C, v +v2 +v3),

the 273 points outside of Hy, that are not covered by Uy, Us, or U3 have to form an affine
subspace B > C.If #/ = r = 4, then B = Uy. If #4/>5, then the elements in {Uy, ..., U,}
form an avsp of B. O

Corollary 6 Let U be an irreducible tight avsp of PG(n — 1, 2) of type (n — 2)"™n=2 . . 2™M2
where n > 5. Then, we have m,,_y < 2.

Together with the conditions m,_; = m1 = 0 and the packing condition (1) we obtain:

Corollary 7 Let U be an irreducible tight avsp of PG(5 — 1, 2). Then the type of U is given
by 3224, 3126, or 28.

All types can indeed be realized and corresponding numbers of equivalence classes are given
by 3, 4, and 2, respectively. L.e., for n = 4 we have 9 non-isomorphic examples in total.
Below are representatives:

El, 28: (10000, 01000), (10100, 00010), (11100, 00001), (10010, 01100), (11010, 00101), (10001, 01010), (10011, 00110),
(10111, 01110).

E2, 28: (10000, 01000), (10100, 00010), (11100, 00001), (10010, 01101), (10001, 01011), {11001, 00111}, (10101, 01110),
(10011, 00100).

E3, 3126: (10000, 01000), (10100, 00010), (11100, 00001}, {10010, 01100), {10001, 01010}, (10111, 01101}, (10011, 01010,
00110).

E4, 3120 (10000, 01000), (10100, 00010), (11100, 00001), (10010, 01100, (11001, 00011}, (10011, 00100}, (10001, 01010,
00100).
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E5, 3126: (10000, 01000), (10100, 00010), {11100, 00001}, {10010, 01001), (10001, 01111}, (10111, 01101}, (10011, 01010,
00110).

E6, 3125: (10000, 01000), (10100, 00010), (11100, 00001}, {10010, 01100), {10001, 00100}, {11001, 00011}, (10011, 01000,
00100).

E7, 3224 (10000, 01000), (10100, 00010), (11100, 00001}, (10010, 01011}, (11010, 00100, 00001}, (10001, 00100, 00010).
ES, 3224: (10000, 01000), (10100, 00010), (11100, 00001}, (10010, 01011}, (10001, 01010, 00100}, (10011, 01001, 00100).
E9, 3224: (10000, 01000), (10100, 00010), (11100, 00001}, (10101, 01011}, (10010, 01000, 00001}, (10001, 01000, 00110).

We remark that the hypothetical type 3327 is also excluded by Corollary 2.

Similarly as we have constructed 7' from the tail 7 in Lemma 9, we can consider the set
U :={UNHy : U €U} foran avsp U of PG(n — 1, q). If U is an irreducible tight avsp
of PG(n — 1, ) of type 2”233, where mo = ¢"~% — gms3, then U’ is a configuration of m»
points and m3 lines in Hy, = PG(n —2, ¢). The points are pairwise disjoint, so that Lemma 9
yields that they form a g-divisible set. Any two lines can meet in at most a point. If n =5,
then any two lines indeed intersect in a point. So, the maximum point multiplicity is at most
m3 + 1. We remark that the possibilities for /' can be classified completely theoretically,
i.e., without the use of computer programs. Due to space limitations we refer the interested
reader to the corresponding arXiv preprint and only state two necessary criteria for I/’

Lemma 14 Let U be an irreducible avsp of PG(n — 1, q) not of type (n — 1) and U’ =
{UNHy : U €U}. ThenU' is spanning, i.e., U spans Hxo.

Proof Assume that K is a hyperplane of H, that contains all elements of Z/". From Lemma 7

we can conclude that the K -decomposition /1, ..., 24, with corresponding hyperplanes
Hy, ..., Hy,isapartition of i/, i.e., the elements of U can be joined to H; forall 1 <i <gq.
Since we have assumed that ¢/ is not of type (n — 1)? we obtain a contradiction. O

Lemma 15 Let U be an avsp of PG(n — 1,q) of type (n — 1)"=1...2"2 and U' :=
{UNHyx : U €U} For each hyperplane K of Hy let aiK denote the number of i-
dimensional elements of U’ that are contained in K and biK = Mip1 — aiK the number
of i-dimensional elements of U’ that are not contained in K, where 1 < i < n — 2. Then
there exist cfj eNgforalll < j <gq,1 <i<n—2suchthat

q
Zcfj:aiK Vi<i<n-2, ®
j=1
n—2
S (cKah +bF g =g"2) Visj=q. ©)

i=1

Proof For an arbitrary but fixed hyperplane K of Heo let UV, ..., UD be the K-
decomposition of ¢/ with corresponding hyperplanes Hj, ..., H;. From Lemma 7 we
conclude that for each element U € U/ with U N Hy, < K there exists anindex 1 < j < g
such that U < H;. The integers cf . just count how many (i 4+ 1)-dimensional elements
of U are contained in H; (which depends on K). Since the hyperplanes Hy, ..., H; are
pairwise disjoint, we obtain Equation (8). From Lemma 8 we conclude that for each element
U € Usuchthat UN Hy % K wehave # (U N Hj)\ Ho) = g™ =2 50 that the packing
condition for H; yields Equation (9). O

We call the process of moving from U’ to U the extension problem. An integer linear
programming formulation is given in Sect. A in the appendix. Note that the extension problem
comprises additional symmetry given by the pointwise stabilizer of Hso of order g™~ !.
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Given a set U’ satisfying all of the necessary conditions mentioned so far it is neither
clear that an extension to a corresponding avsp U always exists nor that it is, in the case of
existence, unique up to symmetry. Indeed, we will give counter examples later on. However,
for the nine classified configurations 4" in PG(3, 2) it turns out that there always is an up to
symmetry unique extension.

4.2 Tight irreducible avsps in PG(5, 2)

Lemma 16 Forn > 6 no tight irreducible avsp of type (n — 2)*(n — 3)* in PG(n — 1,2)
exists.

Proof Assume that such an avsp U exists and consider the intersections of the elements with
the hyperplane Hoo at infinity, i.e.,U’ := {U N Hy, : U € U}. By E|, E; we denote the two

(n — 3)-spaces and by Ly, ..., L4 the four (n — 4)-spaces. The intersection of E| and E;
is an (n — 4)-space L’ and dim(E;NLj) > n—5foralli =1,2and j =1,...,4. From
Lemma 9 we conclude that 7/ = {L1, ..., L4} is a 2-divisible set of four (n — 4)-spaces, so

that Lemma 11 implies the existence of a plane £ < Hy,, aline L < E, and an (n — 5)-space
B < Hy, with BN E = {J and

{L1,...,L4} ={(Q.B) : Q€ E\L}.

Since U is tight we have BN L' = @. However, dim(E;NL ;) > n—5 implies dim(L’, L;) >
n—6forall 1 < j <4. So, we clearly have n < 7.

Forn = 7we have dim(E; N B) > dim(E; NL;)—1>n—6=1,where ]l <i <2and
1 <j <4,sothatdim(L’'NB) = 0implies E; < K := (B, L'y and dim(E; N B) = 1. With
this,dim(E; NL;) > n—5 = 2yields the existence of apoint Q; ; ¢ Bwith Q; ; < E;NLj,
sothat L; = (B, Q; j),ie., L; < K. However, this implies that U’ is not spanning, which
is a contradiction with Lemma 14.

For n = 6 we have dim(B) = 1, i.e., B is a point. Since U is tight we have B £ L’.
W.lo.g. we assume B £ Ej.LetS := (E;, B), so thatdim(S) = 4. Since E intersects each
of the lines L in at least a point not equal to B, we have L; < Sforall 1 < j < 4. Let
1 < h < 4 be asuitable index with L, # L’ and let Q < E>N Ly, be a point, sothat O £ L.
Thus E; = (L, Q) < S, so that (/') < S, i.e., U’ is not spanning, which is a contradiction
with Lemma 14. O

Proposition 5 Let U be a tight irreducible avsp of PG(5, 2), then U has one of the following
types:

— 4231282 for i € {0, 1,2);

— 4130212=20 o i €40, ..., 6}\{5}; and

— 312162 for i € {0, ..., 8)\{7)}.

All types are realizable.

Proof Letthe type of &{ be 55 ... 1"!. From Corollary 3 and Lemma 13 we conclude ms5 = 0
and m| = 0, so that the packing condition (1) gives 4m4 +2m3 +my = 16. Corollary 6 gives
my4 < 2 and Lemma 16 excludes (m4, m3, my) = (2,4, 0). Moreover, Corollary 2 implies
my # 2. All remaining possibilities (m4, m3, my) € Ng are listed in the statement and for
each type we found a realization using ILP computations. O

Corollary 8 IfU is a tight irreducible avsp of PG(5, 2) of minimum possible size, then#Ud = 7
and U has type 4130,
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Table 1 Number of isomorphism
types of tight irreducible avsps in
PG(5,2)

type 4136 423204 38 423126 4l3dpt 4278 413326

# 6 38 32 55 827 83 8096
inHy 6 38 32 55 811 50 6686

For small sizes we have enumerated the isomorphy types of tight irreducible avsps in
PG(5, 2), see Table 1. The last row concerns the parts I/’ at the hyperplane H, at infinity
w.r.t. the avsps U counted up to isomorphy in the second row. So, for e.g. types 4!342* and
4228 there exist configurations ¢/’ that allow more than one extension up to symmetry.

For the minimum possible size of a tight irreducible avsp in PG(5, 2) we can write down
all implications of the stated necessary conditions for the part /" at infinity. So, for type
4135 configuration U’ consists of one plane E and six lines £ = {L1, ..., Lg} satisfying the
following conditions:

(1) the configuration is spanning, i.e., (E, L1, ..., L¢) = PG(4, 2);

(2) the configuration is tight, i.e., there does not exist a point P that is contained in E and
all lines in £;

(3) thelinesin £ form a 2-divisible set of lines, i.e., each hyperplane contains an even number
of lines;

(4) each line L; intersects E in at least a point;

(5) hyperplanes that contain E also contain at least two lines.

Up to symmetry ten such configurations exist:

E1: (10000, 01000, 00100), (10000, 01000), (10000, 00100}, (01000, 00010}, (01000, 00110), (10100, 00001}, (10100, 01101)
E2: (10000, 01000, 00100), (10000, 01000), {10000, 00010}, (10000, 00110}, (01100, 00010}, (01100, 00001), (10011, 01100}
E3: (10000, 01000, 00100), (10000, 01000}, (10000, 00010), (10000, 00001}, (01000, 00011}, (10100, 01011), (01011, 00111)
E4: (10000, 01000, 00100), (10000, 01000), (10000, 00010}, (01000, 00110}, (00100, 00010), (11100, 00001), (10111, 01011)

E7: (10000, 01000, 00100), (10000, 00010}, (10000, 00001), {10000, 01011}, (01000, 00010}, (01000, 00101}, {10111, 01000
ES8: (10000, 01000, 00100), (10000, 00010}, (10000, 00001), (01000, 00010}, (01000, 00001), (10100, 01111}, (10111, 01100
E9: (10000, 01000, 00100), (10000, 00010}, (10000, 00001}, (01000, 00110}, (01000, 00101), (10100, 01111}, (10111, 01100
E10: (10000, 01000, 00100), (10000, 00010}, (01000, 00010), (00100, 00001}, (10100, 01011), {11001, 00101}, (10011, 01100

( (
( (
( (
( (
ES5: (10000, 01000, 00100), (10000, 00010}, (10000, 01010), (00100, 00001), (01100, 00011), (11001, 00100}, (10111, 01100
( (
( (
( (
( (
( (

) ( ) )
) { ) )
) ) )
) ( ) )
) ) )
E6: (10000, 01000, 00100), (10000, 00010}, (10000, 00001), {10000, 01011}, (01000, 00010}, (01000, 00001}, {10011, 01000
) ) )
) ( ) )
) ) )
)5 ) )

)
)
)
)
)
)

It turns out that E2, E4, E7, and E9 are not extendable to an avsp while the other six cases
are. Moreover, the extension is unique up to symmetry in these cases.

4.3 Tight irreducible avsps in PG(6, 2)

Lemma 17 In PG(6, 2) no tight irreducible avsp of type 5*4>3* or 549 exists.

Proof All two possibilities are excluded using ILP computations, see Sect. A. They are also
excluded using GAP computations. O

Proposition 6 Let U be a tight irreducible avsp of PG(6, 2), then U has one of the following
types:

— 524i37216=2j=4 f5or i € {0,1,2} and 0 < j < 8 — 2i, where j +2i # 7 and (i, j) #
2, 4);
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— 5141302%2/=% for0 <i <4and 0 < j < 12 — 2i, where j + 2i # 11;
— 413023224 for0 < i <8and0 < j < 16 — 2i, where j +2i £ 15andi #7.

All types are realizable.

Proof Let the type of U be 6™ ...1™!. From Corollary 3 and Lemma 13 we conclude
me = 0 and m; = 0, so that the packing condition (1) gives 8ms + 4my4 + 2m3 + my =
32. Corollary 6 yields ms < 2 and Lemma 16 excludes (ms, ma, m3, my) = (2,4,0,0).
Moreover, Corollary 2 implies m; # 2 for the smallest index with m; > 0, which excludes
the types 52473122 with j + 2i = 7, 524322, 51473122 with j + 2i = 11, 54332, 47322
with j 4+ 2i = 15, and 4732. The two hypothetical types 52423* and 5'4° are excluded in
Lemma 17. For the three hypothetical types 52432, 514524, and 472* we apply Lemma 9
to conclude that the set of 2-spaces is 4-divisible. However, Lemma 11 characterizes the 2-
divisible sets of cardinality 4 and we can easily check that it is not 4-divisible. All remaining
possibilities (ms, m4, m3, my) € Ng are listed in the statement and for each type we found a
realization using an ILP formulation, see Sect. A. O

Corollary 9 IfU is a tight irreducible avsp of PG(6, 2) of minimum possible size, then#Ud = 8
and U has type 48.

Here we describe all four isomorphism types of homogeneous irreducible tight avsps U/ of
PG(6, 2) of type 48, where we call an avsp I/ homogeneous if all of its elements have the same
dimension. Geometrically each I/ is given by eight solids S, ..., Sg in PG(6, 2) intersecting
a hyperplane Hy in a plane (plus some extra conditions). Here we directly consider the part
U’ at infinity, i.e. the eight planes 7y, ..., 78 € Hoo = PG(5,2) given by m; = §; N Heo.
The conditions for the pairwise intersections are

I <dim(m; Nmj) <2 VI<i<j<8. (10)
Since the planes form a spanning 2-divisible set we have
#{l<i<8:m £H}e({2,4,6,8} (11)

for every hyperplane H of Hs, = PG(5, 2).

Let ¢; denote the ith unit vector, i.e., the vector with a 1 at the i-th position and zeros
everywhere else. If the pairwise intersection of the planes 7; is a line in all cases then they
span a solid, which contradicts the condition that not all eight planes can be contained in a
hyperplane. W.l.o.g. we assume 71 = (ey, €3, €3) and 1> = (e3, e4, e5), i.e., the intersection
point between 771 and 77 is (e3). Since the intersection of all eight planes is empty we assume
w.l.o.g. that 773 does not contain 7y Ny = e3. Up to symmetry we have the following three
cases for 7r3:

(a) dim(mry N3) = 2,dim(me N7w3) = 1: 13 = (e1, €2, €4);
(b) dim(ry N73) = dim(wz N73) = 1, dim({my, w2, 73)) = 5: 73 = (€1, es, €2 + e5); and
(¢) dim(mr; Nw3) = dim(m N73) = 1, dim({7r1, 72, 713)) = 6: 713 = {e1, e4, €).

Starting from the three possibilities for 1, 75, 73 we build up a graph whose vertices consist
of the planes that have intersection dimension 1 or 2 with 7; for 1 < i < 3, cf. Condition (10).
Two vertices 7 and 7" are connected by an edge if 1 < dim(r N7’) < 2, cf. Condition (10).
For these graphs we determine all cliques of size five and check Condition (11) afterwards:
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Table 2 Irreducible tight avsps of PG(6, 2) of type 48

Y0 2 3 4 5

point incidences: 228 1212737 11621244 12026324252
line incidences: 156 136 14824 1462232
solid incidences: 196 156 14824 14028
hyperplane incidences: 228 228 22442 223416l
triples of planes 7;: clo8 clo8 a*8.96 a8

(a) 3,014,435,152 cliques — 432 cases;
(b) 2,198,293,872 cliques — O cases;
(c) 1,218,975,648 cliques — 320 cases.

The overall computation took just a few minutes. Note that the constructed 752 cases are
just candidates for the extension problem to eight solids. Up to symmetry they decompose
into just four non-isomorphic examples. It turns out that they can be distinguished by the
maximum number Yy of incidences of a point and the eight planes, where 2 < yp < 5.
In Table 2 we summarize incidence counts, i.e., for X € {point, line, solid,hyperplane} the
stated vector a”! ... a,br says that b; of the Xs have exactly g; incidences with the eight
planes, given the isomorphy type characterized by yg. The last row states how often the “third
plane” is of type (a), (b), or (c) after fixing a pair of planes 7y, 5.

For y9 = 2 we consider an arbitrary plane 7 contained in the hyperbolic quadric
Q = Q7(5,2), which form a single orbit under its collineation group PGO™(6,2) =
C> x PGL(3,2) = Sg of order 40,320. From the 35 points on Q the points in 7 have
no incidences with the eight planes while all other 28 points on Q have exactly two inci-
dences. This example is obtained in 16 cases. The symmetry group of the eight planes has
order 1344 and type C3 : PGL(3, 2).

For yp = 3 choose a projective base of PG(5,2), i.e., put f; = ¢; for 1 < i < 6 and
f1= 21‘6:1 e;. Consider a Fano plane on the set {1, 2, 3,4, 5,6, 7}:

¢ ={1,2,3}, & ={1,4,5}, l3={1,6,7}, s =1{2,4,0},
ts ={3,4,7}, le ={2,5,7}, 47 =1{3,5,6}.
Choose seven planes 7r; := (f; : j € ¢;) for 1 < i < 7 and an eight plane. 73 = K :=

> jet; fi 1 <i < 7). Note that K itself is also a Fano plane (of course with a different
embedding). The points with three incidences with the eight planes are the f; for 1 <i <7
and the points with two incidences with the eight planes are the points of K. This example
is obtained in 112 cases. The symmetry group of the eight planes has order 168 and type
PGL(3,2).

For y9 = 4 let {Q1, O2, 03, O4, R1, Ry} be a basis of Hy,. With this, we construct the
eight planes as

(Qitj, Qivj+1, Ri) fori € {1,2},j €{0,2},
(Qitj, Qivj+1, Ri + A)fori € {1,2}.j € {0,2},

where A = Q1+ Q2+ 03+ Qs and Q5 = Q1. The points with four incidences with the eight
planes are Q1, ..., Q4. The lines with two incidences with the eight planes are (Q;, Q;+1)
for 1 <i < 4 (again setting Qs = (1; so this is some kind of a cyclic construction). This
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example is obtained in 192 cases. The symmetry group of the eight planes has order 128 and
type Dé 1 Ch.

For yp = 5 let {Q1, Q2, R1, R>, S1, T1} be a basis of Hy,. With this, we set Sy :=
S14+ 01+ 02, T :=T1 + Q1 + Q2 + R1 + R» and construct the eight planes as

(Q1, Q2. R;) fori € {1,2},
(R1, Ry, S;) fori € {1, 2}, and
(Qi, R;, Tj) for i, j € {1,2},

which also reflects the three orbits of the eight planes w.r.t. the action of their automorphism
group. The points with five incidences with the eight planes are R; and R,. The points with
four incidences with the eight planes are Q1 and Q». The points with three incidences with
the eight planes are R; + Q1 and Ry + Q». The lines with three incidences with the eight
planes are (Ry, Q1) and (R2, Q7). The lines with two incidences with the eight planes are
(R1, R2) and (Q1, Q2). This example is obtained in 432 cases. The symmetry group of the
eight planes has order 1024.

5 Constructions of tight irreducible avsps

In this section we collect a few general constructions for tight irreducible avsps using different
combinatorial objects. We use spreads, the Klein quadric, and hitting formulas in Sects. 5.1,
5.2, and 5.3, respectively.

5.1 Constructions from projective spreads

A k-spread in PG(n — 1, g) is a disjoint set of k-spaces that partitions PG(n — 1, ¢). It is well
known that k-spreads exist iff k divides .

Proposition 7 For each positive even integer n there exists a tight irreducible avsp U of
PG(n — 1, q) of type (n/2)", where m = ¢"/?.

Proof Letk = n/2 and P be a k-spread of PG(n — 1, ¢), which has size g¥ 4 1. Now choose
an arbitrary element K € P and an arbitrary hyperplane H containing K. With this we set
U = P\{K} where we choose H as the hyperplane at infinity. By construction ¢/ is an avsp of
PG(n — 1, g). Since all elements are pairwise disjoint I/ is tight and since any two elements
span PG(n — 1, ¢) U is irreducible. O

We have seen that in PG(5, 2) there exist tight irreducible avsps of types 3% and 2'°.
Starting from a 2-spread of PG(5, g¢) we can clearly obtain a tight avsp &/ by removing all
lines that are completely contained in an arbitrarily chosen hyperplane H. However, it may
happen that ¢/ is reducible. This is indeed the case if we start with the Desarguesian line
spread. In PG (S, 2) there exist 131,044 non-isomorphic line spreads [24].

Conjecture 1 For each integer 1 < k < n that divides n there exists a tight irreducible avsp
U of PG(n — 1, q) of type k™, where m = ¢"*.

Ifnisodd no [ (n — 1)/2]-spread exists, but we can construct tight irreducible avsps from
some special large partial spreads.

Proposition 8 For each odd integer n > 5 there exists a tight irreducible avsp U of PG(n —
1, ¢) of type ((n — 1)/2)", where m = g +1/2,
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Proof Letk = (n—1)/2and P be a vector space partition of PG(n—1, ¢) of type (k + 1)1k,
where m = ¢**!. Now choose an arbitrary hyperplane H containing the unique (k + 1)-
dimensional element K of P. With this we set f = P\{K} where we choose H as the
hyperplane at infinity. By construction I/ is an avsp of PG(n — 1, ¢). Since all elements are
pairwise disjoint ¢/ is tight. Any two elements of I/ span a hyperplane of PG(n — 1, ¢). Since
the elements of U’ := {U N Hyo : U € U} span Hyo, not all elements of ¢4’ can be contained
in a hyperplane of Hy, and U is irreducible. O

Vector space partitions of the used type can be obtained from lifted MRD codes, see e.g.
[27] for a survey on MRD codes. They also occur as extendible partial k-spreads, where
k = (n — 1)/2, of the second largest size g¥*! and are the main building block in the
construction of partial k-spreads of size ¢! + 1 as described by Beutelspacher [3]. For
more details on the relations between these different geometrical objects we refer e.g. to
[16].

For each n > 5 there also exist a vector space partition P of PG(n — 1, g) of type
(n—2)12™, where m = ¢"~2. Choosing a hyperplane that contains the unique (n — 2)-space
as the hyperplane at infinity we can obtain a tight avsp I/ of PG(n — 1, g) of type 24 " The
remaining question is whether we can choose P in such a way that &/ becomes irreducible.

5.2 Constructions from the Klein quadric

It seems very likely that the avsp of PG(6, 2) of type 4% with maximum point multiplicity 2,
see Sect. 4.2, can be generalized to arbitrary field sizes.

Theorem 2 There exists a tight irreducible avsp of type 44 ip PG(6, q) for q even.

Proof We will use the following finite field model of AG(6, g). Let V = F 3 x F 3 x F,
and let Hy, be the hyperplane X3 = 0. So we identify AG(6, ¢) with the elements of V of
the form (a, b, ¢), where ¢ # 0. Consider the following quadratic form on Hyg:

Ox,y,0) := Trqz/q(xy).

Then Q defines the points of a hyperbolic quadric Q. Next, let w be the plane {(0, y, 0) :
y € IF}}. Then 7 is totally singular with respect to Q. Let Sy := {(x,0,1) : x € ]P‘q3} and

S1:={(y, y‘f2 +y7+1,1):y € F3}. Let o be a primitive element of F 3, let o be the map
o, y,2) > (@ 'xay,2),

and let G := (o). We will show that S := {Sp} U Slc is a tight irreducible avsp of size q3 in
AG(6, g).

First note that o has order q3 — 1. Let (a, b, 1) be a point P of AG(6, g). We show that
P lies in a unique element of S. If b = 0, then P lies in Sp. The condition that P lies in S{’m
(where 1 <m < q3 — 1) can be restated as

a=a My, b= oz’"(yq2 +y? +1).
for some y € F,3. We have

ab =y 4yt 4y
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and the polynomial y7°+! + y9+! 4 y is a permutation on I3, by [29, Theorem 4] (using
our assumption g even). Hence, y and, thus, m are determined by a and b. Therefore, S is
an avsp.

Note that 71 := S1 N Hoo = {(y,y" +19,0) : y € F,s} and g := So N Heo =
{(x,0,0): x € Fqs}. To compute the image of r; under o™, notice that

@y, " (¥ +31),0) = (@ "y, @@ @y T 4 @D (@) 0)
= (w, w? + 9w, 0)
where w = o "y and ¢ = @ +m, Therefore, upon application of G,

Soo ={SNHp:SeSt={m}Un{ ={m:¢ €Fp}

where m; = {(y, {y"2 +¢y1,0) 1 y € ]F;}. Note that |Sy| = ¢> and that S consists
of totally singular planes of Q disjoint from 7. As these are all totally singular planes of
Q disjoint from m, these cover the points of Q uniformly and their common intersection is
empty and, thus, S is tight. As these pairwise meet in a point, any two elements of S span
PG(6, q). This shows irreducibility. ]

Let P be the set of planes in the Klein quadric Q@ = Q (5, ¢) that is disjoint to an arbitrary
but fixed plane 7 in Q. One can verify that P is a spanning g-divisible set of ¢> planes in
PG(5, g) such that the intersection of a pair of planes is a point, i.e., all known conditions
for the part /' at infinity of a tight irreducible avsp of PG(6, q) of type 49 * are satisfied. The
remaining question is whether a solution of the extension problem for P exists.

Conjecture 2 The extension problem for P admits a solution for all prime powers g.

Theorem 2 shows the conjecture for ¢ even. By computer we showed Conjecture 2 for
q=23,5.

5.3 Constructions using hitting formulas

A hitting formula is a DNF such that each truth assignment to the underlying variables
satisfies precisely one term [17]. For example:

XAYADVEAYADVEAY)V(IAZV(ZAX).

We say that a variable appears in the DNF if one of the two corresponding literals appears
in one of the terms. The variables mentioned in the above DNF are x, y, z. We can represent
hitting formulas over xi, ..., x, as collections of strings in {0, 1, *}", where 0 in the i’th
position represents x;, 1 in the i’th position represents x;, and * in the i ’th position represents
the absence of x; in the term. For example, the above hitting formula corresponds to the
strings 111, 000, 01, 01, 1x0.

This notion describes subcubes of affine points. Taking the projective closure we end up
with the list

(1111), (1000, (1010, 0001), (1001, 0100), (1100, 0010}

of subspaces of PG(3, 2) that form an avsp, which obviously is not irreducible. However,
we can join the first two elements to (1000, 0111) and obtain a tight irreducible avsp. While
every string corresponds to an affine subspace, not every affine subspace corresponds to a

@ Springer



J.Bamberg et al.

string. It turns out that any two strings having its stars at the same positions can be joined
to an affine subspace. For brevity, we speak of compression. Interestingly enough, several
tight irreducible avsps of PG(n — 1, 2) of the minimum possible size can be obtained by
compression, see Sect. C in the appendix. More theoretical insights on the relations between
hitting formulas and avsps can be found in [9]—focusing on irreducible hitting formulas.

6 The minimum possible size of tight irreducible avsps

We have discussed the minimum possible size of a (tight) avsp of PG(n — 1, ¢) in Sect. 2.
Before we consider the minimum possible size o, (n) of a tight irreducible avsp U/ of PG(n —
1,q) we remark that Lemma 13 implies the upper bound #/ < 2"~2 for ¢ = 2. The
constructions mentioned in Sect. 5 suggest that this upper bound can be attained. In Sects. 3
and 4 we have determined the exact values 04(2) = ¢, 04(3) = 00, 02(4) = 4, 02(5) = 6,
02(6) =7, and 02(7) = 8.

Lemma 18 In PG(7, 2) no tight irreducible avsp of type 6'5%4* exists.

Proof Assume that I/ is a tight irreducible avsp of type 6! 5*4* in PG(7, 2). Consider ' :=
{UNHy | U € U}. From Lemmas 9 and 11 we conclude that the four planes in 2/’ share
a common line L and that there is a unique configuration up to symmetry. Since the 5-
space in U’ intersects each of the four planes in dimension at least 2, it also intersects
L in dimension at least 1. We enumerate the possible configurations of the 5-space and
the four planes in &’ up to symmetry. For each such configuration we build up a list of
candidates for the four solids using the facts that the intersect the planes in dimension 1
or 2 and the 5-space in dimension at least 3 or 4. Next we consider a 4-subsets of those
candidates whose dimensions of the pairwise intersections are contained in {2, 3}. We end
up with a list of candidates for /. Here we can eliminate those which a common point
or are not spanning, cf. Lemma 14. For each hyperplane H of Hy let s := (s3, 54, 55) be
given by s; (= # {U ceU |dimU) =i,U < H}. From Lemma 15 we can conclude that
the following cases cannot occur:

- 5=1(0,1,0);
- 5=1(0,3,0);
- 5=1(0,0,1);
-s=(2,3,1);
- 5=1(0,1,1).

For the remaining cases we have checked computationally that the extension problem does
not admit a solution. O

Lemma 19 In PG(6,2) every configuration U’ of type 5°4%>3% 524136, 5145 or 43 that
satisfies the conditions of Lemmas 14, 15, and the dimension condition, cf. Lemma 4, admits
a point P that is contained in all elements of U'.

Proof All cases have been excluded by ILP computations, cf. Sect. A for general model
formulations. O

Corollary 10 In PG(7,2) no tight irreducible avsp of the following types exist: 625244,
62514%, 6156, 615444, 58,

Corollary 11 The minimum size 62(8) of an irreducible tight avsp of PG(7, 2) is given by 10.

@ Springer



Affine vector space partitions

For attaining examples we refer to Sect. C in the appendix.
Our next aim is a recursive construction which implies an asymptotic upper bound of roughly
37” for on(n).

Theorem3 Let U = {Uy,...,U,} be an irreducible tight avsp of PG(n — 1,2) with
dim(U;) = n—2andn > 3. Then, there exists an irreducible tight avspU’ of PG(n+2—1, 2)
of size #UU + 3 = r + 3 that contains an element of dimension n.

Proof Let V = PG(n + 2 — 1,2), Hx be the hyperplane at infinity, and K < Hy, be an
arbitrary subspace with dim(K) = n. With this, denote the two hyperplanes containing K
and not being equal to Hy, by Hj and Hj. Choose an arbitrary point P < K and a subspace
K’ < K such that dim(K’) = n — 1 and (P, K/> = K. Now choose an irreducible tight
avspU = {Uy, ..., U,} of Hi/P such that dim(U;) = n — 2. We set A; := (U;, P) for all
1 <i < r.Choose ann-space B with BN H; = Aj and B £ H, sothat C; := BN Hj is an
(n — 1)-space in H, with C; £ Hy and P < C;. In H> choose three further (n — 1)-spaces
C2, C3, Cyq such thatdim(C; NC;) = dim(C1NC,NC3NCy) =n—3foralll <i < j <4,
CiNCy;NC3NCy <K', and that {Cy, Ca, C3, C4} forms an avsp of H,. (This boils down
to an avsp of PG(4 — 1, 2) of type 2*, which is a union of four disjoint lines.) Then,

U :={As,..., A, B,Cs, C3,Cs}

is an irreducible tight avsp of V of size #U/ + 3 = r + 3. The size follows directly from the
construction and dim(B) = n. Since BONH|NHy, = BNH>NHy wehave BNCoNC3NCy =
Ci1NC;NC3NCy < K'and BNAZN---NA, = A1N---NA, = P,sothatl{’ is tight. Noting
thatd” := {A1, ..., A, }isanavsp of H{,{Cy, ..., C4}isanavsp of Hy,and {A|, C}isan
avsp of B, we conclude that I/ is indeed an avsp of V.

It remains to show that /" is irreducible. So, assume that there exists a proper subset
u C U’ that can be joined to an x-space X. If{N{B, Cy, C3, C4} = @, then we have if C U”
contradicting the fact that /" is irreducible. So, especially we have x € {n, n+ 1}. Noting that
any two elements in {C7, Ca, C3, C4} span H,, we conclude # (Z;{ N{B,Cy,C3,Cy4}) = 1.

(i) If x = n, then let 2 < i < 4 be the unique index such C; € u. Clearly, B ¢ U. Let
C be the the other (n — 1) space in X not contained in Hy, and not equal to C; with
C N Hy = C; N C, so that the elements of U\{C;} form a vector space partition of
C. However, since P £ C; and all elements in U\ {B, C1, C2, C3} contain P, this is
impossible.

(i) If x =n+1and # (I;l N{B, C,, C3, C4}) = 1, then we have dim(X’) = n for X’ :=
XNH.If Bel,then Z;{\{B} U{A1} can be joined to X’ in H;, which is a contradiction.
If C; € U, then Z;{\{Ci} can be joined to X’ in Hj, which is also a contradiction.

Thus, ¢/’ is irreducible. O

Corollary 12 For each n > 4 an irreducible tight avsp U of PG(n — 1,2) of size |_3"2_3J
exists.

Proof For n = 4 there exists such an example with type 2* and for n = 5 there exists such
an example with type 322%. Then, iteratively apply the construction from Theorem 3. O

We remark that the constructive upper bound for g, (n) is tight for n € {4, 5, 6, 8}.
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7 Conclusion

We have introduced the geometrical object of affine vector space partitions. To make their
study interesting we need the additional conditions of tightness and irreducibility, which are
natural in the context of hitting formulas. A very challenging problem is the determination
of the minimum possible size of an irreducible tight avsp of PG(n — 1, ¢). To this end we
have obtained some preliminary results for arbitrary field sizes but small dimensions and
for the binary case with medium sized dimensions. We also gave a parametric construction
that matches the known exact values in many cases. That irreducible tight avsps are nice
geometric objects can be e.g. seen at their sometimes large automorphism groups as well as
the mentioned connection to the hyperbolic quadric 9 (5, ¢). While we have obtained a few
insights, many questions remain open. So, we would like to close with a list of a few open
problems:

1. Consider tight irreducible avsps of PG(4, ¢) of type 3"32™2. What is the largest possible
value for m3?

2. Determine a solution of the extension problem for the set P of ¢> planes in PG(5, q)
obtained from the hyperbolic quadric Q% (5, g) for ¢ odd, cf. Conjecture 2.

3. Determine further constructions for tight irreducible avsps of PG(n — 1, g) with large
automorphism groups.

4. Construct a tight irreducible avsp of PG(n — 1, ¢) of type 24" for all n > 5.

5. Isitpossible that a tight irreducible avsp of PG(n —1, ¢) contains 1-dimensional elements
ifn >4and g > 3?

6. Determine further exact values of the minimum size o, () of a tight irreducible avsp of
PG(n — 1, q).

7. Determine lim,, o, 04 (1) /n.

8. Is o (n) strictly increasing in n?
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A Integer linear programming formulations

Let U’ be an arbitrary set of subspaces of Hy in PG(n — 1, q). For the question whether U/’
can be extended to an avsp U of PG(n — 1, g) we utilize binary variables x¢ for all subspaces
C of PG(n —1, q) such that C £ Heo and C N Hyo € U’ with the meaning x¢c = 1iff C € U.
We denote the set of all of these subspaces by C. For each point P in PG(n — 1, ¢)\ Hx the
equation

Y oxe=1 (12)

and for each U € U’ the inequality

xe=1 (13)
2

CeC:U=<C

has to be satisfied. (If we are only interested in irreducible avsps, then we can require “="in
Inequality (13).) The 0/1 solutions of this equation system are in one-to-one correspondence
to extensions of ¢’ to avsps U in PG(n — 1, q).

Searching a tight irreducible avsp U in PG(n — 1, ¢) directly can be achieved by a similar
model. Now let C be the set of subspaces of PG(n — 1, ¢) that are not incident with Hy,. Again
we use binary variables xc for all C € C with the meaning xc = 1 iff C € Y. Partitioning
the affine points is modeled by

> xe=1 (14)

for all points P not contained in Hy. The condition that ¢{ is tight can be written as

Z xC+1§ZXC (15)

CeC:Q0=<C ceC

for all points Q < H. In order to model the condition that ¢/ is irreducible we say that a
subspace A escapes a subspace B if A has both points that are contained and points that are
not contained in B. So, for each B € C we require

xp + > xe = 1, (16)
CeC such that C escapes B

i.e., either B € U or there exists an element C € U certifying that no subset of I/ can be
joined to B.

Of course we can fix the type of ¢/ by additional equations. Using a target function we
can minimize or maximize #{ as well as the number of i-dimensional elements. We have
to mention that this ILP formulation comprises a lot of symmetry, so that it can be solved
in reasonable time for small parameters n and g only. However, we can use the inherent
symmetry to fix some of the xc variables. l.e. the symmetry group acts transitively on the
set of a-spaces that are not contained in Hy,. For pairs of an a-space A and a b-space B that
both are not contained in Hyo, the different orbits under the action of the symmetry group
are characterized by the invariant dim(A N B).
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B Technical details

In order to keep the paper more readable, we have moved some technical details, that may
also be left to the reader, to this section. The proof of Lemma 1 uses the numbers mfj )
satisfying certain constraints. For completeness we state how those number can be computed

m:

Input: m,_q,...,m; € Ng with Z;l;ll m; .qi—l =g~

Output: ml(j) S N() with 27:_12 ml(j) . qi_l = qn—Z for all My—1 + 1 < ,] < q
and Z;{:m%m m? =m; foralll <i<n-—2

i

1

h<~n-—2
form,_1+1<j<gdo
r<q""

while » > 0 do
t < min {r/q
my < my —t

=1 )

r<—r—t- qh_l
if 1 = 0 then
h<h-—1
end if
end while
end for
return m'"”

i
In the three subsequent lemmas we characterize 2-divisible sets in PG(3, 2) of cardinality
s €{3,6,8}.

Lemma 20 Let P be a 2-divisible set of three points in PG(3, 2) then P forms a line.

Proof Let P = {P;, P», P3} and L := (P, P»). Since all hyperplanes containing L have to
contain P, we have P3 € L. O

Lemma 21 Let P be a 2-divisible set of six points in PG(3, 2) then P is the disjoint union of
two lines.

Proof If H is a hyperplane containing all points of P, then there is a unique point P < H
with P ¢ P. Since every hyperplane H' that does not contain P intersects P in cardinality 3,
so that this case cannot occur, i.e., P is spanning. From the standard equations we compute
ap = 0, ay = 9, and a4 = 6 for the spectrum. From the MacWilliams transform for the
corresponding linear code we conclude the existence of a triple of points P’ forming a line.
Since P\ P’ is also 2-divisible the statement follows from Lemma 20. O

We remark that there exists a second 2-divisible set of six points—a projective base of
dimension 5, which clearly cannot be embedded in PG(3, 2).

Lemma 22 Let P be a 2-divisible set of eight points in PG(3, 2) then P is either an affine
solid or given by the points of a plane and an intersecting line without the intersection point.

Proof Assume that 7 is a hyperplane, which is a plane in our situation, containing six of
the eight points and denote the unique uncovered point of = by P. Each hyperplane that is
incident with P contains either two or six of the points in 7. Thus, the remaining two points
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form a line L containing P. Clearly, there is a unique example up to symmetry. Otherwise
each hyperplane contains either 0, 2, or 4 points, so that the standard equations yield that
there is a unique empty hyperplane and all other hyperplanes contain exactly four points, i.e.,
the point set is given by an affine solid. O

We remark that both point sets can also be described as unions of two 2-divisible point sets,
i.e., the union of two affine planes in the first case and the union of a line and a projective
basis of size five in the second case.

C Tight irreducible affine vector space partitions of minimum size that
can be obtained by compression

In Sect. 5.3 we have shown how avsps of PG(n — 1, 2) can be obtained from hitting formulas
by compression. In [26] irreducible hitting formulas of minimum possible mentioning all
variables where enumerated up to seven variables. Going over their list we obtain the follow-
ing examples of tight irreducible avsps that can be obtained by compression and that have
the minimum possible size 0 (n), see Sect. 6. The pairs of strings that can be compressed to
an affine subspace are separated by horizontal lines.

Examples forn = 5:

00 s * 00 s *

1 % O 1 % 0%

010 01«0

1%10 1% 10

*111 *111

0110 0101

1011 1011

Examples for n = 6:

00 s 00 s 00 s
100 * 1 * 00 100 * =
* 100 1%x1x0 01 % 0%
1%x1x%0 * 101 1%x1%0
#1011 #1111 1 11
101 % 1 0100 01 %10
011 %0 1001 11 %01
* 1101 011%0 101 % 1
* 1010 101 % 1 110 %0
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For n = 7 there is a unique example:

000 * 3
10 % 0 * *
* 1 % %00
s k1 11%
#10 % x1
*0110%
#1101

* 11 %01
*10 % 10
0010 * =
1001 * %

For n = 8, there are 26 irreducible hitting formulas of size 13 mentioning alln — 1 =7
variables. Curiously enough, compression was always successful. Moreover, we can also
obtain tight irreducible avsps of PG(7, 2) of minimum size 02(8) = 10 by compression
starting from an irreducible hitting formulas with strictly more than 13 terms:

* 3k k1% %0
sk 10 % 1
00 * 0 * 1%
0% 00 * O
Tk 11
%110 *x %0
# 010 % 00
%100 x 10
Oxx11x1
1% %00 * 1
1 %00 % 00
01001
100 10
01011
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