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Data management systems have evolved in terms of functionality, performance char-
acteristics, complexity, and variety during the last 40 years. Particularly, the relational 
database management systems and the big data systems (e.g., Key-Value stores, Doc-
ument stores, Graph stores and Graph Computation Systems, Spark, MapReduce/
Hadoop, or Data Stream Processing Systems) have evolved with novel additions and 
extensions. However, the systems administration and tasks have become highly com-
plex and expensive, especially given the simultaneous and rapid hardware evolution 
in processors, memory, storage, or networking. These developments present new open 
problems and challenges to data management systems as well as new opportunities.

The SMDB (International Workshop on Self-Managing Database Systems) and 
HardBD&Active (Joint International Workshop on Big Data Management on Emerg-
ing Hardware and Data Management on Virtualized Active Systems) workshops 
organized in conjunction with the IEEE ICDE (International Conference on Data 
Engineering) offered two distinct platforms for examining the above system-related 
challenges from different perspectives. The SMDB workshop looks into developing 
autonomic or self-* features in database and data management systems to tackle com-
plex administrative tasks, while the HardBD&Active workshop focuses on harness-
ing hardware technologies to enhance efficiency and performance of data processing 
and management tasks. As a result of these workshops, we are delighted to pres-
ent the third special issue of DAPD titled “Self-Managing and Hardware-Optimized 
Database Systems 2022,” which showcases the best contributions from the SMDB 
2021/2022 and HardBD&Active 2021/2022 workshops.
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1 In the following, we provide a brief overview of the 9 papers in this 
special issue

The paper by Wenyan Lu et al. on accelerating SQL processing utilizing a database 
offloading engine proposes a hardware-software co-designed system called Data-
base Offloading Engine (DOE) that effectively offloads SQL operations, improving 
DBMS performance on CPU-accelerator heterogeneous systems. It contains a hard-
ware accelerator architecture, Conflux, for effective SQL operation offloading, and a 
software DOE programming platform called DP2 for seamless integration and har-
nessing of computing power. DOE can partition relational operators and map them to 
multiple kernels in parallel. Experiment results show that DOE achieves over 60\% 
DRAM bandwidth utilization and more than 100x and 10x performance improve-
ment compared to PostgreSQL and MonetDB, respectively. respectively.

The paper by Juwei Shi et al. on analyzing the performance of data parallel DAG 
Workflows for large-scale data analytics proposes a new cost model called Bottle-
neck Oriented Estimation (BOE) to accurately estimate the allocation of preemptable 
resources based on a predicted execution time in Directed Acyclic Graph (DAG) 
workflows. The model identifies bottlenecks to predict task execution time and uses 
a state-based approach to iteratively estimate overall execution plans. To handle the 
skewness of various jobs, the model is refined with order statistics theory. The BOE 
model outperforms state-of-the-art models by a factor of five, and the refined skew-
aware model has an average prediction error under 3% when estimating execution 
time for 51 DAG workflows with HiBench and TPC-H workloads.

The paper by Muhammad Attahir Jibril et al. on handling the updates adaptively 
for graph HTAP proposes an adaptive update handling approach for graph databases 
in Hybrid Transactional/Analytical Processing (HTAP) workloads that benefit from 
GPU accelerators. To fully utilize GPU processing, dedicated graph representations 
are needed, but make the in-place updates difficult. The paper discusses and evaluates 
strategies for propagating transactional updates from an update-friendly table storage 
to a GPU-optimized sparse matrix format for analytics.

The paper by Alexander Baumstar et al. on compiling the queries adaptively for 
graph databases presents an adaptive approach for improving query compilation to 
efficient machine code in graph databases. Particularly, generating and optimizing 
machine code can become an issue for short-running queries or those that produce 
early results quickly. The proposed approach integrates graph query interpretation 
and compilation, with query execution starting immediately using the interpreter 
while code generation runs in the background. When the code generation is complete, 
the execution switches to the compiled code, which helps to hide compilation times 
and reduce latency. Evaluation results demonstrate the effectiveness of this approach.

The paper by Bala Gurumurthy et al. on atomic synchronization for sort-based 
group-by operations on GPUs discusses the use of GPUs to accelerate relational 
database operations, specifically the group-by operation. Hash-based approaches are 
currently preferred over sort-based approaches, but the latter can potentially exploit 
the parallelism and the memory architecture found in modern GPUs to minimize 
the overhead of atomics. The paper proposes different variants using atomics, which 
can almost entirely mitigate the overhead. The proposed approach achieves a 3x 
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speed-up over existing sort-based approaches and up to 2x speed-up over hash-based 
approaches.

The paper by Lambros Odysseos et al. on combining system and machine learn-
ing to tune distributed data stream applications shows how ML applications pro-
cessing continuous data streams over distributed stream processing engines (DSPEs) 
require tuning of system configurations and hyperparameters to optimize application 
throughput and accuracy. This paper presents a comprehensive study of the inter-
actions between system configuration and hyperparameter tuning, revealing unex-
pected impacts on both application and ML model performance. The results suggest 
the need for new combined tuning approaches, and open new research directions in 
self-managing distributed stream processing systems.

The paper by Juliana Hildebrandt et al. on exploiting SIMD for lightweight integer 
compression discusses the use of integer compression in columnar database systems 
to reduce memory usage and improve query processing speed. The paper focuses 
on the use of Single Instruction Multiple Data (SIMD) extensions in modern CPUs 
to minimize the computational effort required for compression and decompression. 
While scalar compression algorithms typically compress a block of N consecutive 
integers, SIMDified implementations scale the block size to k * N, where k is the 
number of elements that can be simultaneously processed in an SIMD register. This 
approach can improve performance but may lead to a degradation of compression 
ratio compared to scalar variants. The paper proposes a novel SIMD concept called 
BOUNCE, which compresses k different blocks of size N concurrently within SIMD 
registers while guaranteeing the same compression ratio as scalar variants. The pro-
posed SIMD concept is shown to work well on various Intel CPUs and may offer a 
new generalized SIMD concept to optimize other algorithms.

The paper by Hamza Mustafa et al. on a new GPU-based algorithm for local tra-
jectory clustering discusses the challenge of clustering spatio-temporal data in the 
form of trajectories, and proposes a GPU algorithm called GTraclus to address scal-
ability challenges. The location-based sensors like GPS have made it possible to col-
lect large amounts of trajectory data, which can be used for applications such as 
intelligent transportation systems and urban planning. However, the volume of data 
and the concept drift present in city traffic pose scalability challenges. The proposed 
GTraclus algorithm uses the Minimum Description Length (MDL) principle to sim-
plify trajectories into line segments and a parallelized trajectory partitioning algo-
rithm for local trajectory clustering. The experimental results show that GTraclus has 
up to 24X faster execution time on average against the multicore CPU version of the 
Traclus algorithm, MC-Traclus.

The paper by Harish Kumar Harihara Subramanian et al. on supporting DBMS 
GPU-based operations with out-of-the-box libraries describes the ongoing research 
in the database community regarding the use of GPUs for query processing. The 
heterogeneity in GPU architectures and varying capabilities make it challenging to 
develop optimal operator implementations for specific device generations involv-
ing manual tuning. The paper investigates various general-purpose libraries that are 
portable and easy to use for arbitrary GPUs for testing their production readiness 
for database operations. The authors develop a framework that allows a user to eas-
ily plug-in new libraries and custom code for query execution using a simple task 
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model. The paper experimentally evaluates different GPU libraries’ performance and 
observe significant diversity among them.

Finally, we would like to thank all the authors who have contributed their papers 
for this issue. We own our sincere gratitude to the reviewers who contributed to 
assembling such a high-quality special issue. We are also indebted to the DAPD 
Journal Editors, editorial office, and the publishing and production teams for their 
assistance in preparation and publication of this issue.
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