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Abstract
Private equity (PE) represents the acquisition of stakes in non-listed companies, 
often long-term, with the objective of improving the performance and value of the 
company to obtain significant benefits at time of disinvestment. PE has gained par-
ticular importance in the global financial system for delivering superior risk-adjusted 
returns. Knowing the PE return drivers has been of great interest among researchers 
and academics, and some studies have developed statistical models to determine PE 
return drivers. Still, the explanatory capacity of these models has certain limitations 
related to their precision levels and exclusive focus on groups of countries located in 
Europe and the EE.UU. Therefore, in the current literature, new models of analysis 
of the PE return drivers are demanded to provide a better fit in worldwide scenarios. 
This study contributes to the accuracy of the models that identify the PE return driv-
ers using computational methods and a sample of 1606 PE funds with a geographi-
cal focus on the world’s five regions. The results have provided a unique set of PE 
return drivers with a precision level above 86%. The conclusions obtained present 
important theoretical and practical implications, expanding knowledge about PE and 
financial forecasting from a global perspective.
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1 Introduction

In the last twenty years, private equity (PE) has acquired particular importance in 
the global financial system and already exceeds 1.1 trillion dollars in assets under 
management. PE investment involves the purchase of shares in companies that are 
not listed on the stock market. It is distinguished by its often long-term approach 
to enhance the performance and value of the company, seeking significant benefits 
when carrying out the divestment (Cumming et  al., 2023). The main investment 
strategies in PE include the acquisition of companies, investment in growing com-
panies, and restructuring companies with financial problems (Gredil et  al., 2023; 
Gupta & Nieuwerburgh, 2021). Over the years since the founding of the venture 
capital industry, PE transactions have emerged as an increasingly crucial mechanism 
for carrying out rapid and significant restructurings in organizations globally (Cum-
ming et al., 2007; Wright & Bruining, 2008). On the other hand, knowing the PE 
return drivers has greatly interested researchers and academics (Brown et al., 2021a, 
2021b). Understanding the factors that drive profitability enables PE investors and 
managers to detect opportunities that maximize the returns on their investments and 
improve risk assessment. This ability is essential given the often illiquid and long-
term nature inherent to these investments. Furthermore, deep knowledge of the prof-
itability drivers enables PE funds to optimize their investment strategies, focusing on 
sectors or companies with a higher potential for growth and profitability (Cumming 
et al., 2023; Harris et al., 2023). In this regard, some studies have developed statisti-
cal models to determine PE return drivers. Still, the explanatory capacity of these 
models has certain limitations related to their precision levels and exclusive focus 
on groups of countries located in Europe and the EE.UU. (Dai, 2022). For exam-
ple, Diller and Kaserer (2009), Aigner et  al. (2008), and Achleitner et  al. (2010) 
studied the European PE, and their accuracy levels were at most 64.10%. On the 
other hand, Manigart et al. (2002) and Jegadeesh et al. (2015) used PE samples from 
Europe and EE.UU. Their accuracy was between 42.60 and 60.10%. Finally, Fran-
zoni et al. (2012) addressed samples corresponding to EE.UU., Europe and Asia, but 
their precision regression did not exceed 12.50%. Consequently, the current litera-
ture demands new analysis models for PE return drivers that provide a better fit in 
scenarios worldwide (Caporale et al., 2024; Dai, 2022; Easton et al., 2020).

To cover the aforementioned research gap, this study aims to develop models 
capable of identifying the PE returns with high accuracy. We use computational 
methods that provide good precision and a sample with PE funds worldwide. The 
computational methodology has previously been used successfully in studies related 
to PE. Calafiore et  al. (2020) apply Multilayer Perceptron for PE that carries out 
public share offerings. Using computational techniques, Sugathan and Baid (2013) 
also analyze the various factors affecting PE investment decisions. The models built 
here can be used in all regions, achieving accuracy above 86%. These models are 
built from a sample of 1,606 PE funds with a geographical focus on the world´ five 
regions. Our study includes a much larger sample in number and regions than those 
usually used in previous studies. For example, Manigart et al. (2002) used a sam-
ple of 200 PE funds in four European countries and the EE.UU. Diller and Kaserer 
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(2009) selected 791 European PE funds. Jegadeesh et al. (2015) used a sample of 
26 PE funds from Europe, EE.UU. and Australia. Therefore, we make at least two 
additional contributions to the literature. First, we improve the precision of identify-
ing PE return drivers concerning that obtained in previous studies using innovative 
methodologies. Second, our study has addressed the return of PE globally and is 
therefore not restricted to Europe or EE.UU.

This study is structured as follows. Section 2 reviews the empirical research lit-
erature on PE return drivers. Section 3 establishes the methodology used. Section 4 
details the data and variables used in the study. Finally, Sect. 5 analyzes the results 
obtained. The article concludes by presenting the conclusions of the study, its impli-
cations, and future research.

2  Background

Previous studies on PE have addressed various issues, including the return, invest-
ment criteria, valuation of PE funds, and the dynamics of collaboration with part-
ners (Caporale et al., 2024). For its part, the research focused on PE return drivers 
has been carried out from theoretical and empirical perspectives. From a theoreti-
cal perspective, different hypotheses about the functioning of private capital markets 
impact PE return. The first refers to the specialization effect. By specializing, PE 
managers are more likely to work on a significant number of similar transactions. In 
addition, thanks to this, the manager creates a more extensive network of contacts 
also specialized in a single niche, improving profitability (Manigart et  al., 2002). 
This implies that greater specialization by industry implies higher returns (Ewens 
et  al., 2013). The second hypothesis is linked to the speed effect on investment. 
According to Phalippou and Gottschalg (2009), funds with a slower investment rate 
obtain worse returns. Thirdly, the hypothesis on economies of scale and perimeter 
postulates that when PE management teams´ ability to create value and expertise 
have to be distributed among several investments, their returns begin to decrease. 
Therefore, a lesser specialization of the PE manager among several industries can 
have the same negative effect (Lopez-de-Silanes et  al., 2015). The persistence of 
return hypothesis maintains that PE managers who perform better than the industry 
are more likely to continue with that positive spread in their subsequent managed 
funds (Kaplan & Schoar, 2005). The hypothesis on macroeconomic conditions also 
presupposes an impact on PE return (Kwabi et  al., 2022). PE return is character-
ized by being procyclical and improves with GDP growth, and deteriorates with 
increases in interest rates. Likewise, it´s directly correlated with the evolution of 
listed markets (Phalippou & Gottschalg, 2009). Finally, according to the Resource-
Based Theory, the increase in value in PE is explained by the accumulation of differ-
ent internal resources, synergies and degrees of specialization. Thus, the greater the 
number of managed companies and the smaller they are, the less profitability they 
usually require. A possible reason that reinforces this hypothesis is that, in these 
cases, the numerous investments represent a hedge for the manager regarding the 
variation in returns (Manigart et al., 2002).
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From an empirical perspective, the study of PE return drivers has gained impor-
tance from the seminal work of Gompers (2000), who coined money-chasing trans-
actions, a concept that establishes the flow of funds in the PE industry as the most 
crucial factor driving the valuation. Subsequently, various studies have used statisti-
cal methods such as regression to identify PE return drivers. For example, Manigart 
et al. (2002) studied PE returns in Europe and the EE.UU from 1994 to 1997. They 
concluded that fund location, degree of participation, and shorter holding periods 
would produce higher returns. With a sample of 200 funds, their regression results 
achieved an accuracy of 42.6%. For their part, Diller and Kaserer (2009) confirmed 
the findings of Gompers (2000). Using a regression approach on a sample of 791 PE 
funds from 1980 to 2003, they obtained a precision of 47% and attributed a signifi-
cant portion of the variation in PE returns to general fund inflows, partner skills, and 
independent income. Furthermore, they found that PE returns are unrelated to stock 
markets and negatively related to economic growth rates.

Kaplan and Schoar (2005) find evidence of fund performance persistence in their 
PE study. Fund managers who have been successful in the industry are more likely 
to repeat the success in the next fund. Aigner et al. (2008) also found persistence in 
PE performance and showed that past performance determines future return. In addi-
tion, other factors that drive returns include fund experience, stock market move-
ment, economic trends, year of seniority, stage of funding, and the number of portfo-
lio companies. They obtained an accuracy of 48.2% in their regression models with 
a sample of 358 funds. Jegadeesh et al. (2015) used regression and samples of 26 PE 
funds from Europe, EE.UU., and Australia from 1994 to 2008, achieving a precision 
of 65.65%. Franzoni et al. (2012), with global data from 1975 to 2006, obtained an 
accuracy of 18.9%. Both studies concluded that abnormal PE returns are due to risk 
factors stemming from a lack of liquidity. Scarpati and Ng (2013) pointed out that 
this abnormal profitability is due to traditional financial theory, rational factors that 
are not risk factors, irrational factors, behavioural factors, and internal cost factors.

Achleitner et al. (2010) investigated the drivers of PE value creation in European 
leveraged buyouts. They attributed one-third of returns to leverage and two-thirds to 
trading and market effects. Their accuracy levels did not exceed 64.10%. For Gohil 
and Vyas (2016), PE returns are affected by skill and market factors, and petite are 
affected by structural elements. These factors include the size of the investment, 
industry, sponsor, type of exit and stage of investment. The study by Steger (2017) 
indicates that macroeconomic conditions influence PE yields. It finds that weak eco-
nomic growth, low bond yields, and low stock market valuations during the period 
in which investments are made favour returns.

Korteweg (2019) recently reviewed empirical methods to assess the risk and 
PE return. His findings indicate that profitability estimates vary substantially by 
method, period time, and data source. For their part, Roggi et  al. (2019) investi-
gated the relationship between performance and characteristics in EE.UU. Using lin-
ear and polynomial regressions, they detected a concave relationship between fund 
size and performance. Morri et al. (2021) investigated the performance of unlisted 
European real estate PE between 2001 and 2014. Their results show the importance 
of size and duration in the performance of funds, emphasizing that the effects of 
the independent variables on performance do not change significantly in different 
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business cycles. Finally, Brown et al. (2021a, 2021b) have provided evidence of con-
tinued PE outperformance of public companies.

None of the studies discussed above examine the PE return using computational 
methods and for a wide range of geographic areas. Furthermore, the results pre-
sented by these studies are far from reaching a high level of precision in estimating 
of PE return drivers. On the contrary, the present article adopts such computational 
methods to obtain a global view of PE returns and to establish with high precision 
which drivers are important.

3  Methods

3.1  Research Design

This section discusses selecting the most critical drivers in the PE return. For this 
purpose, we use two PE return proxies as dependent variables: Internal Rate of 
Return and Cash Multiple (Gompers et al., 2016). An illustration of this procedure 
appears in Fig. 1. First, we prepare the database eliminating outliers and cases with 
missing values. Second, to check the robustness of the PE return drivers model, we 
use a set of computational classifiers that have provided excellent accuracy results 
in previous empirical studies on financial investments (Patel et al., 2015; Subasi & 
Cankurt, 2019; Ullah et al., 2020). These classifiers are Multilayer Perceptron, Ran-
dom Forest, Näive Bayes, Vector Support Machine, and C4.5 Algorithm, which have 
been finally combined by the Voting Algorithm using a majority approach. Third, 
we use Filter and Wrapper methods for feature selection, namely Info Gain Attrib-
ute Eval, Cfs Subset Eval, Correlation Attribute Eval, Gain Ratio Attribute Eval, 
ReliefF Attribute Eval, Symmetrical Uncert Attribute Eval, and Classifier Attribute 
Eval.

3.2  Classifiers Theory

Multilayer Perceptron (MLP) is one of the widespread examples of feedforward neu-
ral networks. In MLP, the initial processing elements are unidirectionally biased. 
In these networks, information evolution occurs as a function of communications 
between three types of overlapping layers: input, hidden, and output layers. The net-
works between these layers are associated with weighting values, performing two 
functions in each MLP node, which are called summation and activation functions 
(Ojha et al., 2017). For this, the weights W are adjusted with the information from 
the sample set, considering that both the architecture and the network´s connections 
are known, and the objective is to obtain those weights that minimize the learning 
error. Given, then, a set of pairs of learning patterns {(x1, y1), (x2, y2)… (xp, yp)} and 
an error function ε (W, X, Y), the training process implies the search for the set of 
weights that minimizes the learning error E(W) (Shang & Benjamin, 1996), accord-
ing to the expression (1).
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Fig. 1  Research design
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For its part, Random Forest (RF) is a data mining tool to solve problems related 
to classification and regression. Growing a set of trees and deciding the class type by 
voting has significantly improved classification accuracy (Breiman, 2001). To that 
end, random vectors are built to grow these sets. Each tree is generated from one of 
the random vectors. Classification problems are solved by analyzing the output of 
trees. A majority of the class votes determine the RF prediction. The training algo-
rithm can be summarized as follows: A sample of the training data is drawn for each 
tree in the set. By growing the tree Tb over Z, the available features as candidates for 
splitting at the respective node are randomly selected. Finally, the grown tree  Tb is 
added to the set. During inference, each tree makes a prediction ĉb(x) for the class 
label of the new observation x. The final prediction of the random forest ĉRF(x) is 
then the majority vote of the trees, as expressed in (2).

On the other hand, the Naive Bayes (NB) classifier is considered one of the prob-
abilistic classifiers. This classifier assumes that probability distributions govern the 
attributes to be classified and that the optimal decision can be made considering 
counts of these probabilities together with the observed data (Joachims, 1998; Lewis 
& Ringuette, 1994). To predict the probability, it uses the concept of Bayes’ theo-
rem, which is helpful because it provides a way to compute the posterior probability, 
P(C|X), from P(C), P(X|C), and P(X). Bayes’ theorem states Eq. (3).

where P(C|X) indicates the posterior probability that hypothesis C is true given that 
event X has occurred.

Also, Support Vector Machines (SVM) have been shown to achieve good gen-
eralization performance over several classification problems. In geometric terms, 
SVM is seen as the attempt to find a hyperplane that separates the positive examples 
from the negative ones by the widest possible margin (Xu et  al., 2009). The final 
decision is to find the maximum margin hyperplane. Assume that xi Є Rd, i = 1, 2,…, 
N forms a set of input vectors with class labels yi Є {+ 1; − 1}, i = 1, 2,…, N. SVM 
can map the input vectors xi Є Rd in a high-dimensional feature space ɵ(xi) Є H. A 
kernel function K (xi, xj) performs the mapping ɵ (.). The resulting decision bound-
ary is defined as (4).

Another of the computational classifiers used in this study is C4.5 Algorithm 
(C4.5), designed as an extension of ID3 Algorithm described by Quinlan (1986). 

(1)minwE(W) = minw

p∑

i=1

E(W)

(2)ĉRF(x) = majority vote
{
ĉb(x)

}
.

(3)P(C|X) = P(X|C)P(C)
P(X)

(4)f (x) = sgn

(
N∑

1

yi�i.K
(
x, xi

)
+ b

)
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The latter is part of the classifiers known as decision trees, which are represented 
by trees where their internal nodes are labelled as attributes, and the outgoing 
branches of each node represent tests for the attribute values. The leaves of the 
tree identify the categories. C4.5 is formed in the following order: (a) select the 
attributes as roots, (b) create a branch for each value, and (c) repeat the process 
for each branch until all instances of the branches have the same class. The high-
est gain is used to select attributes, such as the root, according to the Eq. (5).

where S is the set of cases, A is the attributes, n is the partition number of attribute 
A, and Si is the number of patients in the i-th partition. For its part, the value of 
Entropy is expressed according to Eq. (6).

where n is the number of partitions of S, and pi is the proportion of S.
Finally, the Voting Algorithm matched each basic-level classifier using a vot-

ing approach. The most straightforward voting approach is majority voting, in 
which the base-level classifier votes for its predictions. The instance is ranked in 
the class that gets the most votes. The plurality voting method is modified for the 
situation where basic classifiers estimate class probability distributions (Dietter-
ich, 1997). This algorithm calculates the weights based on the distance between 
the module outputs (7).

where d (xi,xj) is the distance between the output values of modules i and j, and a 
is a scaling factor. After assigning the weights, the output of the voter is calculated 
according to (8).

where S is the sum of all the weights.
Additionally, this study uses the statistical Logit classifier to compare its pre-

cision to computational classifiers. The Logit model specification may be repre-
sented according to Eq. (9).

with

(5)Gain(S,A) = Entropy(S) −

n∑

i=1

||Si||
|S|

= Entropy(S)

(6)Entropy(S) =

n∑

i=1

−pi ∗ log2 ∗ pi

(7)
Wi =

1

1 +
∏N

i = 1, j = 1,

i ≠ j

d2(xi,xj)
a2

(8)x0 =

N∑

i=1

(wi

S

)
⋅ xi

(9)y∗
i
= xi + �i
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Then

Frequently, models involving discrete dependent variables are presented as index 
function models. In this context, discrete choice is interpreted as a reflection of an 
underlying regression. (Alaminos et al., 2016). The model was calculated using the 
backward stepwise method, in which variables are eliminated based on the probabil-
ity of the plausibility statistic. As such, from Eq. (9), we obtain (12).

Thus, the ratio between the two probabilities (known as the Odds ratio) is estab-
lished as follows in Eq. (13).

The estimated coefficients (β) represent measurements of the changes in the odds 
ratio. The Odds ratio may be interpreted as the number of times the phenomenon is 
more likely to occur than it is not (Hair et al., 1999). By applying the logarithms in 
(13), we obtain (14), a linear expression of the model under consideration.

3.3  Feature Selection Methods

Feature selection is the process of selecting the most important and relevant features 
from a data set to improve the prediction performance of predictors, provide faster 
and more cost-effective predictors, and provide a better understanding of the pro-
cess. The feature selection methods used in this study were of two classes: Filter and 
Wrappers. Wrapper methods perform better than filter methods because the feature 
selection process is optimized for a given classifier. However, they are usually too 
expensive to use if the number of features is significant because they must evaluate 
each set of elements considered with the given classifier. On the other hand, Filter 
methods are much faster than wrapper methods. They are independent of any learn-
ing method since they focus on the data characteristics, making them very useful 
for large data sets. In this study, a set of Filter methods has been applied (Info Gain 
Attribute Eval, Cfs Subset Eval, Correlation Attribute Eval, Gain Ratio Attribute 

yi =

{
1 if y∗

i
> 0.5

0 if y∗
i
≤ 0.5

(10)P[yi = 1] = P[xi𝛽 + 𝜀i > 0.5] = F(xi𝛽)

(11)P[yi = 0] = 1 − F(xi�)

(12)P(yi = 1) =
e�

�x

1 + e�
�x
=

1

1 + e−(�
�x)

(13)Odds =
P(yi = 1)

1 − P(yi = 1)
=

1∕[1 + e−(�
�x)]

1∕[1 + e(�
�x)]

=
1 + e(�

�x)

1 + e−(�
�x)

= e(�
�x)

(14)y∗
i
= ln

P(yi = 1)

1 − P(yi = 1)
= ln e�

�x = �
�x
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Eval, ReliefF Attribute Eval, Symmetrical Uncert Attribute Eval) and Wrapper 
(Classifier Attribute Eval), that cater to most feature selection techniques (Omuya 
et al., 2021).

Info Gain Attribute Eval (IGA) evaluates the worth of an attribute by measur-
ing the information gained to the class. It provides a way to use entropy to calcu-
late how a change in the dataset impacts the distribution of types. Information Gain 
( GAIN(X|Y) is expressed through the Eq. (15).

where H(X) describe the entropy of a discrete random variable X, and H(X|Y) is 
the conditional entropy of the class-given attribute. The higher the value of mutual 
information between types and attributes, the higher the relevance between types 
and attributes (Ashraf et al., 2010).

Cfs Subset Eval (CFS) identifies a subset of the attributes highly correlated with 
the class without being strongly correlated. By default, it searches through the space 
of possible attribute subsets for “the best” using a specified search method. It does 
this by evaluating a subset of attributes by calculating each attribute´s correlations 
(Pearson) against the class and the correlations between attributes (Chandrashekar, 
2014; Megha, 2013). The equation used to filter out the irrelevant, redundant feature 
that leads to the class´s poor prediction is defined as (16).

For its part, Correlation Attribute Eval (COA) evaluates the attributes of the tar-
get class. Consider nominal attributes based on value, each value acts as an indica-
tor. In addition, using the Pearson correlation coefficient measures the correlation 
between each of the attributes and the attribute of the target class (Gnanambal et al., 
2018).

Gain Ratio Attribute Eval (GAA) evaluates the worth of an attribute by measur-
ing the gain ratio to the class. It was proposed to reduce a bias towards multi-valued 
attributes by considering the number and size of branches when choosing an attrib-
ute (Quinlan, 1986). The Gain Ratio ( GainR ) is given through the Eq. (17).

ReliefF Attribute Eval (RFA) evaluates the worth of an attribute by repeatedly 
sampling an instance and considering the value of the given attribute for the near-
est instance of the same and different class. It consists of assigning a weight to each 
attribute and selecting the attributes whose weight exceeds a predetermined thresh-
old (Chandrashekar, 2014). If X and Y are taken as two instances, then the differ-
ences in feature values between these two instances are defined by Eq. (18).

(15)GAIN(X|Y) = H(X)−H(X|Y)

(16)Fs =
N ∗ ra

N + N(N − 1)rn

(17)GainR(Class,Attribute) =
H(Class) − H(Class|Attribute)

H(Attribute)

(18)diff
(
xk, yk

)
=
(
xk − yk

)
∕nuk
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where nuk is a normalization unit to normalize the values of diff into the interval 
[0,1].

Symmetrical Uncert Attribute Eval (SUA) overcomes the IGA bias towards features 
with more values by normalizing its value to the range [0,1] (Hall & Smith, 1998). 
Symmetric uncertainty is expressed through the Eq. (19).

where GAIN(X|Y) describe the mutual information, and H(X) represents the entropy 
of a discrete random variable X. A value 1 of SU(X,Y) indicates stronger depend-
ence/correlation between X and Y. In contrast, value 0 indicates the independence/no 
correlation between X and Y.

Finally, Classifier Attribute Eval (CLA) is a wrapper algorithm that uses an indi-
vidual classifier as a function to evaluate the subsets and cross-validation to estimate 
the accuracy of the classifier (Diao et al., 2014; Kohavi & John, 1997).

4  Sample and Variables

This study aims to determine which variables explain PE return at a global level. For 
this purpose, we have chosen a sample composed of PE funds corresponding to five 
world regions between 1980 and 2020. This sample comes from the Preqin Dataset and 
is made up of 1606 PE funds. Of the total sample, 1.72% are from Asia, 0.16% are from 
Australia, 24.94% are from Europe, 72.41% are from America, and 0.77% are from 
Africa. In addition, among the strategies, Buyout (34.19%), Fund of funds (18.94%), 
Venture (17.66%) and Early Stage (12.17%) stand out. Likewise, the PE funds in the 
sample cover 11 industries, including Diversified (58.95%), Information Technology 
(19.86%), and Healthcare (7.94%) (Table 1).

On the other hand, the present study uses a set of variables selected from the previ-
ous literature (Aigner et al., 2008; Dai, 2022). As dependent variables, two main meas-
ures are used to assess the returns generated by a PE in a portfolio company exit: Inter-
nal Rate of Return (IRR) and Cash Multiple. The IRR is the most common means of 
assessing the performance of PE and represents the discount rate that makes the cash 
return multiple equal to the initial investment for a given period, according to (20).

where CM is the cash multiple of the transaction and t is the holding period.
Cash Multiple is the ratio of cash received from income divided by cash invested by 

PE investors and calculated according to (21).

(19)SU(X, Y) =
2 ∗ GAIN(X|Y)
H(X) + H(Y)

(20)IRR =

(
CM

[1 + IRR]t

)
− 1 = 0

(21)CashMultiple =
Cash received from income

Cash invested by PE investors
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Regarding the independent variables, those related to the ability factors of the 
fund managers to execute a certain agreement have been considered. Specifically, 
they refer to the experience of the managers (Assets manager) (Gohil & Vyas, 
2016), the size of the fund (Fund size and Log fund size) (Aigner et  al., 2008; 
Farooq et  al., 2021; Gohil & Vyas, 2016), and the location of the administrators 
(Region fund manager) (Caporale et al., 2024). Also, variables refer to market fac-
tors and related to the country´s financial market where the PE is located. Seven 
factors have been included in the study as market drivers: three-month average inter-
est rates in Germany and the EE.UU. over the life of a fund (Germany interest and 
EE.UU. interest) (Steger, 2017), nominal GDP growth in Germany and EE.UU. 
(Germany GDP and EE.UU. GPD) (Aigner et  al., 2008), the performance of the 
MSCI World Performance Index as a proxy for developing the stock market (MSCI 
return) (Aigner et al., 2008; Steger, 2017) and the amount of money committed with 
PE worldwide (Log world PE and World PE) (Aigner et al., 2008). Finally, in third 
place, the variables that include the variables related to the PE structure: diversifica-
tion between regions, industrial sectors and stages of investment, measured by the 

Table 1  Sample characteristics

Characteristic n %

Geographic focus America 4585 72.41
Asia 109 1.72
Australia 10 0.16
Europe 1580 24.94
Africa 49 0.77

Strategy Buyout 2163 34.19
Co-Investment 169 2.67
Early Stage 771 12.17
Expansion 184 2.90
Fund of funds 1200 18.94
Growth 422 6.66
Secondaries 305 4.81
Venture 1119 17.66

Core industry Business Services 62 0.98
Consumer Discretionary 193 3.04
Diversified 3732 58.95
Energy & Utilities 123 1.94
Financial & Insurance Services 62 0.98
Healthcare 503 7.94
Information Technology 1258 19.86
Industrials 183 2.89
Raw Materials & Natural Resources 24 0.38
Real Estate 37 0.58
Telecoms & Media 156 2.46



1 3

Determining Drivers of Private Equity Return with Computational…

Herfindahl–Hirschman index (Diversification) (Ick, 2005), the geographical area in 
which the fund has made its investment (Geography focus) (Caporale et al., 2024), 
the specific PE industry (Industry focus), the fund categories according to whether 
they are venture capital and private capital (Type of fund), and the duration of the 
fund in years (Lifetime) (Aigner et al., 2008). Table 2 shows the description of the 
variables used in the research.

5  Empirical Results

This section presents PE return drivers analysis results for the two proposed inde-
pendent variables (IRR and Cash Multiple).

5.1  Descriptive Analysis

The objective of the descriptive analysis is to examine the variables to be used and 
to know their main statistical parameters. A summary of the quantitative variables 
used in the research is shown in Table 3. All the variables present a moderate disper-
sion to the mean values, except for Assets manager and Fund size, due to the broad 
spectrum of PE in the sample.

Table 2  Econometric variables

Variable Description

Internal rate of return Discount rate, which makes the cash return multiple equal to the 
initial investment

Cash multiple The ratio of cash received from income divided by cash invested
Assets manager Assets under management (USD MN)
Fund size Fund capital (USD MN)
Log fund size The logarithm of Fund size
Region fund manager Location of managers
Germany interest The three-month interest rate in Germany
EEUU interest The three-month interest rate in EE UU
Germany GDP GDP annual growth rate in Germany
EEUU GPD GDP annual growth rate in EEUU
MSCI return The gross annual return of MSCI World Performance Index
World PE Amount of money committed to PE worldwide
Log world PE The logarithm of World PE
Diversification Herfindahl–Hirschman Index
Geography focus Geographical area in which the fund has made its investment
Industry focus Specific industry in which the PE has made the investment
Type of fund The fund was classified as venture capital or buyout fund
Lifetime Duration of the fund in years
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Table 3  Descriptive statistics

K–S: Kolmogorov–Smirnov test significance

Variable Mean S.D Max Min K–S

Internal Rate of Return 15.3664 12.7678 106.9000 − 15.4000 0.371
Cash Multiple 1.7720 1.0185 19.9300 0.0600 0.488
Assets manager 710.5792 1957.8558 26,864.2000 0.1769 0.206
Fund size 912.8143 2058.3590 26,200.0000 0.7000 0.178
Log fund size 2.4921 0.6402 4.4183 − 0.1549 0.025
Germany interest − 0.3703 0.3529 0.4644 − 0.6871 0.001
EEUU interest 2.0587 0.2760 2.6319 1.1390 0.002
Germany GDP 0.6613 0.5287 1.3455 − 2.0000 0.013
EEUU GPD 1.3599 0.2834 1.7364 − 0.5500 0.004
MSCI return 11.4560 1.8683 22.4500 8.8300 0.277
World PE 500.5368 59.1543 587.6667 408.1538 0.134
Log world PE 2.6963 0.0517 2.7691 2.6108 0.016
Diversification 0.6282 0.4950 1.0000 0.0000 –
Lifetime 9.1687 4.0587 16.0000 2.0000 0.319

Table 4  Classification results for IRR 

TP: rate of true positives; FP: rate of false positives; Precision: proportion of instances that are true of a 
class divided by the total instances classified as that class; Recall: proportion of instances classified as 
a given class divided by the actual total in that class; F-Measure: combined measure for precision and 
recall calculated as 2 * Precision * Recall/(Precision + Recall); MCC: a standard of the quality of binary 
(two-class) classifications. ROC area: Receiver Operating Characteristics area

Classi-
fier

Global accu-
racy (%)

Class TP FP Precision 
(%)

Recall 
(%)

F-meas-
ure

MCC ROC 
Area

MLP 85.01 0 0.872 0.182 0.873 0.872 0.873 0.690 0.903
1 0.818 0.128 0.817 0.818 0.818 0.690 0.903

RF 85.81 0 0.717 0.109 0.904 0.717 0.800 0.599 0.853
1 0.891 0.283 0.687 0.891 0.776 0.599 0.853

NB 78.84 0 0.717 0.109 0.904 0.717 0.800 0.599 0.853
1 0.891 0.283 0.687 0.891 0.776 0.599 0.853

SVM 84.85 0 0.846 0.148 0.891 0.846 0.868 0.692 0.849
1 0.852 0.154 0.794 0.852 0.822 0.692 0.849

C4.5 86.13 0 0.886 0.174 0.88 0.886 0.883 0.713 0.882
1 0.826 0.114 0.834 0.826 0.830 0.713 0.882

Voting 86.05 0 0.851 0.125 0.907 0.851 0.880 0.718 0.918
1 0.875 0.149 0.803 0.875 0.840 0.718 0.918

Logit 71.43 0 0.702 0.148 0.860 0.702 0.789 0.583 0.782
1 0.825 0.316 0.612 0.825 0.735 0.583 0.782
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5.2  Classification Fit

Tables 4 and 5 report the classification results obtained in analyzing PE return driv-
ers for IRR and Cash Multiple. Considering all goodness-of-fit criteria (Global 
accuracy, Precision, Recall, F-Measure, and MCC), the classifier that has provided 
the highest accuracy for IRR is C4.5, with 86.13% (Table 4). For Cash Multiple, the 

Table 5  Classification results for Cash Multiple 

TP: rate of true positives; FP: rate of false positives; Precision: proportion of instances that are true of a 
class divided by the total instances classified as that class; Recall: proportion of instances classified as 
a given class divided by the actual total in that class; F-Measure: combined measure for precision and 
recall calculated as 2 * Precision * Recall/(Precision + Recall); MCC: a standard of the quality of binary 
(two-class) classifications. ROC area: Receiver Operating Characteristics area

Classifier Global accuracy Class TP FP Precision Recall F-measure MCC ROC Area

MLP 80.36 0 0.910 0.355 0.792 0.910 0.847 0.587 0.848
1 0.645 0.090 0.829 0.645 0.726 0.587 0.848

RF 81.81 0 0.903 0.309 0.813 0.903 0.856 0.618 0.871
1 0.691 0.097 0.828 0.691 0.754 0.618 0.871

NB 74.43 0 0.757 0.275 0.804 0.757 0.780 0.477 0.828
1 0.725 0.243 0.668 0.725 0.695 0.477 0.828

SVM 81.57 0 0.930 0.355 0.796 0.93 0.858 0.615 0.788
1 0.645 0.07 0.862 0.645 0.738 0.615 0.788

C4.5 81.41 0 0.940 0.373 0.789 0.94 0.858 0.614 0.821
1 0.627 0.060 0.875 0.627 0.731 0.614 0.821

Voting 81.80 0 0.945 0.369 0.792 0.945 0.862 0.625 0.869
1 0.631 0.055 0.885 0.631 0.737 0.625 0.869

Logit 70.08 0 0.737 0.206 0.800 0.737 0.715 0.462 0.736
1 0.684 0.362 0.604 0.684 0.709 0.462 0.736

IRR model                                                 Cash Multiple model

0

1

0 1
0

1

0 1

Fig. 2  ROC curve analysis
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highest accuracy has been obtained with RF (81.81%) (Table 5). For its part, Fig. 2 
illustrates the ROC curve of all the classifiers, indicating that, in all cases, the clas-
sification fit has been acceptable.

5.3  Feature Selection

Tables 6 and 7 show the variables selected by each feature selection method for IRR 
and Cash Multiple variables, respectively. For a better understanding of the ranked 
variables obtained, three groups have been established based on the importance of 
the variables. Thus, group G1 (green colour) is identified with the highest-ranked 
variables. Group G2 (pink colour) with those of a moderate ranking. And finally, the 
group G3 (grey colour), with the lowest rated. Next, the frequencies of each variable 
were counted according to the feature selection method used, obtaining a summary 
of the importance of the independent variables (Table 8). The results indicate that 

Table 6  Results feature selection for IRR.
Info gain attribute Cfs subset Correlation attribute Gain ratio attribute ReliefF attribute Symmetrical uncert Classifier attribute

Ranked Variable Ranked Variable Ranked Variable Ranked Variable Ranked Variable Ranked Variable Ranked Variable
0.3795 Lifetime – MSCI return 0.5475 Germany interest 0.1699 EEUU interest 0.3159 Lifetime 0.2347 EEUU interest 0.2267 Germany interest

0.3785 Germany GDP – EEUU GPD 0.4288 MSCI return 0.1560 Germany interest 0.1240 Industry focus 0.2220 Germany interest 0.2267 MSCI return

0.3785 Log world PE – Germany 
interest 0.4221 EEUU interest 0.1424 MSCI return 0.1084 Germany interest 0.2073 MSCI return 0.2267 EEUU interest

0.3785 World PE – EEUU 
interest 0.4075 Log world PE 0.1350 World PE 0.0678 EEUU interest 0.2003 World PE 0.2267 Germany GDP

0.3758 Germany interest – Industry 
focus 0.3982 World PE 0.1350 Log world PE 0.0655 MSCI return 0.2003 Log world PE 0.2267 Log world PE

0.3717 MSCI return – Assets 
manager 0.1852 Lifetime 0.1308 EEUU GPD 0.0499 EEUU GPD 0.1945 EEUU GPD 0.2267 EEUU GPD

0.3704 EEUU interest – – 0.1696 Assets manager 0.1294 Germany GDP 0.0492 Diversification 0.1940 Germany GDP 0.2267 World PE

0.3700 EEUU GPD – – 0.1438 Industry focus 0.1022 Lifetime 0.0418 Log world PE 0.1618 Lifetime 0.2267 Lifetime

0.0802 Industry focus – – 0.1314 Diversification 0.0580 Assets manager 0.0388 World PE 0.0640 Assets manager 0.0508 Industry focus

0.0698 Assets manager – – 0.1147 Germany GDP 0.0471 Industry focus 0.0347 Geography focus 0.0599 Industry focus 0.0363 Assets manager

0.0133 Diversification – – 0.0994 EEUU GPD 0.0138 Diversification 0.0337 Type of fund 0.0137 Diversification 0.0040 Region fund 
manager

0.0104 Region fund 
manager – – 0.0845 Type of fund 0.0109 Region fund 

manager 0.0315 Region fund 
manager 0.0108 Region fund 

manager 0.0008 Log fund size

0.0061 Geography focus – – 0.0662 Log fund size 0.0063 Type of fund 0.027 Germany GDP 0.0062 Geography focus 0.0008 Fund size

0.0051 Type of fund – – 0.0179 Region fund 
manager 0.0062 Geography focus 0.0232 Log fund size 0.0057 Type of fund 0.0004 Geography focus

0.0000 Log fund size – – 0.0176 Geography focus 0.0000 Fund size 0.0122 Fund size 0.0000 Fund size 0.0000 Diversification

0.0000 Fund size – – 0.0033 Fund size 0.0000 Log fund size 0.0018 Assets manager 0.0000 Log fund size 0.0000 Type of fund

Classifier Attribute results using C4.5

Table 7  Results feature selection for Cash multiple.
Info gain attribute Cfs subset Correlation attribute Gain ratio attribute ReliefF attribute Symmetrical uncert Classifier attribute

Ranked Variable Ranked Variable Ranked Variable Ranked Variable Ranked Variable Ranked Variable Ranked Variable

0.2626 Lifetime – EEUU GPD 0.4106 EEUU GPD 0.1699 EEUU interest 0.2077 Lifetime 0.1751 EEUU GPD 0.1794 Germany 
interest

0.2607 Germany GDP – Germany 
interest 0.2735 Germany GDP 0.1560 Germany interest 0.1234 Industry focus 0.1528 Germany interest 0.1794 World PE

0.2596 MSCI return – Fund size 0.1335 Log fund size 0.1424 MSCI return 0.0570 EEUU GPD 0.1528 EEUU interest 0.1794 EEUU GDP

0.2559 World PE – Industry 
focus 0.1295 Lifetime 0.1350 World PE 0.0510 Diversification 0.1403 World PE 0.1794 Germany GDP

0.2559 Log world PE – – 0.1286 Industry focus 0.1350 Log world PE 0.0450 MSCI return 0.1403 Log world PE 0.1794 MSCI return

0.2548 Germany interest – – 0.1225 World PE 0.1308 EEUU GDP 0.0432 Germany GDP 0.1325 MSCI return 0.1794 EEUU interest

0.2548 EEUU interest – – 0.1210 Diversification 0.1294 Germany GDP 0.0387 World PE 0.1230 Germany GDP 0.1794 Log world PE

0.2474 EEUU GPD – – 0.1156 Germany interest 0.1022 Lifetime 0.0381 Log world PE 0.1120 Lifetime 0.1758 Lifetime

0.0619 Industry focus – – 0.1105 Log world PE 0.0580 Assets manager 0.0328 EEUU interest 0.0462 Industry focus 0.0552 Industry focus

0.0155 Log fund size – – 0.0979 Type of fund 0.0471 Industry focus 0.0274 Type of fund 0.0158 Fund size 0.0128 Geography 
focus

0.0155 Fund size – – 0.0431 MSCI return 0.0138 Diversification 0.0227 Geography focus 0.0158 Log fund size 0.0048 Region 
manager

0.0129 Geography focus – – 0.0421 Fund size 0.0109 Region fund 
manager 0.0217 Germany interest 0.0132 Geography focus 0.0036 Log fund size

0.0120 Region fund 
manager 0.0338 Assets manager 0.0063 Type of fund 0.0195 Region fund 

manager 0.0125 Region fund 
manager 0.0036 Fund size

0.0115 Diversification 0.0332 Geography focus 0.0062 Geography focus 0.0170 Log fund size 0.0118 Diversification 0.0000 Assets manager

0.0068 Type of fund 0.0138 Region fund 
manager 0.0000 Fund size 0.0042 Fund size 0.0077 Type of fund 0.0000 Diversification

0.0000 Assets manager 0.0114 EEUU interest 0.0000 Log fund size 0.0019 Assets under the 
manager 0.0000 Assets under the 

manager 0.0000 Type of fund

Classifier Attribute results using RF
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the most important variables for IRR are, in the first place (G1), Lifetime, World 
PE, Log world PE, MSCI return, EE.UU. GPD, Germany interest, EE.UU. inter-
est, and Industry focus. In second place (G2), Germany GDP, Diversification, and 
Assets manager. The least important ones (G3) are Fund size, Log fund size, and 
Geography focus. On the other hand, and for Cash Multiple, it is confirmed that the 
most important variables (G1) are Lifetime, World PE, Log world PE, MSCI return, 
Germany GDP, EE.UU. GPD, Germany interest, and EE.UU. interest. In second 
place (G2), Geography focus, Region fund manager, and Industry focus. And in 
third place (G3), Type of fund, Fund size, Log fund size, and Assets manager.

Globally, considering the results obtained for IRR and Cash Multiple, the vari-
ables of the most significant importance for the analysis of PE return have turned out 
to be the set made up of Lifetime, World PE, Log world PE, MSCI return, EE.UU. 
GDP, Germany interest, and EE.UU. interest (Fig. 3).

5.4  Discussion

The results of the present study show that the computational methods exceed the 
accuracy of previous studies on PE return using statistical methods. For example, 
Diller and Kaserer (2009), Aigner et al. (2008), and Achleitner et al. (2010) did not 
exceed 64.10% accuracy with European PE samples, and Manigart et  al. (2002) 
and Jegadeesh et  al. (2015), with samples from Europe and EE.UU., were only 

Table 8  Variables frequency in the feature selection

Variable IRR Cash multiple

Frequency 
in G1

Frequency 
in G2

Frequency 
in G3

Frequency 
in G1

Frequency 
in G2

Fre-
quency 
in G3

Type of fund 0 2 5 0 1 8
Lifetime 7 0 0 9 0 0
World PE 6 1 0 8 0 0
Log world PE 6 1 0 8 0 0
MSCI return 8 0 0 7 1 0
Germany GDP 0 6 1 8 0 1
EEUU GPD 6 2 0 9 0 0
Germany interest 8 0 0 8 1 0
EEUU interest 8 1 0 7 1 0
Fund size 0 0 7 1 3 5
Log fund size 0 1 6 1 3 4
Geography focus 0 2 5 0 6 2
Region fund manager 0 6 1 1 3 5
Diversification 1 4 2 2 2 4
Industry focus 3 5 0 3 6 0
Assets manager 2 4 2 0 0 8
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between 42.60 and 60.10%. Likewise, Franzoni et  al. (2012) study, with samples 
from EE.UU., Europe, and Asia, only achieved a regression fit of 12.50%. However, 
our models on PE return have provided accuracy of 86.13% and 81.81% for IRR and 
Cash Multiple models, respectively. Specifically, C4.5 and RF have been the classifi-
ers with the best classification fit. This greater precision of computational classifiers 
that traditional statistical classifiers have also been verified with data from our sam-
ple. The LOGIT classifier applied in the present study has provided the lowest level 
of precision. Therefore, computational classifiers offer greater accuracy in model-
ling the PE return factors with global samples from various world regions. The non-
linear relationship of the variables that explain PE return is possibly better meas-
ured with computational methods because they do not require previous assumptions 
about the relationship between variables (Núñez de Castro & Von Zuben, 1998).

Our results provide very robust global models to identify PE return drivers. This 
represents a significant advance in the generalization of PE return models. However, 
significant differences in economic environment, regulation, business culture, and 
other factors between the five regions studied could provide different results when 
applying such global models with data from a single region (Morri et  al., 2021). 
Perhaps the use of a worldwide sample is more directed towards a broad and com-
plete vision of the trends and patterns that may be present worldwide, that is, when 
the objective is to obtain a more holistic and diverse understanding of the problem 
studied.

Regarding the most critical variables in the analysis, our results suggest that mar-
ket factors are highly significant, specifically those related to interest rates (Germany 
interest and EE.UU. interest), with GDP growth (EE.UU. GPD), and market devel-
opment (MSCI return, World PE, and Log world PE). These results are similar to 
those obtained by Phalippou and Gottschalg (2009) and Steger (2017) since they 
indicated that macroeconomic conditions affect PE return and that it is character-
ized by being pro-cyclical. However, our results differ from those obtained by Morri 
et al. (2021) and Diller and Kaserer (2009), who found that PE returns are unrelated 

Fig. 3  Frequency of the most important variables
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to macroeconomic factors. Perhaps using more extensive databases in the present 
study has provided new information on the variables that affect PE return.

On the other hand, in our study, the variable that refers to the years of PE duration 
(Lifetime) has turned out to be highly significant, and this is in line with what was 
obtained by Aigner et al. (2008), as they found that duration was a variable directly 
related to PE return. In general, our results partially confirm the previous findings of 
Gohil and Vyas (2016) by verifying that PE returns are mainly affected by market 
factors. However, although Gohil and Vyas (2016), Roggi et al. (2019) and Morri 
et al. (2021) also pointed out the importance of variables related to the ability of PE 
managers, in our study, this point has not been relevant. Such is the case of variables 
such as Assets manager, Fund size, Log fund size, and Region fund manager.

Finally, our results confirm what Gohil and Vyas (2016) proposed by indicat-
ing that some variables related to the PE structure have not shown significance in 
explaining PE return either. These structural variables that have shown little impor-
tance in the analysis refer to the distribution of PE between regions and industrial 
sectors (Diversification, Geography focus, and Industry focus).

6  Conclusions and Implications

In the present study, a comparison of computational methodologies has been carried 
out. Consequently, new models have been developed that determine the PE return 
drivers at a global level with high precision. Therefore, the models built here can 
be used in all countries, achieving accuracy above 86%. These models have been 
built from a sample of 1,606 PE funds with a geographical focus on the world´s 
five regions. For this, different computational classifiers and feature selection meth-
ods have been applied, which have provided robustness in determining the PE 
return drivers. Specifically, the objective has been to improve the accuracy of the 
models developed in previous studies using different methodologies and increas-
ing the sample size to all world regions. The results obtained in this study are sig-
nificantly higher than those obtained in previous literature, with a precision range 
of 81.81–86.13% for selecting PE return drivers. These results suggest that market 
factors are of great importance in the selection of PE return drivers, especially the 
interest rate in Germany and EE.UU., GDP growth in the EE.UU., the performance 
of the MSCI World Performance Index, and the amount of money committed with 
PE around the world. In addition, the variable related to the PE duration has also 
been significant, including one of the drivers of PE structural characteristics. In 
short, the variables selected in this study constitute a unique set of PE return drivers 
to estimate the PE performance globally with high precision.

The conclusions obtained present important theoretical and practical implica-
tions. Unlike previous research, this study has expanded knowledge about PE return 
drivers beyond the experience with funds focused on Europe and EE.UU, offering 
a global analysis model. Our study suggests a unique set of significant explanatory 
variables to forecast PE return. This research also demonstrates that the C4.5 and RF 
classifiers are the most accurate for PE return analysis, thus contributing to exist-
ing knowledge in financial forecasting. These results can be used as a reference to 
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establish better PE management decisión-making. In addition, it has also been pos-
sible to verify that the PE returns are linked to macroeconomic and market factors. 
PE benefits from a growing economy over the life of the fund. Therefore, inves-
tors should commit when the markets are weak and the economy begins to recover. 
Finally, contrary to what might be expected, we have yet to find any significant 
advantage in specialization for a PE manager. Industrial or regional specialization 
effects are only somewhat relevant in the constructed models. One explanation for 
this phenomenon could be that PE managers are often specialized within their organ-
ization. The managing entity of the fund is not a single person but a management 
team that, together, creates a well-established organization and good performance.

This study has limitations that suggest future research lines. Our models on PE 
return drivers have considered both specific variables of the PE funds and others 
referring to the market context. However, variables related to the countries’ envi-
ronmental policies have yet to be taken into account. Future research in this field 
could examine whether these new variables impact PE performance, as it seems 
particularly important considering that governments’ capital investments related to 
sustainable technologies are a vital issue. Secondly, the present study has used a 
set of robust computational classifiers to measure the models´ precision. Still, other 
computational methods have not been considered. This is the case, for example, 
of quantum computing methods, which recently also show an interesting trend in 
finance. Therefore, future studies could evaluate PE return models with these new 
computational techniques. Finally, only three variables on the characteristics of the 
fund manager have been considered in the present study. Further research could shed 
more light on the skill factors that promote the return of PE.
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