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Abstract
Social media groups, for example on Facebook, WhatsApp or Telegram, allow for direct 
exchange, communication and interaction, as well as networking of different individuals 
worldwide. Such groups are also used to spread propaganda and thus allow for self-radical-
isation or mutual radicalisation of their members. The article reports selected results from 
a research project analysing online communication processes of extremist groups. Based 
on data from group discussions in social media, corpus linguistic analyses were carried 
out, examining quantitative relationships between individual lexical elements and occur-
ring regularities. To this end, four different corpora were built. These consist of data col-
lected in right-wing and Salafi jihadist groups of a low or medium radicalisation level on 
Facebook and VKontakte via fake profiles, and of group communication in forums, mes-
senger apps and social networks of highly radicalised persons, which were extracted from 
files of (e.g. terrorism) cases prosecuted in Germany. Quantitative linguistic analyses of 
social media data continue to be challenging due to the heterogeneity of the data as well as 
orthographic and grammatical errors. Nevertheless, it was possible to identify phenomenon 
specific sociolects that point to different levels of linguistic radicalisation. Based on the 
results of the analyses, the article discusses the prospects, problems and pitfalls of lexico-
metric analyses of online communication, especially as a tool for understanding radicalisa-
tion processes.
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Introduction

Extremist groups use language strategically to infiltrate social discourses, trying to nor-
malise their ideologies for potential new followers, while allowing for continued radi-
calisation of the previous ones (e.g. Struck et  al., 2020). Combined with the qualities 
and characteristics of online communication, this turns digital social spaces into stomp-
ing grounds and strategic control centres for extremists of all kinds.

In the age of social media, potentially everyone—including propagandists of ideolo-
gies of inequality—has the chance to participate in online discourses. Social media plat-
forms are easily accessible, generate a wide reach and enable exchange across all bor-
ders. This makes them so interesting for political extremist groups who use platforms 
like Facebook, BКoнтaктe (VKontakte) or Telegram for advertising their own cause, 
for recruiting new members, for networking and financing opportunities or even for stra-
tegic discourse participation and shifting the boundaries of what can be said (Guhl & 
Davey, 2020; Harrendorf et  al., 2019; Winter et  al., 2020). Krzyżanowski and Ledin 
(2017) therefore regard social media spaces and discourses as a link between a “civil” 
discourse for society as a whole and an “uncivil” niche discourse in which extremist 
groups have so far remained in “media isolation” (Freter & Zimpelmann, 2015).

The discourses taking place here are not only reflections of a social reality, but they 
are equally involved in its construction—they do not only depict reality, but also con-
stitute reality itself. This has consequences for the perception of the actors and viewers 
involved in the discourse (Niehr & Böke, 2004). This is also illustrated by the results 
of qualitative content analyses that preceded this study and focussed on social media 
groups from the fields of right-wing extremism and Salafi jihadism. Followers in both 
areas communicatively construct a social reality in which the respective idealised in-
group is (putatively) exposed to an existential threat by various out-groups and social 
processes. As a consequence, some radicalised groups even see themselves forced to 
take (counter-)action by vigilantism or terrorist attacks (Mischler et al., 2019). This arti-
cle focuses on the linguistic level of extremist online communication in the fields of 
right-wing extremism and Salafi jihadism. We pose the question of how the language 
used in radicalised or sympathising social media groups differs from a wider social use 
of language. Thereby, we aim to identify the linguistic characteristics (keywords and 
key terms) of online communication in the two phenomenon areas.

First, we present our basic theoretical assumptions on the effects of language and 
its role in radicalisation processes, also considering the characteristics of online com-
munication. We then explain the quantitative methods utilised to study language use 
patterns in general and the corpus linguistic procedure applied here in particular (which 
also contains qualitative elements of content analysis). The analysed data originate from 
social media groups and were collected in the context of a research project on online 
radicalisation, focusing on the areas of right-wing extremism and Salafi jihadism. In the 
process, we encountered several methodological challenges which are also being dis-
cussed. This is followed by a presentation of the results of our study: Our present cor-
pora from both phenomenon areas were referenced against broader web-based text cor-
pora. Analysis reveals keywords and terms that are characteristic of the language used. 
They represent elements of a separate sociolect and indicate different levels of linguistic 
radicalisation. Based on the results of the analyses, the article discusses the prospects, 
problems and pitfalls of corpus linguistic analyses of social media data, especially as a 
tool for understanding radicalisation processes.
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The considerations and analyses presented here derive from the project “Qualitative und 
quantitative Analyse internetbasierter Propaganda” (“Qualitative and quantitative analysis 
of Internet-based propaganda”), a sub-project of the research network “Radikalisierung im 
digitalen Zeitalter” (“Radicalisation in the digital age”; RadigZ). The project was funded 
by the German Federal Ministry of Education and Research from 2017 to 2020. For details 
on the overall project structure and aims, see Schröder et  al. (2020) and Kudlacek et al. 
(2017).

Theoretical Framework: Radicalisation, Ideologies and Online 
Communication

Radicalisation is understood here as a processual development towards extremism (Beel-
mann, 2019; Beelmann and Lehmann, 2020). We define the latter as follows: “Extrem-
ism [is] characterized by attitudes, value systems, and actions that are marked by a sig-
nificant deviation from certain socio-political norms and actively strive to establish new 
norm systems” (Beelmann and Lehmann, 2020, p. 5, translated by the authors). We define 
extremism not in terms of existing systems but in terms of the basic values of universal 
human rights, the principle of democracy and the rule of law as reference point from which 
extremists deviate. Hereby, we do not define extremist action as crucial but rather the val-
ues on which attitudes and actions are based (Beelmann and Lehmann, 2020).

While social media on the one hand offer a favourable starting point for propagandists 
to spread their ideologies to wider circles, online radicalisation on the other is a result of 
the interaction of individuals with their specific interests, attitudes and characteristics with 
the situational conditions of the medium itself (Bock & Harrendorf, 2014; Mischler et al., 
2019): Online communication under certain circumstances contributes to the building and 
perpetuation of social (group) identities (cf. Spears & Lea, 1994; Spears & Postmes, 2015) 
and further intensifies polarisation tendencies (see Lee, 2007).

The Favourable Conditions for Extremist Radicalisation in Social Media

Already a few years ago, Sageman (2008) has stressed the relevance of the Internet for 
radicalisation processes (in case of his study: towards Islamist terrorism), and while further 
studies have shown that online media will usually not cause radicalisation autonomously, 
it is more than plausible that online media discourses and discussions have a catalysing 
and facilitating effect on radicalisation processes (for a literature review, see Meleagrou-
Hitchens & Kaderbhai, 2017).

This catalysing function also seems to be confirmed by recent right-wing terror-
ist attacks in Christchurch, Poway, El Paso, Halle (all in 2019) or Hanau (2020), which 
made the interplay between extremist communication and the conditions of online com-
munication that promote radicalisation shockingly clear. A more rapid internationalisa-
tion of right-wing terrorism, driven forward by online communication, can be observed 
(Albrecht & Fielitz, 2020; Macklin, 2019), in which the perpetrators of the later terrorist 
attacks explicitly refer to those who came before them and especially to the terrorist attack 
of Anders Behring Breivik as a kind of “archetype” (Ayyadi, 2019; Köhler, 2019). Such 
attacks would not have been possible without online communication—as a platform for 
radicalisation or for sharing propaganda and live streams of the attacks and for the acquisi-
tion of weapons or construction plans for weapons (Harrendorf et  al., 2020). For Salafi 

205Linguistic Radicalisation in Social Media



1 3

jihadism, Sageman (2008) already stressed the relevance of the Internet for radicalisa-
tion processes, and evidence can also be found from terrorist attacks in, inter alia, Nizza 
(2016), Orlando (2016), Boston (2013) or at Frankfurt Airport (2011). As a further exam-
ple, the so-called Islamic State (IS) in its heyday produced professionally made propaganda 
magazines (first Dabiq until 2016, then Rumiyah until 2017) and distributed them online 
(Fritzsche, 2019; Vergani & Bliuc, 2015).

The options for social connections online, most prominently on the social media chan-
nels of Instagram, Twitter, Facebook, Telegram, etc., are almost endless, yet the platforms 
foster the grouping of people by similarity of their ideas, beliefs or convictions. This is, 
firstly, due to effects of self-selection (Sageman, 2008), which are comparable to the situa-
tion offline (see Haslam & Reicher, 2007). Online, these effects are not only generated by 
the users themselves, but also enhanced by algorithms used by search engines and social 
media websites to suggest content to users which is similar to the content an individual has 
consumed before.1 Secondly, this effect is amplified by confirmation bias, meaning that 
individuals tend to seek and interpret information confirming their already made precon-
ceptions (Del Vicario et  al., 2017; Zimmer et  al., 2019), and homophily (Mahrt, 2019), 
which illustrates that individuals are more likely to surround themselves with other people 
who share the same or similar views as themselves. This can lead to the illusion of an over-
all societal acceptance of one’s beliefs, reinforcing them and rendering them more or less 
self-evident for those active in such social groups (Sageman, 2008).2 It is plausible that the 
relevance of the effect increases the more polarized, radical, odd or extraordinary the topi-
cal focus of a discussion is (Mahrt, 2019).

Furthermore, users can make use of active identity management, which allows for group- 
and situation-specific adaptations, reaching from complete anonymity over pseudonymity 
and adapted or modified identities to a more or less realistic self-disclosure (Döring, 2010, 
2018). Since online groups also provide for and are organised around a salient social iden-
tity, communication in these environments fosters (further) depersonalisation (i.e. the shift 
of focus from personal identity to social identity) and thus an adaptation of the participants 
to social group norms and context norms, which, in case of radical or extremist groups, 
means radicalisation (Harrendorf et al., 2019, 2020). These effects, described in the Social 
Identity Model of Deindividuation Effects (SIDE) (Spears & Lea, 1994; Spears & Post-
mes, 2015), are in line with the Social Identity Approach (Tajfel & Turner, 1986; Turner 
et al., 1988) and, more specifically, the Self-Categorisation Theory (Turner et al., 1988). 
They have been confirmed in various experiments (Postmes & Spears, 1998; Postmes et al., 
2001), and it is plausible to assume that they are also of importance for online radicalisa-
tion processes (just see Rieger et al., 2020). The Social Identity Approach also provides an 
explanation for the social-psychologically well-studied effect of group polarisation. It can 
be observed that groups whose views on a topic already tended in a certain direction prior 
to their joint discussion develop even more strongly towards the corresponding extreme 

1 The existence of this so-called filter bubble, a term coined by Pariser (2011), has, however, been called 
into question in the last years, e.g. by Bruns (2019). Although “Pariser’s ideas make logical sense” (Chitra 
& Musco, 2019, p. 2), the results regarding its existence are mixed at best (just see Cardenal et al., 2019; 
Chitra & Musco, 2019; Moeller & Helberger, 2018; Zimmer et al., 2019).
2 Such (algorithm-amplified) self-selection processes help building up echo chambers (Sunstein, 2001), in 
which the own opinions and ideas are shared by a large majority of people (doubting Bruns, 2019). Differ-
ently from filter bubbles, echo chambers are not mere results of technical processes and can also exist with-
out any influence of pre-selecting algorithms, just due to user self-selection (Zimmer et al., 2019). Research 
results seem to confirm the existence of such rooms (Garimella et al., 2018; Mahrt, 2019).
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afterwards (i.e. as a group average) (Myers, 2010). According to the Self-Categorisation 
Theory, this is due to the fact that individuals adapt to the opinion of a perceived prototypi-
cal group member and thereby differentiate themselves as much as possible from perceived 
out-groups (Turner et al., 1988). This illustrates how group processes also have a potential 
to promote radicalisation in digital social spaces. An approach that analyses the content of 
extremist communication must therefore examine the realities and identities constructed in 
such groups.

Language and Radicalisation: Extremist Online Discourses and Their Linguistic 
Features

According to discourse theoretical concepts, discourses not only depict assumed reali-
ties, but also have the effect of constituting meaning (Fariclough et al., 2011; Keller, 2011; 
Niehr & Böke, 2004). Herein lies both their socially constructive character and their poten-
tial for mutual radicalisation of group members. In order to be able to examine realities 
drawn in this way, it is necessary to find out what is claimed as “real” in the discourses 
(Keller, 2011, p. 72).

Both phenomena, right-wing extremism and Salafi jihadism, are essentially based on 
ideologies of inequality that allow for an exaggeratedly positive communicative and lin-
guistic evaluation of the in-group and a harsh devaluation of out-groups (Harrendorf et al., 
2019; Mischler et al., 2019). Ideologies are generally “[…] systems of shared beliefs, ideas, 
and symbols that help us make sense of the world around us” (Alvarez, 2008, p. 216). They 
facilitate the positioning of the self within a complex social world by offering orientation 
in the form of interpretation schemes that individuals can adopt (Hall, 1989), contain clear 
rules for action and support individuals in the categorisation of right and wrong, good and 
evil. By devaluing out-groups and attributing superior qualities to the in-group, ideologies 
of inequality offer their followers the opportunity to improve the social identity of their own 
group by means of “social creativity” (in the meaning of Social Identity Theory: Tajfel & 
Turner, 1986) and to present themselves as a superior collective in being and action. Such 
ideologies offer the ideal background for in-group-out-group categorisations, providing the 
necessary stereotypes (Staub, 2001). Moreover, as an instrument of social creativity, they 
enable the development of a positive social identity even when one’s own living conditions 
are rather unfavourable (Staub, 2001).

Realities are constructed in corresponding social media groups, in which the in-group, 
stereotyped as an ideal, is exposed to a (assumed) massive threat from specific out-groups. 
Whereas in the field of Salafi jihadism, membership of the in-group is determined on the 
basis of an interpretation of religion (lived “correctly” in the sense of ideology) embodied 
in the “ummah”, in the field of right-wing extremism, membership depends on ethnic and/
or cultural background, the “Volksgemeinschaft” (national community) (see also Harren-
dorf et al., 2019). Both in-groups see themselves as victims of out-groups, which are con-
strued as morally inferior opponents, against which they have to defend themselves in the 
form of revolting or vigilante terrorism (Bibbert et al., 2017; Mischler et al., 2019; Müller 
& Mischler, 2020).

Rafael and Ritzmann (2019, p. 13) divide the according extremist narratives into three 
“essential components of hate speech propaganda”: Firstly, the narrative of victimisation, 
which secondly legitimises radical redemption, leading to, thirdly, identity-forming nar-
ratives that satisfy the individual need for significance—for example the narrative of the 
strong, warlike man who defends his in-group until death.
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The underlying narratives involve dystopian ideas: in both areas the world views are 
based on apocalyptic scenarios, according to which the respective groups are threatened 
with destruction and extinction (Fielitz et al., 2018). Like a self-fulfilling prophecy, these 
views (seemingly) confirm the threat towards the in-group and justify the ideological mind-
set. They are both cause and effect of living in an ideological environment that constantly 
confirms the ideology it produces (Fielitz et al., 2018). Through apocalyptic scenarios, they 
legitimise resistance as necessary and violence as self-defence.

The ultimate threat to the in-group, as imagined by the extreme right, is that the “own” 
people (“Volk”) will ultimately be alienated and replaced by other groups of people. The 
underlying conspiracy narrative is the “great replacement” (Marcks & Pawelz, 2020; see, e.g. 
Meiering et al., 2020), which assumes that the “own” people would be gradually replaced by 
non-white and Muslim people, which would initially lead to a loss of identity and eventually 
to, as it is called in ideologised German, the “Volkstod” (“death of the people”). It is, however, 
assumed in right-wing ideology that the “great replacement” would not happen arbitrarily but 
would be controlled by Jewish people as part of an even greater plan to weaken Europe and 
North America (Davey & Ebner, 2019). Therefore, specially non-white, Muslim and Jewish 
people are marked as enemies and an ultimate threat to the existence of the in-group, giving 
the in-group legitimacy to use violence against them and to “defend” themselves.

A similar mechanism applies to Salafi jihadism (Harrendorf et al., 2019; Meiering et al., 
2020; Mischler et  al., 2019). Salafi jihadists use experiences of discrimination Muslims 
make in the diaspora and embed them in the context of a general oppression and threat to 
the in-group by “the West” and infidels (Mahood & Rane, 2017; Meiering et al., 2020). 
“The West” is often prominently embodied by the USA, which is reflected in anti-Ameri-
can narratives that overlap with anti-Semitic narratives due to the USA’s relationship with 
Israel. In addition to the infidels in general and the USA, Jewish people and the Israeli state 
are also among the out-groups that are seen as threat to the in-group according to Salafi 
Jihadist ideology (Müller & Mischler, 2020).

Although both in-groups see their existence threatened, they construct themselves as 
superior in the case of resistance, which also goes hand in hand with constructs of mar-
tial masculinity (Meiering et  al., 2020). When individuals are exposed to such agitation 
and hate speech and surround themselves with it, this has a decisive effect on their cogni-
tion and emotions: From a psychological perspective, Bilewicz and Soral (2020) conclude 
that social media use is significantly associated with being exposed to more hate speech or 
at least deviant language. This can encourage those who have already internalised preju-
diced attitudes to express them publicly. Furthermore, emotions such as empathy towards 
other groups can gradually be replaced by intergroup contempt. This contempt is then both 
motivation and consequence of hate speech (Bilewicz & Soral, 2020). In the worst case, 
the radicalisation process, also catalysed by online communication, will eventually lead to 
extremist, violent actions the ideologies seem to prescribe.

Communicative radicalisation in niche discourses of extremist groups online can there-
fore be seen as one important factor in radicalisation processes, although it is neither a 
necessary nor a sufficient condition for violent extremism and hate speech.

An extremist discourse is necessarily also reflected in the linguistic specifics of the 
respective texts, representing a sociolect3 group members in both areas share with each 
other. Assuming that both ideologies ignite on the conflict line between in-groups and 
3 A sociolect describes similarities of language use in groups. Members of one group express themselves 
more similarly than members of different groups; see Louwerse (2004). A sociolect is therefore group-spe-
cific, and a group can adopt it as identity-forming (Durrell, 2004). In our case, for example, scene-specific 
expressions also serve to pick up and strengthen the group identity.
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out-groups, it is reasonable to assume that such conflict lines as well as the description of 
in-groups and out-groups are reflected in communication.

In their keyword analysis, Chelvachandran and Jahankhani (2019) focus on known 
extremist Salafi users on Twitter and compare their tweets with also highly radicalised 
propaganda magazines by the IS. With regard to the thematic orientation of the datasets, 
they conclude that Twitter communication refers more often to current events, while IS 
magazines focus on an ideologised construct of religion. The authors assume that the fre-
quencies of the individual keywords provide further explanatory potential and suggest key-
word in context analyses as further research avenues.

Cohen et al. (2014) examined traces left by “lone wolf terrorists” on the Internet prior to 
their acts in order to identify signals that could potentially be used to prevent such crimes. 
They identified several “linguistic markers for radical violence” (Cohen et  al., 2014, 
p. 253). In addition to “leakage”, an actual suggestion or announcement of a crime, they 
also examined markers for “fixation” and “identification”. A fixation on a topic or a person 
is indicated when users write about them significantly more often, use certain according 
keywords more frequently or gather facts excessively. Identification, on the other hand, is 
indicated when users describe the in-group with positive adjectives while describing per-
ceived out-groups with negatives ones. Furthermore, activists expressed more anger and 
grievance when something negative happened to the in-group and more joy in occasion of 
positive events (Cohen et al., 2014).

Examining extremist Salafi discourse patterns on Facebook, Buoko et al. (2021) show 
that posts tend to address stories of oppression. At the same time, users focused more on 
out-groups also in terms of nomination and predication, describing them as “shirk”, “kuf-
far” (both Arabic for “non-believers”), “non-believers” (written in French, language of 
examination) or “immoral” (Buoko et al., 2021, p. 11).

This prominent “negative othering” of out-groups is also in line with the results by 
Baker and Vessey (2018), who compare English and French propaganda magazines of the 
so-called IS and al-Qaeda. The authors conducted a quantitative corpus linguistic approach 
combined with a qualitative discourse analysis similar to ours. Besides a focus on out-
groups perceived as non-believers, they identify Allah as a central category. For the latter, 
the writers of the magazines claim to act on his behalf knowing what he wants (Baker & 
Vessey, 2018, p. 264).

Finally, Schwarz-Friesel (2019) carried out a corpus linguistic study on anti-Semitism 
on the Internet, based on sub-corpora extracted from commentaries on news webpages, 
Facebook, Twitter, YouTube, blogs, forums, etc. She identified an increase of anti-Semi-
tism in social media between 2007 and 2018 and also found a semantic radicalisation of the 
discourse.

The results of these studies support the assumption that radicalisation is reflected in 
online communication and can be identified in extremist posts on a linguistic level—be it 
with regard to the topics or in- and out-group references. Corpus linguistic analyses can 
therefore be used to identify indicators of linguistic radicalisation in communication data 
of extremist social media groups. The central question that motivates this paper is: what 
linguistic differences can be identified between communication in (extreme) right-wing 
and Salafi jihadist groups and public discourse? And, with regard to our data, that is con-
sisting of self-collected, openly accessible social media groups and clandestine conversa-
tions and group chats of convicted radicalised individuals: will it be possible to identify 
differences between these two data pools, which confirm our assumption of different levels 
of radicalisation?
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Methodology

General Overview on the Study Design

As mentioned in the “Introduction”, the results presented and discussed here stem from the 
project “Qualitative und quantitative Analyse internetbasierter Propaganda” (“Qualitative 
and quantitative analysis of Internet-based propaganda”), a sub-project of the research net-
work “Radikalisierung im digitalen Zeitalter” (“Radicalisation in the digital age”; RadigZ). 
In this project, we focused on discourses and discussions in German-speaking social media 
groups on Facebook, VKontakte, WhatsApp, etc. and in online forums. The groups and 
forums we focused on all had an orientation towards right-wing extremism or Salafi jihad-
ism and can be formally divided into three different categories, based on how easy it is 
to access them. From this, we cautiously derive different levels of radicalisation, as we 
assume that the more the level of radicalisation increases, the more clandestine the group 
members communicate with each other and the higher the barriers to access are:

an entrance level, on which interested users typically have their initial contacts with 
radicalising group processes and extremist discourses and materials in easily accessible 
social media groups
a medium level, which includes groups for persons who have already progressed in their 
radicalisation process towards extremism but are still publicly accessible or only require 
a formal membership request, which is easily granted
and an upper level of highly radicalised, “closed” groups of users who are on the verge 
of transferring their extremist ideas into actions (e.g. planning terrorist attacks) or have 
already committed such acts, only accessible after some kind of prior acquaintance and 
trust between the administrator and the new member

The data collection for the levels 1 and 2 was carried out with the help of fake user 
profiles on the social media platforms Facebook and VKontake in the period August 2017 
to February 2019. These user profiles were adapted in a way that they would fit to per-
sons who might be interested in getting into contact with Salafi jihadist or, respectively, 
right-wing extremist ideology. Since the access to groups in both fields of extremism is 
not gender-neutral (just see Pearson, 2018; Rippl & Seipel, 1999), female and male pro-
files were used. For ethical, legal and methodological reasons, the profiles were not used to 
directly participate in extremist discourse, but only to request access to groups and befriend 
other, fitting user profiles. To build the fake networks, we started with a keyword search, 
liked relevant pages such as those of far-right parties or Salafi jihadist preachers, joined 
groups that support them and sent friend requests to people who were also in the groups 
we found or who liked the same content. In addition, the platforms’ algorithms suggested 
similar groups or pages to us and showed us other users interested in the same content. We 
included groups in our data collection if the communication corresponded to the respective 
ideology, for example if the users made a corresponding differentiation into in- and out-
groups or discussed questions about how to live out the ideology correctly.

To collect comparable data, we selected eleven key events which were socially contro-
versial and of potential ideological relevance for both extremisms. However, differently 
than expected, from Salafi jihadist groups, no relevant communication could be found for 
the observation point Xenophobic protests in Freital (2015) and only one thread about New 
Year’s Eve in Cologne (2015/2016). A list of key events and the number of discussions, 
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words and tokens4 analysed for groups on levels 1 and 2 can be found in Table 1. The key 
event “Berlin wears Kippa” is also analysed by Schwarz-Friesel (2019) in a corpus linguis-
tic study on anti-Semitism on the Internet. She concludes that more than 15 per cent of the 
comments on the solidarity action “Berlin wears a kippa”, collected from Facebook pages 
of three German newspapers, have anti-Semitic references. Here, classic anti-Semitism 
makes up the majority and is conjointly articulated with Israel-related anti-Semitism.

Regarding these data, it is impossible to know if the participants in group discussions 
have a consistent right-wing extremist or Salafi jihadist world view. However, it is possi-
ble to analyse the communication regarding patterns of interpretation typical for extremist 
ideologies. The identified patterns can be assigned to a predominantly low to medium level 
of radicalisation. Although highly radicalised statements were also made in these contexts 
sometimes, and it cannot be ruled out that highly radicalised people also communicate in 
some of the groups studied, the analysed communication mostly was more moderate than 
in groups for which data were collected from case files. For level 3 groups, on the other 
hand, the method of data collection guarantees that most discussants in these highly radi-
calised groups share an actual extremist identity.

Data for level 3 were collected retrospectively, relying on case files of the prosecuto-
rial offices of the federal states and of the Public Prosecutor General at the Federal Court 
of Justice on terrorism, extremist violence and hate speech. The data obtained in this way 
originates from the period 2008 to 2016, with one exception for right-wing extremism, 
where the communication dates back to 2005. On the one hand, it includes smaller groups 
on messenger services such as Telegram, in which conversations from two up to 15 people 
were conducted. On the other hand, the data include communication from relevant forums, 
in which the number of readers cannot be determined, similar to the open material. Table 2 
shows the number of cases, discussions, words and tokens analysed for level 3 groups. As 
the data collection for this level is based on case files, group discussions have not been 
selected based on key events. In contrast to the corpora built from “open” material, the size 
of the respective corpora shows a greater imbalance. Especially case no. 2 in right-wing 
extremism and case no. 7 in Salafi Jihadism show a high word count. Hence, the results 
will be particularly shaped by the communication in these two cases.

This study builds on previous qualitative content and discourse analyses carried out in 
the project RadigZ (see above). They focused on the identification of ideologised patterns 
of interpretation (or ideologised narratives) and different argumentation and communica-
tion strategies, also in comparison between the two extremisms (cf. Harrendorf et al., 2019; 
Mischler et al., 2019), which shows that both groups are united in their enmity against an 
enlightened and democratic society that values human rights. Regardless of their differ-
ences, in their core, they are based on group-focused enmity, aiming to degrade certain 
out-groups while intending to improve the social identity of the in-group. An additional 
focus of qualitative analysis was laid on memes as a special way to communicate extrem-
ist messages (cf. Harrendorf et al., 2020; Müller & Mischler, 2020). The memes vary on a 
spectrum from pop cultural references that appeal to newcomers to drastic depictions that 
are likely to entertain mainly already radicalised individuals.

This contribution applies quantitative lexicometric analysis to study the lexical level of 
the communication data, asking how the use of language in both phenomena differs from a 
broader social use of language and whether characteristic keywords and key terms can be 
identified at this level.

4 Tokens are the smallest units a corpus consists of (Sketch Engine, 2020b). They represent word forms, 
punctuation, digits and abbreviations. Therefore, a corpus contains more tokens than words.
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Quantitative Corpus Linguistics and Lexicometric Analyses

Quantitative corpus linguistic methods allow the analysis of comprehensive text corpora 
regarding language usage patterns. The method focuses on the language used in large 
amounts of text, instead of individual texts, to make statistically noticeable structures 
visible (Baker et  al., 2008; Bubenhofer, 2009; Kutter, 2018). Corpus linguistic research-
ers assume that these very structures can be used to identify the constitutions of meaning 
and significance within a given corpus (Dzudzek et  al., 2009; Weber, 2015). According 
to Bubenhofer (2009), language usage patterns also provide information about the nature, 
functioning and limits of a discourse.

Corpus linguistic analyses are particularly suitable for empirically guided procedures. 
We decided for a corpus-driven approach in which the corpora are investigated inductively 
(Baker et  al., 2008; Bubenhofer, 2009; Dzudzek et  al., 2009; Weber, 2015). This means 
that the analysis is based on the available data, which determine the procedure to a certain 

Table 2  Number of cases, analysed discussions, words and tokens (closed material)

Case number Right-wing extremism Salafi jihadism

Discussions Words Tokens Discussions Words Tokens

1 4 26,089 35,651 15 8,336 15,086
2 74 343,978 470,037 3 1,539 2,786
3 25 81,564 111,456 1 2,747 4,972
4 23 33,014 45,113 7 36,010 65,162
5 5 19,377 35,065
6 76 66,977 121,200
7 45 168,815 305,480
8 3 18,419 33,331
9 4 8,425 15,247
10 16 52,835 95,609
11 7 11,298 20,445
12 44 29,558 53,488
13 2 5,353 9,687
14 2 4,331 7,838
Total 126 484,645 662,257 230 434,020 785,396

Table 3  Word counts of focus 
and reference corpora Focus corpora Word count Tokens

rex_low-med 217,248 295,247
rex_high 484,648 662,257
sj_low-med 234,502 305,425
sj_high 434,028 785,396
Reference corpora Word count Tokens
Time Stamped German JSI Cor-

pus 2014–2020 (05/10/2020)
5,863,062,257 7,011,918,484

German deTenTen 2013 16,526,335,416 19,808,173,163
German Web 2013 sample 193,838,751 231,458,549
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extent. Bubenhofer (2009) even argues that in the case of large corpora, it is inevitable to 
approach the corpus without any fixed assumptions at first. This is the most likely way to 
discover linguistic structures with effects that are not obvious in discourse and would not 
have been expected beforehand. Dzudzek et al. (2009) also plead for such an approach to 
explore the differences and similarities of linguistic reference structures.

For the present study, an inductive corpus-driven approach makes sense for further rea-
sons. Firstly, there is only few lexicometric research on extremist language in social media 
available so far (see the studies cited under the “Language and Radicalisation: Extrem-
ist Online Discourses and Their Linguistic Features” section). A theory-based analysis is 
therefore hardly possible, and, accordingly, this is an exploratory study. Rather, the aim of 
this work is to contribute to empirically based theory formation. But nonetheless, as shown 
above, this study is informed by a broader current state of research. Therefore, we expect to 
find specific in- and out-group-termini in our data. Secondly, our data show some hurdles 
that also call for an inductive approach: Grammar and spelling errors, data noise and dif-
ficult data quality made this study challenging (see also corpus formation in the “Method 
and Challenges of Keyword and Key Term Analysis” section).

Although a primarily inductive approach was chosen, deductive elements can certainly be 
used in the analysis process. If promising structures or keywords can be identified in the data, 
these can then form the basis for more in-depth qualitative investigations of the corpus combin-
ing them to wider themes and making sense of identified linguistic patterns (Baker et al., 2008).

In a first step, we identify keywords and key terms that are over-represented in the focus 
corpus compared to a reference corpus. “Keyness is defined as the statistically higher fre-
quency of particular words or clusters in the corpus under analysis in comparison with 
another corpus” (Baker et al., 2008, p. 278; see also Culpeper & Demmen, 2015). Doing 
so, we are able to identify characteristics in our focus corpora that give us information 
about discussed topics and in- and out-group constructions that shape the extremist world 
view. For this, we combine elements of analyses of frequencies and co-occurrences, relying 
on the software Sketch Engine (see “Method and Challenges of Keyword and Key Term 
Analysis”).

Second, we take a closer look at the identified keywords and terms in their contexts by 
analysing their concordances. These analyses focus on character strings before and after 
keywords or word sequences identified as relevant (Baker et al., 2008). They are therefore 
suitable for interpreting the context of the respective elements. In our study, they enable us 
to examine the embedding of specific terms in the text more closely, e.g. if keywords are 
used in ideologised contexts or if commentators distance themselves from them.

Method and Challenges of Keyword and Key Term Analysis

For our analyses, we used the corpus manager and text analysis software Sketch Engine and 
carried out keyword and key term analyses. While keywords represent single words, key terms 
consist of multi-word units, both occurring disproportionately often in the focus corpus, com-
pared to a reference corpus. Keywords mainly consist of adjectives and nouns, as other word 
types are usually distributed similarly frequently between different corpora (Sketch Engine, 
2020a). Key terms are adapted to the typical format of terms and expressions in the language 
under investigation on the basis of their syntactical phrase structure. In German, for example 
this means that the identified multi-word units often consist of adjectives and nouns or nouns 
and nouns (Sketch Engine, 2020a). For our analysis, we set the key term length to two words.
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The keywords and terms are then ranked based on a score: The frequency per million 
(fpm) is calculated for each word. These values of a word from both corpora are then 
related to each other by dividing the fpm of the focus corpus by the fpm of the reference 
corpus (Kilgarriff, 2012). In this way, the keyness score is obtained, ranking the character-
istic words of the focus corpus.

Based on the datasets described under the “General Overview on the Study Design” 
section, two corpora were created for each of the two phenomenon areas: a corpus based on 
the data at a formally low to medium level of radicalisation (levels 1 and 2; “rex_lowmed” 
for right-wing extremism and “sj_lowmed” for Salafi jihadism) and a corpus based on the 
data at a formally high level of radicalisation (level 3; “rex_high” and “sj_high”).

As mentioned above, the data collected posed challenges in terms of both form and 
content. Formal challenges stem from the data source. The initial data from which the 
“lowmed” corpora were collated was collected in the form of PDF screenshots made with 
FireShot Pro, which were afterwards subject to OCR, using Adobe Acrobat Pro DC. The 
texts from the PDF were finally extracted as plain text (TXT) files and compiled to corpora 
which were then analysed using the Sketch Engine software.

While text recognition quality for these PDFs stemming from the own data collection files 
was, in general, good, there were still problems of “data noise”, since OCR also recognises 
text from sidebars, banners, advertising, etc. and also often tries to read images as letters or 
signs. However, this could quite easily be identified later on and be removed. Bigger prob-
lems occurred with data extracted from case files: The chats, forums and social media group 
communications stored in these files sometimes had a very bad graphical quality (e.g. tiny, 
blurred or pixelated printouts or copies) and were thus not suitable for OCR at all or, although 
they still could be used, had a comparatively high error rate (wrongly identified letters and 
words); this led to a lower data quality of the “high” corpora, especially regarding “sj_high” 
(which is purely coincidental, since the quality of copies in case files depends on the respective 
investigators and prosecutors in charge). In terms of content, many user comments showed a 
high rate of typos, orthographical and grammatical errors or other forms of untypical use of 
grammar and language. The latter made more sophisticated linguistic analyses (which would 
also focus on syntactical phrase structure, etc.) impossible, but did not hinder the analyses pre-
sented here. Misspelled words remain as a big and not satisfyingly solvable problem. In many 
cases, such misspelled words cannot be identified as the words they meant to be by automatic 
word counting procedures. All result lists will show a systematically lower number of total 
word counts than manual counting would have identified. This issue is more relevant for the 
“high” corpora, but also needs to be taken into account for “lowmed”.

Another problem resulted from Arabic words in the Salafi jihadist corpora. If these were 
written in Arabic letters, OCR did not recognise them. While most of the Arabic words in the 
corpora were used in a transliterated, Latin alphabet version, these words could not be under-
stood by Sketch Engine, which often led to the software attributing to them the wrong part of 
speech, e.g. “verb” instead of “noun”. Key term analysis therefore turned out to be impossible 
for the Salafi jihadist corpora. Insofar, we had to restrict ourselves to keyword analysis.

To work out the characteristics of a specific corpus, it needs to be compared with a refer-
ence corpus (see above). In our case, an ideal reference corpus would be one that contains 
social media communication over a similar period of time from different (non-extremist) 
groups. This would serve to map a broader social discourse and thus offer the possibil-
ity of investigating in which aspects our (extremist) discourses differ from it. In this way, 
characteristics of extremist language could most directly be explored. There are, however, 
numerous hurdles regarding a freely available social media corpus, especially concerning 
non-standardised and time-consuming data collection procedures (Mayr & Weller, 2017) 
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as well as copyright regulations. It was therefore not possible to compare our data to a 
“matching” social media reference corpus. Instead, we used the Time Stamped German JSI 
Corpus 2014–2020 as our preferred reference corpus. This corpus, developed at the Jožef 
Stefan Institute (JSI) at the University of Ljubljana, contains German RSS news feeds and 
is updated daily and fed into Sketch Engine (Bušta et al., 2017). Therefore, it should also 
contain data on the key events we have studied. It can be seen as a “public” discourse on the 
individual topics and many other issues of social and political relevance and thus reflects the 
broad societal debate. The JSI corpus was used for our keyword analyses, whereas, due to 
restrictions of the JSI dataset, key terms could only be explored by referencing them to the 
German Web 2013 sample, as a part of the German deTenTen 2013 corpus, which consists 
of crawled pages of German domains, Wikipedia and several forums from 2013. Table 3 
gives an overview over the word counts of the focus and reference corpora used.

We chose a simple math value of + 1 to emphasise terms that occur in the focus corpora 
and are rather rare in the reference corpora. With a higher value, more widespread terms 
would have been emphasised in the analysis. With a value below 1, terms that appeared 
even less frequently in the reference corpus would have been emphasised.

Results: Keywords and Terms of Right‑Wing Extremist and Salafi 
Jihadist Social Media Discourses

In the following, our corpora are compared to the reference corpora to explore the charac-
teristics of the respective extremist discourses. We focus on individual keywords or terms 
that seem particularly relevant with regard to their background or context. A complete list 
including translations and explanations can be found in (Tables 4, 5, 6, 7, 8 and 9). Starting 
with right-wing extremism, we first present results for keywords and terms on a formal low to 
medium level and then on a higher level of radicalisation. For this article, we have translated 
all keywords, terms and contextual texts into English, yet we additionally provide the original 
German and Arabic versions. In the word clouds, we use the English translations only for 
German words, while we kept the Arabic terms in their original language here, to make clear 
that they were also not German in the original texts. Translations from Arabic to both Ger-
man and English were made relying on the expertise of Arabic-speaking research assistants.

Keywords and Terms in Right‑Wing Extremist Corpora

Comparing the Right‑Wing Extremist Corpus for Radicalisation Levels 1 and 2 (rex_
lowmed) with the German JSI and deTenTen Corpora

Table  4 lists the first 50 keywords resulting from a referencing with the German JSI 
2014–2020 corpus, sorted by their keyness score; Fig.  1 summarises these results more 
qualitatively using a word cloud in which the font size indicates the keyness of the words 
(i.e.: the larger the font, the higher the keyness). A few words reflect the thematic priorities 
in the data collection process, for example “kippa”, “Freital” or “Breitscheidplatz”. Others 
represent in- and out-group references that are not necessarily linked to specific key events 
and therefore seem to give insights into elements of a broader sociolect.

“Zionist” is listed as a disproportionately frequent word. It is mainly used in the key events 
of “Berlin wears kippa” and “Trump and Jerusalem”, which, inter alia, refers to the opening 
of the US Embassy in Jerusalem, suggesting at least a thematic relevance. Further analysis 
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Fig. 1  Keywords in the right-wing extremist corpus for radicalisation levels 1 and 2 (rex_lowmed)

Fig. 2  Key terms in the right-wing extremist corpus for radicalisation levels 1 and 2 (rex_lowmed)
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reveals that “Zionists” are also discussed in the debate on the “Federal parliamentary election 
(2017)” and the “Terrorist vehicle-ramming attack in Berlin (2016)”—both contexts in which 
no thematic connection is obvious. Anti-Zionism propagates an anti-Israeli concept of the 
enemy and denies the state of Israel its right to exist and the right of national self-determina-
tion of Jews within this territory. The concept of anti-Zionism cannot be clearly distinguished 
from that of anti-Semitism. It is often mixed with “latent anti-Semitism” and could rather be 
defined as “Israel-related anti-Semitism” (Ranan, 2018, p. 38). Schwarz-Friesel and Reinharz 
even conclude that all anti-Zionist narratives under the guise of criticism of Israel rather serve 
to openly express anti-Semitic statements. Even if the focus is on the state of Israel, it ulti-
mately serves as a symbol of Jewish life (Schwarz-Friesel & Reinharz, 2017).

The keyword in context analyses (KWIC) shows that users use the word in an anti-
Semitic manner throughout. They use narratives of “leading Zionists” (“führende Zion-
isten”) and characterise them as wanting to “sow war and discord among peoples” (“Kriege 
und Zwietracht unter den Völkern sähen”).

The word “Jew” (“Jude”) also shows a clearly negative usage. In the key event “Berlin 
wears kippa”, the word appears most frequently for thematic reasons alone. In some cases, 
there are clear anti-Semitic references, but in some cases, in the context of this key event, 
solidarity is expressed, too, the latter, however, only with regard to victims of “Islamist vio-
lence” (because in that case, the event referred to an incident in which two men wearing kip-
pas were attacked by a Muslim migrant and was meant to show solidarity with the victims 
and with Jews in Germany in general). For the key events that do not have a thematic refer-
ence to Judaism, such as 9/11 or “Terrorist vehicle-ramming attack in Berlin (2016)”, the 
word is used almost exclusively in anti-Semitic contexts. The word “anti-Semitism” (“Anti-
semitismus”) itself is also used disproportionately often and is almost exclusively linked to 
the key event “Berlin wears kippa”. This is not, however, a response to anti-Semitic state-
ments, but once again an expression of alleged solidarity with victims of anti-Semitism by 
perpetrators defined almost exclusively as Muslim, serving to reproduce anti-Muslim racism.

It is therefore not surprising that the word “Muslim” (“Moslem”) is also considered a 
keyword, which represents out-group classification. “Islam” appears in nine of eleven key 
events—often without any obvious thematic reference to these key events. “Islam” is used 
to construct a threatening scenario, which is partly compared to National Socialism. In par-
ticular, the immigration of Muslim refugees is constructed as threatening, as if they would 
bring a civil war. Anti-Muslim racism is frequently present in this context. Anti-Muslim 
racist arguments could also be frequently identified in the communication regarding the 
key event “Hooligans against Salafists”. The interjection “ahuuu” is closely linked to these 
racist arguments on that topic. With “ahuuu”, battle cries were imitated at demonstrations 
and online. This is inspired by the movie “300”, in which self-sacrificing Spartans fight 
against a Persian superiority. The film is popular in the right-wing scene, especially in the 
parts which refer to the Identitarian Movement (Identitäre Bewegung) (Vieregge, 2014). In 
rare cases, however, it is possible to identify counterarguments. But this does not seem to 
be characteristic for the use of the word in the groups under study.

Other out-groups (according to right-wing ideology) also turn out to be linguistically 
characteristic for the discourse: for example “Antifa”, “Salafists” (“Salafisten”) and “Arabs” 
(“Araber”). The word “Do-gooder” (“Gutmensch”) is also significant, as it is most clearly 
derived from a right-wing vocabulary and refers to those people who, contrary to a (extremely) 
right-wing world view, stand up for a pluralistic society. There are numerous explanations about 
the term as a political slogan of the right in Germany (Auer, 2002; Hanisch & Jäger, 2011; 
Niehr & Reissen-Kosch, 2019). Right-wing extremists use these out-group descriptions as pejo-
rative terms that can be modified almost inexhaustibly (see Scharloth, 2021).
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Also, the word “riffraff” (“Pack”) seems to be characteristic for the vocabulary in the com-
munication processes. It has a clear negative meaning (similar to the English translation) in 
German language and, according to Duden (2022a), describes a group of people who are 
despised and rejected as “degenerate”. The KWIC analyses show that “riffraff” is used in com-
bination with any out-groups, be they refugees, politicians, democratic or left-wing people.

Contrary to the assumption in the user guide of Sketch Engine that corpora are rarely dis-
tinguished by their verbs, one verb on the list stands out: “to rape” (“vergewaltigen”). When 
viewed in context, it becomes clear that the narrative of German women being raped (in the 
corpus: exclusively) by Muslim men/refugees is used across seven of eleven key events.

The analysis of key terms (Table 5; also see Fig. 2) consisting of multi-word units results 
in a list of 16 terms, which is headed by the expression “Ms Merkel” (“Frau Merkel”). The 
name of the German chancellor “Ms Merkel” (whole name “Angela Merkel” is also listed) is 
generally used in a pejorative manner, as the KWIC analyses make clear. As previous qualita-
tive analyses have also shown, in the groups analysed, she is blamed for all perceived griev-
ances (Kopke, 2017; see also Küpper et al., 2016; Mischler et al., 2019). She is also massively 
devalued as a person. To cite two examples from right-wing oriented groups of levels 1 and 
2: “Stupid bitch, this Ms Merkel”, “The political MELTDOWN would be that in Germany!!!! 
a person invited by Ms Merkel and not entitled to asylum bestially raped a JEW!!!!”.5

Another out-group name turns out to be “young man” (“junger Mann”). At first glance, 
this is a neutral term, but the KWIC analyses show that in the vast majority of cases, it is 
used to designate young male asylum seekers who would, according to the ideology shared 
in the groups, pose a threat, particularly to German women. The latter term (“German 
woman” = “deutsche Frau”) is thus also found in the list of corpus characteristics.

In contrast to the keywords, there are stronger references to the in-group in the list 
of key terms, with terms such as “German victim” (“deutsches Opfer”), “own people” 
(“eigenes Volk”), “German woman” (“deutsche Frau”) and “German people” (“deutsches 
Volk”) being used disproportionately often. It is noticeable here that the first three terms 
are all attributed to the in-group as victims, as KWIC analyses show. “German people”, on 
the other hand, is also used in a mobilising way: “WE, the German people!!!!”, “We will 
live, since the German people will defend itself”.6

Comparing the Right‑Wing Extremist Corpus for Radicalisation Level 3 (rex_high) 
with the German JSI and deTenTen Corpora

The list of keywords from the corpus with a formally high level of radicalisation 
(Table  6, Fig.  3) is clearly marked by vocabulary that is related to the National Social-
ist regime, its crimes and the Holocaust in the narrower and broader sense. The the-
matic orientation points in the direction of neo-Nazism as part of the extreme right-wing 
scene, whose followers identify with the ideology of National Socialism. The word “gas 
chamber” (“Gaskammer”) is the most obvious, but also “Höß”,7 “concentration camp” 

5 These quotes are translated analogously, and capitalization and punctuation kept close to the origi-
nal; all misspellings and grammatical errors in the German version are original, as well as capitaliza-
tion and punctuation: “Dummes Weib, diese Frau Merkel”, “Der politische SUPERGAU ist noch, dass in 
Deutschland!!!!, ein von Frau Merkel eingeladener, nicht asylberechtigter eine JÜDIN!!!! bestialisch verge-
waltigt”.
6 See comment in Footnote 6. German version: “WIR, das Deutsche Volk !!!!”, “Wir werden leben, denn 
das deutsche Volk wird sich zur Wehr setzen”.
7 Rudolf Höß (1901–1947) was, among other macrocriminal tasks for the Nazi regime, the commander of 
the extermination camp in Auschwitz from 1940 to 1943.
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(“Konzentrationslager”) or “KZ” (abbreviation for “concentration camp”), “extermination 
camp” (“Vernichtungslager”), “Auschwitz”, “to gas” (“vergasen”), “crematorium” (“Kre-
matorium”) and “Dachau”8 are characteristic for the corpus.

A glance at the KWIC analyses of the word “gas chamber” reveals that those who com-
municate doubt their existence and functioning or even completely negate it, which is a 
common position of right-wing extremists, especially of those identifying with neo-Nazism 
(Benz, 2016; Weitzman, 2006). In the discussions, eyewitness statements are cited and 
reassessed, some by survivors (e.g. Elie Wiesel) and some by perpetrators. Users who take 
a stand against Holocaust denial cite, for example quotations from Höß, the commander of 
the Auschwitz extermination camp. These, in turn, are often negated by deniers, who claim 
that the statements had been forced under torture.

Other users conduct calculations about the size of gas chambers and the number of peo-
ple murdered in them or assume that gas chambers were only built afterwards by German 
prisoners of war (“Sachsenhausen, another concentration camp in which after the war a gas 
chamber has been built by German prisoners; similar to Dachau”).9 Such discussions seem 
to correspond with Cohen et al.’s (2014) observation of a fixation on one set of issues as a 
marker for radicalised communication.

In a few cases, however, the general line is also called into question, and it is stated that 
it is now necessary to agree whether or not gas chambers in particular or the Holocaust in 
general existed. Similarities can be seen with the use of “concentration camp”. While their 
existence is not widely questioned, their function is.

“Hitler” is not only used in this context but more general with regard to different aspects of 
the National Socialist regime. In many cases, veneration for him becomes apparent: “Of course, 
Hitler is not dead. The Führer will live in the hearts of the Germans forever”, “Give Hitler in 
this country with its system built upon lies another hundred years. Then he will also be a folk 
hero”.10 His person is mentioned with positive connotations throughout the communications, 
clearly showing that these are discussions among severely radicalised right-wing extremists.

In addition to clear references to historical National Socialism, the corpus is also char-
acterised by vocabulary that reveals communication on current issues of the extreme right 
(current in the sense of the times when the data material was seized by criminal justice agen-
cies). For example, the operative and former chairman of the extreme right-wing “National 
Democratic Party of Germany” (Nationaldemokratische Partei Deutschlands; NPD) Udo 
Pastörs plays a role, as does the right-wing extremist singer-songwriter Frank Rennicke.

Out-groups are called “Antifa”, “Do-gooder” (“Gutmensch”) and “Jew” (“Jude”), as in rex_
lowmed. The German version of the n-word (“Neger”) is also used. As the previous remarks already 
suggest, people of Jewish faith are massively devalued. The KWIC analyses illustrate the entrench-
ment of profound anti-Semitism. “Do-gooder” points to a right-wing sociolect, as it is mainly used 
pejoratively by right-wing populists and extremists (although some conservatives might still use it, 
too). Similarly, the German n-word is nowadays used almost exclusively in right-wing populist and 
extremist context with an offensive and defaming meaning (detailed Technau, 2018).

Regarding the in-group, words such as “Volksgenosse” (which refers to a compatriot in an 
ethnocentric meaning), “Nationals” (“Nationale”, meaning people with a nationalistic orien-
tation in the right-wing extremist sociolect), “Nationalist” (similar to the latter), “Patriot” and 

9 See comment in Footnote 6. German version: “Sachsenhausen, noch ein KZ, in dem nach dem Krieg von 
deutschen Gefangenen eine Gaskammer gebaut worden ist; wie auch in Dachau”.

8 Referring to the concentration camp in Dachau near Munich.

10 See comment in Footnote 6. German version: “Natürlich ist Hitler nicht tot. Der Führer lebt in des 
Deutschen Herz für immer fort”, “Gebt Hitler in diesem Land mit seinem Lügensystem noch hundert Jahre. 
Dann wird auch er ein Volksheld sein”.
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“comrade” (“Kamerad”) appear to be characteristic. While “Volksgenosse” was already used 
in German before the 1930s in an “empathetically exaggerated” equivalent of the German 
“Landsmann” (Schmitz-Berning, 2007, p. 661), i.e. “compatriot” in ethno-nationalist groups, 
it was especially in widespread use during the Nazi era. The term is used for members of an 
in-group defined by their shared biological ancestry and nationality (Schmitz-Berning, 2007). 
It illustrates the depiction of a racistly constructed in-group in terms of ideology. The discus-
sants use this term to describe themselves or other group members. “Comrade” is taken up in 
relation to other members of the in-group as well and implies militaristic tendencies.

The list of key terms (Table 7; Fig. 4) more or less provides a thematic overview over 
the discussions.

As the keyword analyses already imply, the Holocaust, Jewish personalities and Judaism 
represent a large part of the communication that took place. In context, it becomes clear that 
the terms or topics of discussion also give clues to expressed anti-Semitism of any kind. The 
diary of Anne Frank is widely regarded as a forgery and “marketing strategy” in the “rex_
high” corpus: “Certainly it is tragic that Anne Frank died in Bergen-Belsen due to typhoid. But 
the whole cult about her is typical Jewish style”.11 Elie Wiesel, Holocaust survivor and pub-
licist, is characterised as a “consternation jew” (a made-up word from the sociolect; “Betrof-
fenheitsjude”), “agitator and biggest liar” (“Hetzer und größter Lügner”). Accounts of the 
Holocaust are doubted or negated. Furthermore, the corpus is characterised by the expression 
“Zionist Regime” (“zionistisches Regime”) as a description for Israel. Alongside the latent 
anti-Semitism inherent in the concept of anti-Zionism, the anti-Semitic meaning is already evi-
dent from the vocabulary, since “regime” has negative connotations in German usage (Duden, 
2022b). The term thus directly devalues the idea of an independent Jewish state as illegitimate.

With “German people” (“deutsches Volk”), an in-group description ranks among those 
terms that can be seen as particularly characteristic for the corpus. When viewed in context, it 

Fig. 3  Keywords in the right-wing extremist corpus for radicalisation level 3 (rex_high)

11 See comment in Footnote 6. German version: “Gewiss ist es tragisch, daß Anne Frank in Bergen-Belsen 
an Typhus verstarb. Aber der ganze Kult um sie ist typisch jüdische Mache”.
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becomes clear that those who communicate, in accordance with right-wing extremist ideology, 
construct the “people” on the basis of racist aspects and at the same time see it as massively 
threatened: “vilest multi-cultural destruction of the ethnic German people”, “In the whole 
world a campaign of horrific lies and hate propaganda is led against Germany and the German 
people”.12 The same applies to the term “own people” (“eigenes Volk”). As already in the cor-
pus rex_lowmed, these terms and similar terms, such as “German woman” (“deutsche Frau”) 
or “German child” (“deutsches Kind”), are almost exclusively attributed to the in-group, pre-
senting it as threatened and depicting it as victimised. The term “German soldier” (“deutscher 
Soldat”) is also partly used in contexts of victimisation after the Second World War; partly 
revered, as German soldiers who “bravely defended their homeland”13 and partly seen as a 
potential to represent the interests of the in-group in the future: “What would happen if Ger-
man police officers and German soldiers would join the side of the German people?”.14

Fig. 4  Key terms in the right-wing extremist corpus for radicalisation level 3 (rex_high)

12 See comment in Footnote 6. German version: “übelste multi-kulturelle Zerstörung des ethnisch 
deutschen Volkes”; “Gegen Deutschland und das deutsche Volk wird in der ganzen Welt ein Greuellügen 
und Haßpropagandafeldzug geführt”.
13 See comment in Footnote 6. German version: “tapfer ihre Heimat verteidigten”.
14 See comment in Footnote 6. German version: “Was würde denn passieren, wenn deutsche Polizisten und 
deutsche Soldaten sich auf die Seite des deutschen Volkes stellen würden?”.
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There is no doubt that the corpus “rex_high” reflects a higher level of radicalisation, not 
only on a formal but also on a linguistic level, as can be seen, for example, in out-group 
terms such as the N-word. Thematically, the group members deal here more intensively 
with aspects that shape ideology, pointing into a similar direction as the results of Chel-
vachandran and Jahankhani (2019) for Salafi jihadism. This is made clear by the thematic 
references to the Holocaust, which is sometimes denied entirely, sometimes downplayed, 
and a stronger focus on different aspects of the Nazi regime. All of this confirms that indeed 
the “rex_high” corpus collates highly radicalised right-wing extremist communication.

The keyword analyses complement our previous qualitative content analyses (Har-
rendorf et al., 2019; Mischler et al., 2019). The words and concepts characteristic for the 
corpora provide an insight into the extreme right-wing ideology: from the construction of 
an ethnically homogenous and threatened in-group to massive devaluations of out-groups 
typical for right-wing ideology.

Keywords in Salafi Jihadist Corpora

We already explained under the “Method and Challenges of Keyword and Key Term Anal-
ysis” section why lexicometric analyses with Salafi jihadist data turned out to be complex 
and problematic. As key term analysis in Sketch Engine depends on the correct identifica-
tion of the part of speech, it had to be skipped here, and we can only present the results of 
keyword analysis.

Comparing the Salafi Jihadist Corpus for Radicalisation Levels 1 and 2 (sj_lowmed) 
with the German JSI Corpus

Table 8 and Fig. 5 list the first 50 keywords resulting from a referencing with the German 
JSI 2014–2020 corpus. Even at first glance it becomes obvious that these words are much 
less connected to the specific key events (see Table 1) but clearly reflect a German-Arabic 
religious discourse. Some of the keywords also show a clear connection to Salafi jihad-
ist ideology. Especially for religious terms, it is necessary to analyse keywords in context. 
This is the only possibility to identify whether a word is used in line with its common reli-
gious meaning or with a Salafi jihadist notion.

The most typical word for the corpus is “Allah”. The word also appears as “allahu”, 
the latter, for example, referring to the well-known religious phrase “allahu akbar” 
(“God is great”). “Allah” is used in all communications for all key events. Typically, 
“Allah” is referred to for protection, like in “May Allah protect you!” (“Möge Allah euch 
beschützen!”), which is a common religious phrase and reflects a general religious dis-
course. The abbreviation “swt” after the name of Allah means “subhanahu wa taala”, 
which translates as “glorious and exalted is He” and can also be found on the list of key-
words; it is used for reverence.

The keyword “Allah” is more frequent regarding three key events: “Federal parliamen-
tary election”, “Trump and Jerusalem” and “violent riots in Chemnitz”. Here, KWIC anal-
ysis shows a different context in which the name is used, which points towards Salafi jihad-
ist ideology. In connection with the Federal parliamentary election 2017, it is discussed 
whether “true” Muslims are allowed to vote, since democracy is not the reign of Allah. 
Anti-democratic comments are very common in the analysed threads, for example: “this 
[i.e.: lawmaking] is ONLY THE RIGHT OF ALLAH AND NOT THAT OF HUMANS 
ALLAH SETS THE LAWS NOBODY ELSE YOU DROWN IN SHIRK AND YOU 
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Table 8  Characteristic keywords in corpus “sj_lowmed” (minimum frequency: 30) in comparison with the 
reference corpus German JSI 2014–2020

Term Translation or explanation Score Frequency Reference frequency

01) Allah Allah 883.670 960 17,937
02) Kuffar Unbeliever 281.278 92 522
03) Shirk Idolatry; polytheism 250.460 77 73
04) Gelehrte Scholar 209.380 183 13,087
05) Akhi Brother 183.810 56 20
06) swt Abbreviation of Subhanahu wa-

ta’ala  =  glorious and exalted 
is He

180.450 59 529

07) kufr Unbelief; paganism 165.665 51 98
08) Taghut Idolatry 154.760 47 5
09) Fatwa Legal opinion 141.870 56 2,085
10) Koran / Quran Quran 121.963 150 21,281
11) Muslim / Moslem Muslim 129.658 1,027 174,889
12) Sunnah Traditional customs and practices 121.450 37 39
13) Sure Sura 119.700 55 3,571
14) Ummah Community 119.360 37 162
15) Zionist Zionist 98.870 43 3,023
16) islamfeindlich Anti-Islamic 92.080 41 3,264
17) Islam Islam 91.100 542 128,793
18) Haram Forbidden 79.600 100 21,773
19) Scharia Sharia 79.150 52 8,104
20) Prophet Prophet 78.840 106 23,785
21) Salam Peace (used as greeting) 77.940 31 2,194
22) Heuchler Hypocrite 72.970 30 2,506
23) Gesandte Envoy 63.750 35 5,664
24) amin Amen 61.024 53 12,959
25) Vers Verse 56.920 71 21,605
26) Imam Imam 54.770 60 18,145
27) Ungläubige Unbelievers 53.870 34 7,558
28) muslimisch Muslim (adj.) 37.860 198 112,496
29) Kopftuch Headscarf 37.760 79 40,928
30) Sünde Sin 35.580 43 20,789
31) Ausländer Foreigner 30.680 174 122,595
32) Araber Arab 29.700 36 20,915
33) hetzen To incite 28.480 42 26,911
34) ungültig Invalid 28.250 42 27,189
35) Religion Religion 26.350 182 150,818
36) Palästina Palestine 25.470 34 23,753
37) benehmen Behaviour 24.390 39 29,782
38) islamisch Islamic 24.140 254 233,334
39) Nazi Nazi 23.600 112 102,235
40) wählen To vote 23.290 967 940,427
41) Gesetzgebung Legislation 19.930 30 27,714
42) PKK The Kurdistan Worker’s Party 18.810 36 37,043
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Table 8  (continued)

Term Translation or explanation Score Frequency Reference frequency

43) übel Evil 17.360 78 95,884
44) hassen To hate 16.560 39 47,151
45) au Used as interjection 15.960 39 49,191
46) dumm Stupid 15.300 60 82,945
47) Jerusalem Jerusalem 14.670 52 74,367
48) Moschee Mosque 14.400 57 83,812
49) Geschwister Siblings 13.630 54 83,874
50) vergewaltigen To rape 13.100 38 59,730

Fig. 5  Keywords in the Salafi jihadist corpus for radicalisation levels 1 and 2 (sj_lowmed) (Arabic terms 
were not translated in the word clouds. When we identified different spellings for individual terms in the 
results, we summarised them in the most common spelling.)
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DON’T EVEN CARE!!”15 To vote in a democratic system is constructed as a sin, as a 
betrayal of Allah. Yet, some discussants also oppose, especially with a view to the increas-
ing support for the right-wing populist party “Alternative for Germany” (“Alternative für 
Deutschland”; AfD), which is anti-Muslim racist and reminds some of the discussants of 
the Nazi party, the NSDAP. They feel that in such a state of emergency, it is religiously 
acceptable to vote to weaken the AfD. Also in this context, Allah is called upon for every-
body regardless their religion: “May ALLAH protect us and the non-Muslims”.16

Allah is also called upon in other instances as an acting entity to destroy certain out-
groups, for example regarding the opening of the US embassy in Jerusalem: “May Allah 
destroy these Zionists”.17 Similar to right-wing extremism, anti-Zionist statements in Salafi 
jihadism also stand for an at least latent anti-Semitism (Ranan, 2018). Anti-Zionist narra-
tives are used with reference to Palestinians and their homeland. In this context, Palestine 
is sometimes also identified as Arabic, Muslim territory which should, from the in-group 
perspective, not be ruled by non-Muslims (Ranan, 2018). The word “Jew”, that just missed 
the 50 most characteristic keywords, also appears in this context as an out-group term, and 
overt anti-Semitic views come to the fore. At other points, the in-group compares their per-
ceived discrimination with the anti-Semitism experienced by Jews, including a historical 
perspective that relativizes the Holocaust by denying its singularity: “Yesterday the Jews, 
today the Muslims”.18

Another relevant keyword is “shirk”, which refers to idolatry or polytheism (Ebrem 
et al., 2014) and was also identified in the abovementioned study by Buoko et al. (2021). 
Shirk is not a sin that can be forgiven by Allah but an offence that excludes a person from 
Muslim community forever. It is quite rare in everyday use of the Arabic language and 
points towards a religious, also Salafi jihadist context. This becomes, for example, clear for 
the quotation cited above, which was made in connection with the Federal parliamentary 
election and in which voting was seen as “shirk”. Although nowadays a few Salafi parties 
exist in some democracies, much similar to right-wing extremist parties, they only use the 
system to further their own goals and wish to eventually overthrow it after winning the 
elections (Karagiannis, 2018). From an ideological standpoint, Salafists reject democracy 
(ibid.). As the citation shows, democratic elections are seen as a kind of idol to which 
people pray instead of praying to Allah. In our corpus, the word “shirk” is only used with 
reference to this key event.

The in-group is often called “ummah”. Literally, this simply means “community”, and 
from a religious perspective, it includes all Muslims (Dantschke, 2009). Yet, from a Salafi 
jihadist perspective, the “ummah” only consists of persons believing in the “true” Islam in 
a way that conforms with the ideology (Harrendorf et al., 2019; Mischler et al., 2019).

People outside the “ummah” are seen as unbelievers. These out-groups are named 
differently in the corpus, sometimes by the Arabic word for “unbeliever” in plural (“kuf-
far”) or singular (“kafir”), sometimes in German as “Ungläubige”. A similar use has 
been shown by Buoko et al. (2021). In the analysed ideological context, “kuffar” has a 
stigmatising meaning and refers to all who practice the “wrong” religion or are Muslim, 

15 See comment in Footnote 6. Translation: “dies ist NUR ALLAHS RECHT UND KEINES MENSCHEN 
ALLAH MACHT DIE GESETZE NIEMAND SONST IHR ERTRINKT SCHON IN SHIRK UND EUCH 
JUCKT ES NICHTMAL !!”.
16 See comment in Footnote 6. German version: “Möge ALLAH uns und auch die Nichtmuslime 
beschützen”.
17 See comment in Footnote 6. German version: “Möge Allah diese Zionisten vernichten”.
18 See comment in Footnote 6. German version: “Gestern die Juden, heute die Muslime”.
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but do not believe in the “true” Islam in the meaning of Salafi jihadism. Followers of 
Salafi jihadist ideology usually do not hold contact to “unbelievers” (Farschid, 2014) 
or those who commit “kufr” (“unbelief”; “paganism”). These terms can also mainly be 
identified in connection with the Federal parliamentary elections. In the same context, 
we also find “taghut” (idolatry; the worship of anything except Allah). The argumenta-
tion is similar: “Who chooses a legislator besides Allah commits Kufr”,19 or, according 
to other comments, “taghut”.

“Sharia” (German transliteration: “Scharia”) literally means “path to the watering 
place” but in religious context refers to a law given by God. Yet, as for any other law, 
there are different interpretations, some of which are opposed to or conflict with human 
rights (Ebrem et al., 2014). In our data, comments favour the sharia instead of demo-
cratic laws. Inter alia, there is some discussion about the question whether democracy 
might be used for a Salafist party to come to power and introduce the sharia (also see 
above); some even reject this. The word can also be found frequently in the discussion 
of the murder case “Susanna”, where commentators call out for sharia law to deal with 
the case instead of German criminal law, which is seen to be too mild. As in the area 
of right-wing extremism, the verb “to rape” appears here, serving and discussing anti-
Muslim narratives. In one case, one user in particular makes anti-Muslim racist com-
ments; in other cases, the discussions take place in a group in which individuals from 
different faiths communicate.

Comparing the Salafi Jihadist Corpus for Radicalisation Level 3 (sj_high) 
with the German JSI Corpus

Similar to the open material, the name “Allah” is, once again, central (Table 9; Fig.  6). 
Apart from expressions like “inshalla” (“if God wills”) or “mashalla” (“what God has 
willed”), which are very frequent, “Allah” is mainly called upon for protection, a result that 
was also found for “sj_lowmed”. Many threads involve persons who have left Germany 
to join the IS and their contact persons. Their communication shows that they see their 
actions blessed or favoured by Allah. God also appears as an acting entity: “Allah will 
crush you”, “Allah takes care of us”.20

In these cases, Allah is seen as transcendence. Allah acts himself, through them. Their 
own fighting strength is given by the greatness and power of Allah (Ebrem et al., 2014). 
The transcendence of Allah is often associated with the exclamation “inshallah”, an 
expression of the belief that nothing happens without God’s will or God’s approval and that 
God’s will is above all. In other, non-extremist contexts, “inshallah” can also be translated 
as “hopefully”, “perhaps” and “let’s see”, but this is not the typical meaning in our corpus.

“Kuffar” and “kafir” (the unbelievers, see above) are even more strongly rejected than 
in “sj_lowmed”, culminating in homicidal ideation or even real homicide: “When Kuffar 
come … and I am sure that the explosion will get them, too, this is something wonderful 
for Allah. Because it is necessary to protect oneself and attack the enemy”.21

“Jihad” is a keyword here, too. In general religious contexts, the word refers to the 
efforts on the path to God (Ebrem et al., 2014). In Salafi jihadism (and also in our corpus), 

19 See comment in Footnote 6. German version: “Wer einen Gesetzgeber neben Allah wählt, begeht Kufr”.
20 See comment in Footnote 6. German version: “allah macht dich platt”; “allah versorgt uns”.
21 See comment in Footnote 6. German version: “Wenn kuffar kommen … und ich sicher bin das ich sie 
mit in die luft fliegen lasse Ist es etwas wundervolles für allah. Denn man muss sich schützen und den feind 
angreifen”.
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however, it means a fight on the path to God in order to extend the Salafi jihadist territory 
and spread “true” Islam. The word “jihad” refers here to a Holy War (Ebrem et al., 2014), 
aiming to eliminate the out-groups, which are seen as enemies: “The jihad simply is the 
cleansing of the people from fisq and kufr” (with “fisq” meaning “sinner”), “Jihad is when 
you bomb the Israeli elite”.22

The keyword “Mujahidin” (“fighter”) is derived from the Arabic term “jihad”; the word 
refers to a person who makes an effort, who, for example, sacrifices him- or herself for the 
family and takes care of them (Ebrem et al., 2014). From a Salafi jihadist perspective, a 
“mujahid” is someone who engages in the Holy War. Persons described as “mujahidin” 
are respected individuals from the in-group who are seen as role models: “Yet, the kuf-
far and Al Qaida are not alike: Mujahideen fight on the path of Allah and do not commit 
wrongdoing”.23 The example also shows the close connection to the Salafi jihadist concept 

Fig. 6  Keywords in the Salafi jihadist corpus for radicalisation level 3 (sj_high) (Arabic terms were not 
translated in the word clouds. When we identified different spellings for individual terms in the results, we 
summarised them in the most common spelling.)

22 See comment in Footnote 6. German version: “Der Jihad ist einfach die Reinigung des Volkes von Fisq 
und Kufr”, “Jihad ist wenn du Israels Elite zerbombst”.
23 See comment in Footnote 6. German version: “Dennoch sind die Kuffar und Al Qaida nicht gleich: 
Mujahidin kämpfen auf dem Wege Allahs und begehen kein Unrecht”.
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of “jihad”—mujahideen are seen as warriors in the Holy War but also as respected heroes 
and rebels, who, if they die on the battlefield, are honoured as martyrs (Ebrem et al., 2014).

The term “dawla” or “daula” (“state”) is also characteristic for the corpus. In the Ger-
man texts we analysed, the use of this Arabic term was connected to the development of 
the IS dominion in Syria and Iraq and is used as a synonym for it. The word indicates the 
use of a radicalised language. The IS implemented a very strict sharia-based legal system, 
which was welcomed by the discussants in our “sj_high” corpus: “Because nobody inter-
venes with robbers and felonies as rigorously as dawla”.24

There are significant differences between the corpus “sj_high” with a formally higher 
radicalisation level and the corpus “sj_lowmed”. This becomes obvious if one analyses not 
only the keywords, but also the contexts in which they are used. For some of the words, 
the meaning and interpretation differ strongly, depending on these contexts. Some of the 
words are typical for Muslim religious practice. An extremist interpretation of such terms 
only becomes visible in KWIC analyses, which confirm a use in line with the Salafi jihad-
ist ideology. The level of linguistic radicalisation that can be identified from such analyses 
is higher in “sj_high” than in “sj_lowmed”. This is in line with expectations, since the 
“sj_high” corpus per definition and due to our methodology contains communication of 
more radicalised individuals. Yet, it is important to note that the results of this study show 
that this higher level of radicalisation is also reflected linguistically.

Discussion and Conclusions

The lexicometric analyses of corpora built from online communication of groups that to 
a different degree conform with Salafi jihadist or right-wing extremist ideology show lin-
guistic characteristics of the texts not only compared to the general discourse on the Ger-
man web, but also in comparison between the corpora with the same ideological back-
ground, yet with different levels of radicalisation. Some of these differences are also due to 
the fact that the “lowmed” corpora were built around certain key events, while the “high” 
corpora were not. However, the corpora reflect the dominating ideological constructs of in-
groups and out-groups.

Even in the corpora reflecting a formally lower level of linguistic radicalisation, it was 
possible to identify keywords which are not only characteristic for the corpus, but also 
indicate a radicalised sociolect in line with the respective ideologies. An example is the 
term “do-gooder” (“Gutmensch”) in right-wing extremist or the term “shirk” (“idolatry”) 
in Salafi-jihadist communication. KWIC analyses confirm that the characteristic keywords 
are mostly embedded into an ideologised discourse.

The corpora on a formally higher level of radicalisation show even stronger influ-
ences of extremist ideology. Very radical political positions are communicated in these 
groups. Regarding the thematic landscape, in “rex_high” groups, for example the Holo-
caust is a central topic and often it is relativised or even denied. The “sj_high” corpus 
strongly focuses on topics that circulate around the “jihad” in the extremist meaning of 
a “Holy War”. As said before, it is not surprising that the individuals communicating in 
the “high” groups show a higher level of radicalisation, since this was intended by our 
methodological approach (see above). Yet, comparison between groups from radicalisa-
tion levels 1 and 2 on the one hand and radicalisation level 3 on the other proves that 

24 See comment in Footnote 6. German version: “Denn keiner greift bei Räubern und verbrechen so hart 
ein wie dawla”.
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we can also trace this higher radicalisation level linguistically with lexicometric corpus 
analysis. For right-wing extremism, words like “Volksgenosse” (a compatriot with the 
same ethnical background), “Patriot” or “comrade” (“Kamerad”) as well as the use of 
the German n-word can be seen as typical for an even more radicalised sociolect. The 
same applies to words like “dawla” (as a synonym for the IS) or “mujahidin” (for the 
warriors of the jihad) in the Salafi jihadist corpus. This result is supported by KWIC 
analyses which show a very strong devaluation of out-groups.

The specifics of the corpora allow to draw conclusions about the ideologised con-
struction of in- and out-groups. In line with Niehr and Böke (2004), we assume that 
concepts of reality and ideological fragments identified from these group communica-
tions do not only reflect the respective linguistic community, but also contribute to the 
construction of a collective, ideologised reality. In line with assumptions of the Social 
Identity Approach and the SIDE model, such divergent constructions of the world in 
which we live can also be spread, adopted and fortified via processes of social identifi-
cation, e.g. by new group members. An ideologised definition of in-group and out-group 
identities is clearly identifiable in the material. Also, it can be shown that the elements 
of the sociolects reflected in keywords and terms differ between groups with a formally 
higher and a formally lower level of radicalisation. Criticism of the respective ideolo-
gies is seldom found in the material.

This does, however, not mean that counter speech is absent from the material. Since 
the method used here focuses on linguistic differences between the extremist corpora 
and non-extremist reference corpora, it cannot be expected that it is sensitive to counter 
speech (which would not bear the “typical” linguistical specifics of the extremist cor-
pora). Yet, in our qualitative analyses, we clearly identified some instances of counter 
speech. We also carried out a quantitative semantic network analysis, which sheds fur-
ther light on different form of group interaction, inter alia by counter speech. The results 
of this analysis will be published in a further article that is yet to be submitted.

Both the specifics of online communication and data quality issues, for Salafi jihad-
ism also the use of terms stemming from another language (Arabic), made the study 
methodologically challenging and restricted the possibilities for analysis. Lexicometric 
analyses are, however, excellent to structure great amounts of data and provide valuable 
insights into the topics discussed and, in our case, also the construction of in-groups and 
out-groups. They are useful as a first step of analysis that can be followed by a more in-
depth approach based on qualitative content and discourse analysis or can complete, like 
in this study, qualitative analyses that have been carried out beforehand (see Harrendorf 
et  al, 2019, 2020; Mischler et  al., 2019; Müller & Mischler, 2020). For social media 
data, however, it should not be used as a standalone method, because it can only analyse 
plain texts, while we find there heterogeneous forms of communication, relying not only 
on texts, but combining it with images, videos or animated GIFs. This variety can, as far 
as we can see, only be addressed by relying on multiple methods, including both quali-
tative and quantitative approaches.
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