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#### Abstract

Gradient projection methods represent effective tools for solving large-scale constrained optimization problems thanks to their simple implementation and low computational cost per iteration. Despite these good properties, a slow convergence rate can affect gradient projection schemes, especially when high accurate solutions are needed. A strategy to mitigate this drawback consists in properly selecting the values for the steplength along the negative gradient. In this paper, we consider the class of gradient projection methods with line search along the projected arc for boxconstrained minimization problems and we analyse different strategies to define the steplength. It is well known in the literature that steplength selection rules able to approximate, at each iteration, the eigenvalues of the inverse of a suitable submatrix of the Hessian of the objective function can improve the performance of gradient projection methods. In this perspective, we propose an automatic hybrid steplength selection technique that employs a proper alternation of standard Barzilai-Borwein rules, when the final active set is not well approximated, and a generalized limited memory strategy based on the Ritz-like values of the Hessian matrix restricted to the inactive constraints, when the final active set is reached. Numerical experiments on quadratic and non-quadratic test problems show the effectiveness of the proposed steplength scheme.
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## 1 Introduction

The subject of this paper is the numerical resolution of the following box-constrained optimization problem

$$
\begin{gather*}
\min _{x \in \mathbb{R}^{n}} f(x) \\
\text { subject to } \ell \leq x \leq u \tag{1}
\end{gather*}
$$

where $f: \mathbb{R}^{n} \longrightarrow \mathbb{R}$ is a continuously differentiable function and $\ell, u \in \mathbb{R}^{n}$, with $\ell \leq u$. We assume that the feasible set $\Omega=\left\{x \in \mathbb{R}^{n}: \ell \leq x \leq u\right\}$ is not empty.

Different problems arising from real-life applications, such as signal and image processing, machine learning, compressed sensing, contact problems of elasticity, can be formalized through the optimization model (1), making its study significant (see for instance [1-6]).

However, these applications often lead to optimization problems of large or huge size. For this reason, the class of gradient projection (GP) schemes represents a valid tool to face such problems, thanks to their simplicity, computational cheapness and limited storage requirements. In particular, in this paper, we take into account the GP method with a line search along the arc [7] defined by the following iteration

$$
\begin{equation*}
x^{(k+1)}=P_{\Omega}\left(x^{(k)}-\alpha_{k} \nabla f\left(x^{(k)}\right)\right), \tag{2}
\end{equation*}
$$

where $P_{\Omega}(\cdot)$ is the projection operator onto the set $\Omega$ and $\alpha_{k}>0$ is the steplength parameter chosen in order that the following Armijo-like line search holds [8]:

$$
\begin{equation*}
\max _{0 \leq j \leq \min \{k, M-1\}} f\left(x^{(k-j)}\right)-f\left(x^{(k+1)}\right) \geq \sigma \nabla f\left(x^{(k)}\right)^{T}\left(x^{(k)}-x^{(k+1)}\right), \tag{3}
\end{equation*}
$$

with $M \geq 1$ and $\sigma \in(0,1)$. We recall that, for $M=1$, the standard Armijo backtracking technique along the curvilinear projected path is considered and a monotone decrease of the objective function is ensured. Otherwise a non-monotone behaviour for the objective function is allowed.

Under different assumptions, the convergence of the sequence of iterates generated by the scheme (2-3) can be proved for both cases $M=1[9]$ and $M \geq 1[10,11]$.

Moreover, if algorithm (2)-(3) converges to a nondegenerate point of a linearly constrained problem, then the active constraints at the solution are identified in a finite number of iterations $[10,12]$. As regards the practical behaviour of GP methods, it is well-known that a proper selection of the steplength values can significantly improve the numerical performance of these algorithms. Indeed, the literature of the last decades provides many attempts of defining good steplength strategies to accelerate the convergence of gradient-like methods in both unconstrained and constrained optimization framework. Papers addressing these issues include but are not limited to [13-22] for unconstrained problems and [23-29] in the constrained case.

Most of these proposals share the idea of incorporating second-order information by approximating the reciprocals of the eigenvalues of the Hessian matrix associated to the problem (or a suitable submatrix of the Hessian), at each iteration. In particular, the analysis carried out in [25] for the box-constrained case,
highlighted the intrinsic ability of the first Barzilai-Borwein (BB) rule in producing a sequence of steplengths sweeping the spectrum of a submatrix of the Hessian that only depends on the inactive constraints at the current iterate, while a modified version of the second BB rule was proposed, in order to exploit the information prescribed by the first-order optimality conditions. This analysis was extended, in [24], to the case of singly linearly equality constrained minimization problems subject to lower and upper bounds, showing similar results.

The main contribution of this work consists in suggesting a new steplength selection strategy for the GP method (2) equipped with the line search procedure (3) to solve the box-constrained optimization problem (1). To reach this goal we continue the analysis carried out in [25] by taking into account more sophisticated steplength techniques. By deepening the results in [28, 30], we investigate how to employ, in gradient projection methods for box-constrained minimization problems, the so-called limited memory steplength procedures, based on the storage of a prefixed number of past gradients, such as the ones proposed for unconstrained optimization in [18, 21]. In particular, we propose a hybrid steplength selection rule that automatically combines a proper alternation of the modified BB strategies suggested in [25], adopted when the final active set is far to be identified, and the limited memory technique, employed when the sequence generated by the algorithm (2)-(3) provides the same set of active constraints for a suitable number of consecutive iterations. We remark that such hybrid procedure allows to compute steplength values able to approximate the spectrum of the inverse of the Hessian matrix restricted to the indices corresponding to the inactive components of the solution.

In the literature there exist other strategies based on proper switching between different gradient-type methods when the active set of the optimal constraints has been identified: for example, some recent proposals can be found in [31-33]. However, our idea is quite different with respect to these approaches since, when the set of active constraints at the solution is well approximated, we do not change the optimization method but only the steplength selection technique.

The paper is organized as follows. In the next section, we recall the BB rules for the selection of the steplength in gradient methods and their recent generalization to GP algorithms for box-constrained problems. We recall also the basic ideas of the limited memory (LM) steplength procedure developed by Fletcher [18] for unconstrained problems. In Sect. 3, we analyse how to extend this procedure to boxconstrained minimization problems, highlighting the drawbacks and providing some possible implementations. In Sect. 4, we propose a novel hybrid strategy aimed at employing the LM technique only when the active set has been well approximated. The effectiveness of the approach is evaluated in Sect. 5 for some quadratic test problems and, above all, for non-quadratic test problems. The results of an application concerning the reconstruction of images corrupted by Poisson noise are discussed. Finally, we draw the conclusions in Sect. 6.

Notation. In the following, for a vector $x,\|x\|$ denotes the Euclidean norm of $x$; for a matrix $A,\|A\|$ and $\|A\|_{F}$ denote the spectral norm and the Frobenius norm of $A$, respectively; $\|\cdot\|_{p}, p \geq 1$ denotes the $p$-norm of a vector or a matrix; $I_{n}$ denotes the identity matrix of order $n$. The simbol $\# S$ denotes the cardinality of a set $S$. Finally,
with the notion of spectrum of a matrix, we mean the interval whose bounds are the minimum and the maximum eigenvalues of the matrix itself.

## 2 Some efficient state-of-the-art steplength rules for gradient-based methods

In this section, we recall some successful steplength selection rules often employed for gradient methods when $\Omega=\mathbb{R}^{n}$, and their recent generalization to gradient projection algorithms.

The pioneering paper on effective steplength selection techniques in gradient algorithms for unconstrained optimization was published in 1988 by Barzilai and Borwein [13]. They suggest to select $\alpha_{k}$ by forcing quasi-Newton properties on the diagonal matrix $\frac{1}{\alpha_{k+1}} I_{n}$ to approximate the Hessian matrix $\nabla^{2} f\left(x^{(k)}\right)$. In more detail, the BB steplength updating rules have to satisfy the following secant conditions

$$
\begin{align*}
& \alpha_{k+1}^{\mathrm{BB} 1}=\underset{\alpha \in \mathbb{R}}{\operatorname{argmin}}\left\|\alpha^{-1} s^{(k)}-y^{(k)}\right\| \\
& \alpha_{k+1}^{\mathrm{BB} 2}=\underset{\alpha \in \mathbb{R}}{\operatorname{argmin}}\left\|s^{(k)}-\alpha y^{(k)}\right\|, \tag{4}
\end{align*}
$$

where $s^{(k)}=x^{(k+1)}-x^{(k)}$ and $y^{(k)}=\nabla f\left(x^{(k+1)}\right)-\nabla f\left(x^{(k)}\right)$. The resulting values become

$$
\begin{equation*}
\alpha_{k+1}^{\mathrm{BB} 1}=\frac{s^{(k)^{T}} s^{(k)}}{s^{(k)^{T}} y^{(k)}} \quad ; \quad \alpha_{k+1}^{\mathrm{BB} 2}=\frac{s^{(k)^{T}} y^{(k)}}{y^{(k)^{T}} y^{(k)}} . \tag{5}
\end{equation*}
$$

When the objective function $f$ in (1) has the form

$$
\begin{equation*}
f(x) \equiv \frac{1}{2} x^{T} A x-b^{T} x+c, \tag{6}
\end{equation*}
$$

where $b \in \mathbb{R}^{n}, c \in \mathbb{R}$ and $A \in \mathbb{R}^{n \times n}$ is a symmetric and positive definite matrix, the BB rules (5) provide values belonging to the spectrum of the inverse of $A$ since they satisfy the following inequalities

$$
\begin{equation*}
\frac{1}{\lambda_{\max }(A)} \leq \alpha_{k+1}^{\mathrm{BB} 2} \leq \alpha_{k+1}^{\mathrm{BB} 1} \leq \frac{1}{\lambda_{\min }(A)} \tag{7}
\end{equation*}
$$

with $\lambda_{\text {min }}(A)$ and $\lambda_{\text {max }}(A)$ denoting the minimum and the maximum eigenvalues of $A$, respectively. In [34], the author firstly shows how, in the unconstrained quadratic case, the effectiveness of a steplength rule within a gradient method is essentially related to its ability to properly sweep the spectrum of the inverse of the underlying Hessian. Such property has been studied for both quadratic and non-quadratic problems [17, 19, 35, 36] and, based on it, effective steplength rules have been proposed $[15,16,19,20,22]$. Most of them exploit suitable adaptive alternation of the two BB schemes to switch from small to large steplengths during the iterations.

In [25] a spectral analysis of the BB steplength rules in GP methods for boxconstrained strictly convex quadratic problems has been developed. The authors clarify that, in this setting, the goal is no more the approximation of the eigenvalues of the inverse of the Hessian matrix related to the optimization problem, but the approximation of the spectrum of the inverse of the Hessian submatrix restricted to those indices corresponding to the inactive constraints at the solution. In the following, we refer to this Hessian submatrix as the restricted Hessian matrix at the solution. Since the indices related to the inactive constraints at the solution are not a priori known, in [25] the authors introduce the following sets of indices

$$
\begin{align*}
& \mathcal{J}_{k}=\left\{i \in \mathcal{N}:\left(x_{i}^{(k)}=\ell_{i} \wedge x_{i}^{(k+1)}=\ell_{i}\right) \vee\left(x_{i}^{(k)}=u_{i} \wedge x_{i}^{(k+1)}=u_{i}\right)\right\},  \tag{8}\\
& \mathcal{I}_{k}=\mathcal{N} \backslash \mathcal{J}_{k}, \quad \mathcal{N}=\{1, \ldots, n\},
\end{align*}
$$

and focus on the estimate of the spectrum of the inverse of $A_{\mathcal{I}_{k}, \mathcal{I}_{k}}$, where $A_{\mathcal{I}_{k}, \mathcal{I}_{k}}$ is the submatrix of the Hessian of the objective function given by the intersection of the rows and the columns with indices in $\mathcal{I}_{k}$. Hereafter, we refer to this submatrix as the Hessian matrix restricted to the set $\mathcal{I}_{k}$. Assuming nondegeneracy of the solution, the sets $\mathcal{I}_{k}$ generated along the iterative process tend to stabilize (see [10, 12]), i.e., after a finite number of iterations their size and their elements do not change, yielding the restricted Hessian matrix at the solution. By denoting with $s_{\mathcal{I}_{k}}^{(k)}$ and $y_{\mathcal{I}_{k}}^{(k)}$ the subvectors of $s^{(k)}$ and $y^{(k)}$ whose components are indexed in $\mathcal{I}_{k}$ and introducing the modified BB2 steplength rule

$$
\begin{equation*}
\alpha_{k+1}^{\mathrm{BOX}-\mathrm{BB} 2}=\frac{s_{\mathcal{I}_{k}}^{(k)^{T}} y_{\mathcal{I}_{k}}^{(k)}}{\left\|y_{\mathcal{I}_{k}}^{(k)}\right\|^{2}}, \tag{9}
\end{equation*}
$$

the following inequalities are proved [25]:

$$
\begin{equation*}
\frac{1}{\lambda_{\max }\left(A_{\left.\mathcal{I}_{k}, \mathcal{I}_{k}\right)}\right.} \leq \alpha_{k+1}^{\mathrm{BOX}-\mathrm{BB} 2} \leq \alpha_{k+1}^{\mathrm{BB} 1} \leq \frac{1}{\lambda_{\min }\left(A_{\mathcal{I}_{k}, \mathcal{I}_{\mathcal{L}}}\right)} . \tag{10}
\end{equation*}
$$

Conditions (10) generalize (7) to the case of box-constrained quadratic programming problems.

In this paper we want to make a step further and consider more sophisticated steplength selection strategies which have been proved to be very promising in the unconstrained optimization framework, for both the quadratic and the nonquadratic cases. In particular, we take into account the limited memory (LM) steplength procedure developed by Fletcher in [18] and, in the next sections, we investigate the possibility of generalizing it to box-constrained minimization problems. We briefly recall here the main ideas on which the steplength selection rule suggested in [18] is based. Given a strictly convex unconstrained quadratic optimization problem with Hessian matrix $A$, the starting point of [18] is to apply $m$ steps of the Lanczos iterative process to $A$ in order to obtain $m$ approximations of its eigenvalues. In more detail, given an integer $m \geq 1$ and a starting vector
$q_{1}=\nabla f\left(x^{(k)}\right) /\left\|\nabla f\left(x^{(k)}\right)\right\|$, the Lanczos process generates orthonormal $n$-vectors $\left\{q_{1}, q_{2}, \ldots, q_{m}\right\}$ such that $Q_{k}=\left[q_{1}, q_{2}, \ldots, q_{m}\right]$ satisfies $Q_{k}^{T} Q_{k}=I_{m}$ and $T_{k}=Q_{k}^{T} A Q_{k}$ is a tridiagonal matrix whose eigenvalues, called Ritz values, are approximations of $m$ eigenvalues of $A$. The inverses of the $m$ eigenvalues of the matrix $T_{k}$ are employed as steplengths for the successive $m$ iterations. Each group of $m$ iterations is called sweep. The matrix $T_{k}$ can be computed without involving the matrix A explicitly. To reach this goal, some preliminary considerations are needed. First of all, if $\Omega=\mathbb{R}^{n}$, the iteration defining the GP method (2) for a strictly convex quadratic optimization problem with Hessian matrix $A$ implies that the gradient vectors recur as follows

$$
\begin{equation*}
\nabla f\left(x^{(k+1)}\right)=\nabla f\left(x^{(k)}\right)-\alpha_{k} A \nabla f\left(x^{(k)}\right) . \tag{11}
\end{equation*}
$$

If a limited number $m$ of back values of the gradient vectors

$$
G_{k}=\left[\nabla f\left(x^{(k)}\right) \nabla f\left(x^{(k+1)}\right) \ldots \nabla f\left(x^{(k+m-1)}\right)\right]
$$

is stored and the $(m+1) \times m$ matrix $J_{k}$ containing the inverses of the corresponding last $m$ steplengths is considered

$$
J_{k}=\left(\begin{array}{lll}
\frac{1}{\alpha_{k}} & & \\
-\frac{1}{\alpha_{k}} & \ddots & \\
& \ddots & \frac{1}{\alpha_{k+m-1}} \\
& & -\frac{1}{\alpha_{k+m-1}}
\end{array}\right),
$$

then the Eq. (11) can be rewritten in matrix form as

$$
\begin{equation*}
A G_{k}=\left[G_{k}, \nabla f\left(x^{(k+m)}\right)\right] J_{k} . \tag{12}
\end{equation*}
$$

Secondly, by taking into account (11), assuming $G_{k}$ is full-rank and that its columns are in the space generated by the Krylov sequence $\left\{\nabla f\left(x^{(k)}\right), A \nabla f\left(x^{(k)}\right), A^{2} \nabla f\left(x^{(k)}\right), \ldots, A^{m-1} \nabla f\left(x^{(k)}\right)\right\}$, we have $G_{k}=Q_{k} R_{k}$, where $R_{k}$ is $m \times m$ non-singular upper triangular matrix. Actually, the matrix $R_{k}$ can be obtained from the Cholesky factorization of $G_{k}^{T} G_{k}$. From both (12) and $G_{k}^{T} G_{k}=R_{k}^{T} R_{k}$, the tridiagonal matrix $T_{k}$ can be written as

$$
\begin{align*}
T_{k} & =Q_{k}^{T} A Q_{k}=R_{k}^{-T} G_{k}^{T} A G_{k} R_{k}^{-1} \\
& =R_{k}^{-T} G_{k}^{T}\left[G_{k} \nabla f\left(x^{(k+m)}\right)\right] J_{k} R_{k}^{-1}  \tag{13}\\
& =\left[R_{k} r_{k}\right] J_{k} R_{k}^{-1},
\end{align*}
$$

where the vector $r_{k}$ is the solution of the linear system $R_{k}^{T} r_{k}=G_{k}^{T} \nabla f\left(x^{(k+m)}\right)$. We remark that, if $m=1$, the matrix $T_{k}$ reduces to a scalar equal to the inverse of the value $\alpha_{k+1}^{\mathrm{BB} 1}$.

Very recently, again for solving unconstrained strictly convex quadratic programming problems by gradient methods, a modified limited memory (MLM) steplength strategy has been proposed in [21]. The authors suggest a way to properly select,
at each iteration, a unique steplength among the $m$ values computed through the standard LM procedure previously described, instead of employing all of them as steplengths for the next $m$ iterations. The MLM steplength rule has been proved to outperform the standard LM one in several numerical experiments on unconstrained strictly convex quadratic optimization problems.

In Sect. 3 we analyze how the LM steplength selection procedure can be generalized to the case of GP methods equipped with the non-monotone line search along the arc (3) for box-constrained optimization problems and we discuss the impact of these generalizations. Particularly, we show that the LM scheme becomes effective in approximating the spectrum of the inverse of the restricted Hessian matrix at the solution only if both the active and the inactive components of the iterates are stable for a sufficient number of successive steps of the iterative process. Analogous considerations hold for the generalitazion to the box-constrainted framework of the MLM technique, since its is based on the same ideas which motivate the LM strategy.

## 3 Generalized limited memory steplength selection rules

Developing suitable steplength selection strategies for algorithm (2)-(3) means to find proper values for the first trial steplength needed to initialize the backtracking procedure (3), in order to eliminate, or at least to reduce, the backtracking steps ensuring the sufficient decrease of the objective function. To reach this goal, we firstly analyse which difficulties arise in the generalization of the standard LM steplength procedure to GP methods along the arc applied to box-constrained optimization problems. In particular, we study if the LM idea can be borrowed in order to generate $m$ approximations of the eigenvalues of the objective function Hessian matrix restricted to those indices corresponding to the inactive components at the solution. A first attempt to achieve this target has been carried out in [28, 30] for GP methods equipped with a line search along the feasible direction. In the following we propose a detailed analysis for the GP method with line search along the projection arc, that deserves an ad hoc study due to its intrinsic differences with respect to the case in which the line search along the feasible direction is used. Moreover, our analysis allows us to understand how to define a new effective steplength selection rule.

Hereafter we indicate by $g^{(k)}$ the gradient of the objective function at $x^{(k)}$, namely $g^{(k)} \equiv \nabla f\left(x^{(k)}\right)$. Consider the following set of indices

$$
\begin{align*}
& \mathcal{F}_{k+1}=\{i: \ell_{i}<\underbrace{x_{i}^{(k)}-\alpha_{k} g_{i}^{(k)}}_{=x_{i}^{(k+1)}}<u_{i}\}  \tag{14}\\
& \mathcal{B}_{k+1}=\mathcal{N} \backslash \mathcal{F}_{k+1}, \quad \text { with } \mathcal{N}=\{1, \ldots, n\}
\end{align*}
$$

in order to distinguish the cases where the projection onto the feasible set is computed from the cases where it has no effect on the components of the current iterate
$x^{(k+1)}$. We introduce $\mathcal{F}_{k+1}$ to identify the components $x_{i}^{(k+1)}$ generated by the GP algorithm (2) which are simply updated as

$$
x_{i}^{(k+1)}=x_{i}^{(k)}-\alpha_{k} g_{i}^{(k)} .
$$

In detail, the entries of the iterate $x^{(k+1)}$ generated by the GP method (2) are

$$
x_{i}^{(k+1)}= \begin{cases}x_{i}^{(k)}-\alpha_{k} g_{i}^{(k)} & i \in \mathcal{F}_{k+1}  \tag{15}\\ \gamma_{i}^{(k+1)} & i \in \mathcal{B}_{k+1}\end{cases}
$$

where

$$
\gamma_{i}^{(k+1)}= \begin{cases}e_{i} & x_{i}^{(k)}-\alpha_{k} g_{i}^{(k)} \leq \ell_{i}, \\ u_{i} & x_{i}^{(k)}-\alpha_{k} g_{i}^{(k)} \geq u_{i}\end{cases}
$$

Like in [18, 21], our theoretical analysis is carried out for quadratic objective functions, even if the practical implementations of the generalized LM steplength rule suggested in Section 3.3 can be formally employed for general optimization problems.

We now focus on the strictly convex quadratic case (6). In the sequel, we call the submatrices $A_{\mathcal{F}_{k+1}, \mathcal{F}_{k+1}}$, which are obtained by restricting $A$ to the intersection of the rows and the columns with indices in $\mathcal{F}_{k+1}$, the Hessian matrices restricted to the set $\mathcal{F}_{k+1}$. We remark that, like for the sequence $\left\{\mathcal{I}_{k}\right\}$ previously mentioned, in presence of a nondegenerate solution, the sets $\mathcal{F}_{k+1}$ and the relative submatrices $A_{\mathcal{F}_{k+1},}, \mathcal{F}_{k+1}$ tend to stabilize along the iterative process, i.e., after a suitable numbers of iterations, they do not change anymore, by devising the restricted Hessian matrix at a solution.

### 3.1 Generalized Barzilai-Borwein rules: the case $m=1$

We firstly provide some considerations useful to understand how, for $m=1$, the limited memory steplength strategy previously discussed can be generalized to the GP method (2)-(3). We recall that, in the unconstrained case, the steplength strategy with $m=1$ produces the value $\frac{1}{\alpha_{k+1}^{\mathrm{BB1}}}$. We introduce the vector $s^{(k)}$ which, by components, is defined as

$$
s_{i}^{(k)}=x_{i}^{(k+1)}-x_{i}^{(k)}= \begin{cases}-\alpha_{k} g_{i}^{(k)} & i \in \mathcal{F}_{k+1}  \tag{16}\\ \gamma_{i}^{(k+1)}-x_{i}^{(k)} & i \in \mathcal{B}_{k+1}\end{cases}
$$

We now consider the vector $y^{(k)}=g^{(k+1)}-g^{(k)}$. Thanks to (16), any entry $y_{i}^{(k)}$, $i=1, \ldots, n$ can be written as

$$
\begin{align*}
y_{i}^{(k)} & =\sum_{j=1}^{n} a_{i j} x_{j}^{(k+1)}-\sum_{j=1}^{n} a_{i j} x_{j}^{(k)} \\
& =\sum_{j \in \mathcal{F}_{k+1}} a_{i j}\left(-\alpha_{k} g_{j}^{(k)}\right)+\sum_{j \in \mathcal{B}_{k+1}} a_{i j}\left(\gamma_{j}^{(k+1)}-x_{j}^{(k)}\right)  \tag{17}\\
& =\sum_{j \in \mathcal{F}_{k+1}} a_{i j} s_{j}^{(k)}+\sum_{j \in \mathcal{B}_{k+1}} a_{i j} s_{j}^{(k)}
\end{align*}
$$

Remark 1 If $s_{\mathcal{B}_{k+1}}^{(k)}=0$, equation (17) allows to write the following recurrence formula

$$
g_{\mathcal{F}_{k+1}}^{(k+1)}=g_{\mathcal{F}_{k+1}}^{(k)}-\alpha_{k} A_{\mathcal{F}_{k+1}, \mathcal{F}_{k+1}} g_{\mathcal{F}_{k+1}}^{(k)}
$$

By denoting with $\left\{\delta_{1}, \ldots, \delta_{r}\right\}$ and $\left\{w_{1}, \ldots, w_{r}\right\}$ the eigenvalues and the associated orthonormal eigenvectors of $A_{\mathcal{F}_{k+1},}, \mathcal{F}_{k+1}$, respectively, where $r=\sharp \mathcal{F}_{k+1}$, and by writing $g_{\mathcal{F}_{k+1}}^{(k+1)}=\sum_{i=1}^{r} \bar{\mu}_{i}^{(k+1)} w_{i}$ and $g_{\mathcal{F}_{k+1}}^{(k)}=\sum_{i=1}^{r} \bar{\mu}_{i}^{(k)} w_{i}$, we obtain the following recurrence formula for the eigencomponents:

$$
\bar{\mu}_{i}^{(k+1)}=\bar{\mu}_{i}^{(k)}\left(1-\alpha_{k} \delta_{i}\right) .
$$

This means that if the selection rule provides a good approximation of $\frac{1}{\delta_{i}}$, a useful reduction of $\left|\bar{\mu}_{i}^{(k+1)}\right|$ can be achieved. As a consequence, in general, efficient steplength selection strategies must aim at approximating the eigenvalues of $A_{\mathcal{F}_{k+1}, \mathcal{F}_{k+1}}^{-1}$.

Theorem 1 If $s_{\mathcal{B}_{k+1}}^{(k)}=0$ then

$$
\lambda_{\text {min }}\left(A_{\mathcal{F}_{k+1}, \mathcal{F}_{k+1}}\right) \leq \frac{s_{\mathcal{F}_{k+1}}^{(k)}{ }^{T} y_{\mathcal{F}_{k+1}}^{(k)}}{s_{\mathcal{F}_{k+1}}^{(k)} s_{\mathcal{F}_{k+1}}^{T(k)}} \leq \lambda_{\text {max }}\left(A_{\mathcal{F}_{k+1}, \mathcal{F}_{k+1}}\right)
$$

where $\lambda_{\text {min }}\left(A_{\mathcal{F}_{k+1}, \mathcal{F}_{k+1}}\right)$ and $\lambda_{\text {max }}\left(A_{\mathcal{F}_{k+1}, \mathcal{F}_{k+1}}\right)$ are the minimum and the maximum eigenvalues of $A_{\mathcal{F}_{k+1},}, \mathcal{F}_{k+1}$, respectively.

Proof Taking into account (16), (17) and the assumption $s_{\mathcal{B}_{k+1}}^{(k)}=0$, we have

$$
\begin{aligned}
s_{\mathcal{F}_{k+1}}^{(k)}{ }^{T} y_{\mathcal{F}_{k+1}}^{(k)} & =-\alpha_{k} g_{\mathcal{F}_{k+1}}^{(k)}{ }^{T}\left(A_{\mathcal{F}_{k+1}, \mathcal{F}_{k+1}}\left(-\alpha_{k} g_{\mathcal{F}_{k+1}}^{(k)}\right)+A_{\mathcal{F}_{k+1}, \mathcal{B}_{k+1}} s_{\mathcal{B}_{k+1}}^{(k)}\right) \\
& =\alpha_{k}^{2} g_{\mathcal{F}_{k+1}}^{(k)}{ }^{T} A_{\mathcal{F}_{k+1}, \mathcal{F}_{k+1}} g_{\mathcal{F}_{k+1}}^{(k)} .
\end{aligned}
$$

Since

$$
s_{\mathcal{F}_{k+1}}^{(k)}{ }^{T} s_{\mathcal{F}_{k+1}}^{(k)}=\alpha_{k}^{2} g_{\mathcal{F}_{k+1}}^{(k)}{ }^{T} g_{\mathcal{F}_{k+1}}^{(k+1)}
$$

the thesis easily follows.

In view of Theorem 1, we define the following generalization of the first Bar-zilai-Borwein rule:

$$
\begin{equation*}
\alpha_{k+1}^{\mathrm{G}-\mathrm{BB} 1}=\frac{s_{\mathcal{F}_{k+1}}^{(k)}{ }^{T} s_{\mathcal{F}_{k+1}}^{(k)}}{s_{\mathcal{F}_{k+1}}^{(k)}{ }^{T} y_{\mathcal{F}_{k+1}}^{(k)}} . \tag{18}
\end{equation*}
$$

Furthermore, we observe that, if $s_{\mathcal{B}_{k+1}}^{(k)}=0$, considerations analogous to the ones made in Theorem 1 hold for

$$
\begin{equation*}
\alpha_{k+1}^{\mathrm{G}-\mathrm{BB} 2}=\frac{s_{\mathcal{F}_{k+1}}^{(k)} y_{\mathcal{F}_{k+1}}^{(k)}}{y_{\mathcal{F}_{k+1}}^{(k)} y_{\mathcal{F}_{k+1}}^{(k)}} . \tag{19}
\end{equation*}
$$

In particular, if $s_{\mathcal{B}_{k+1}}^{(k)}=0$, it holds that

$$
\frac{1}{\lambda_{\max }\left(A_{\mathcal{F}_{k+1}, \mathcal{F}_{k+1}}\right)} \leq \alpha_{k+1}^{\mathrm{G}-\mathrm{BB} 2} \leq \alpha_{k+1}^{\mathrm{G}-\mathrm{BB} 1} \leq \frac{1}{\lambda_{\min }\left(A_{\mathcal{F}_{k+1}, \mathcal{F}_{k+1}}\right)}
$$

The approach we follow to obtain (18) and (19) is very similar to the one proposed in [25]. However, in [25] the authors select the different set of indices (8) to which the vectors are restricted. Moreover, it is obvious from the definitions (8) and (14) that $\mathcal{F}_{k+1} \subseteq \mathcal{I}_{k}$ and, hence, the spectrum of $A_{\mathcal{F}_{k+1}, \mathcal{F}_{k+1}}$ is contained in the one of $A_{\mathcal{I}_{k}, \mathcal{I}_{k}}$. Nevertheless, we remark that, if $s_{\mathcal{B}_{k+1}}^{(k)}=0$ and $\mathcal{I}_{k}=\mathcal{F}_{k+1}$, then (18) and (19) correspond to the two generalized Barzilai-Borwein rules developed in [25].

When $s_{\mathcal{B}_{k+1}}^{(k)} \neq 0$, from (17) we observe that

$$
\begin{equation*}
\frac{s_{\mathcal{F}_{k+1}}^{(k)}{ }^{T} y_{\mathcal{F}_{k+1}}^{(k)}}{s_{\mathcal{F}_{k+1}}^{(k)}{ }^{T} s_{\mathcal{F}_{k+1}}^{(k)}}=\frac{s_{\mathcal{F}_{k+1}}^{(k)}{ }^{T} A_{\mathcal{F}_{k+1}, \mathcal{F}_{k+1}} s_{\mathcal{F}_{k+1}}^{(k)}}{s_{\mathcal{F}_{k+1}}^{(k)}{ }^{T} s_{\mathcal{F}_{k+1}}^{(k)}}+\frac{s_{\mathcal{F}_{k+1}}^{(k)}{ }^{T} A_{\mathcal{F}_{k+1}, \mathcal{B}_{k+1}} s_{\mathcal{B}_{k+1}}^{(k)}}{s_{\mathcal{F}_{k+1}}^{(k)}{ }^{T} s_{\mathcal{F}_{k+1}}^{(k)}} \tag{20}
\end{equation*}
$$

hence, the scalar $\frac{1}{\alpha_{k+1}^{\mathrm{G}-\mathrm{BB1}}}=\frac{s_{\mathcal{F}_{k+1}}^{(k)}{ }^{T} y_{\mathcal{F}_{k+1}}^{(k)}}{s_{\mathcal{F}_{k+1}}^{(k)}{ }^{T} s_{\mathcal{F}_{k+1}}^{(k)}}$ differs from the Rayleigh quotient of $A_{\mathcal{F}_{k+1}, \mathcal{F}_{k+1}}$ at $s_{\mathcal{F}_{k+1}}^{(k)}$ (which falls within the spectrum of the matrix $A_{\mathcal{F}_{k+1}, \mathcal{F}_{k+1}}$ ) by a quantity equal to $\frac{s_{\mathcal{F}_{k+1}}^{(k)}{ }^{T} A_{\mathcal{F}_{k+1}, \mathcal{B}_{k+1}} s_{\mathcal{B}_{k+1}}^{(k)}}{s_{\mathcal{F}_{k+1}}^{(k)}{ }^{T} s_{\mathcal{F}_{k+1}}^{(k)}}$.

In more detail, from the Cauchy-Schwarz inequality, we can write

$$
\begin{align*}
\left|\frac{s_{\mathcal{F}_{k+1}}^{(k)}{ }^{T} y_{\mathcal{F}_{k+1}}^{(k)}}{s_{\mathcal{F}_{k+1}}^{(k)}{ }^{T} s_{\mathcal{F}_{k+1}}^{(k)}}-\frac{s_{\mathcal{F}_{k+1}}^{(k)}{ }^{T} A_{\mathcal{F}_{k+1}, \mathcal{F}_{k+1}} s_{\mathcal{F}_{k+1}}^{(k)}}{s_{\mathcal{F}_{k+1}}^{(k)}{ }^{T} s_{\mathcal{F}_{k+1}}^{(k)}}\right| & =\frac{\left|s_{\mathcal{F}_{k+1}}^{(k)}{ }^{T} A_{\mathcal{F}_{k+1}, \mathcal{B}_{k+1}} s_{\mathcal{B}_{k+1}}^{(k)}\right|}{\left\|s_{\mathcal{F}_{k+1}}^{(k)}\right\|^{2}} \\
& \leq \frac{\left\|A_{\mathcal{F}_{k+1},}, \mathcal{B}_{k+1} s_{\mathcal{B}_{k+1}}^{(k)}\right\|}{\left\|s_{\mathcal{F}_{k+1}}^{(k)}\right\|} \\
& \leq\left\|A_{\mathcal{F}_{k+1}, \mathcal{B}_{k+1}}\right\| \frac{\left\|s_{\mathcal{B}_{k+1}}\right\|}{\left\|s_{\mathcal{F}_{k+1}}^{(k)}\right\|} \\
& \leq \sqrt{\left\|A_{\mathcal{F}_{k+1}, \mathcal{B}_{k+1}}\right\|_{1}\left\|A_{\mathcal{F}_{k+1}, \mathcal{B}_{k+1}}\right\|_{\infty}} \frac{\left\|s_{\mathcal{B}_{k+1}}\right\|}{\left\|s_{\mathcal{F}_{k+1}}^{(k)}\right\|} \\
& \leq\|A\|_{1} \frac{\left\|s_{\mathcal{B}_{k+1}}^{(k)}\right\|}{\left\|s_{\mathcal{F}_{k+1}}^{(k)}\right\|} . \tag{21}
\end{align*}
$$

To conclude, the generalized rules (18) and (19) do not always ensure that the generated value belongs to the spectrum of the matrix $A_{\mathcal{F}_{k+1}, \mathcal{F}_{k+1}}^{-1}$; however, in view of (21), it is possible to control the distance from the spectrum of $A_{\mathcal{F}_{k+1}, \mathcal{F}_{k+1}}$. Indeed, if an estimate $\delta$ of $\|A\|_{1}$ is known, by fixing a value $\epsilon>0$ so that $\delta \epsilon$ is very small, then, when $\frac{\left\|s_{k_{k+1}}^{(k)}\right\|}{\left\|s_{\mathcal{F}_{k+1}}\right\|} \leq \epsilon, \alpha_{k+1}^{\mathrm{G}-\mathrm{BB} 1}$ can be considered a good trial steplength. Similar considerations hold for $\alpha_{k+1}^{\mathrm{G}-\mathrm{BB} 2}$.

### 3.2 Generalized LM rule: the case $m>1$

In this section we consider a possible generalization of the LM steplength strategy proposed in [18] to the GP method (2)-(3) for a generic $m>1$. It is useful to give the following definition which will be used for the considerations of this section.

Definition 1 Given the sets $\mathcal{B}_{j}=\left\{i \in \mathcal{N}: x_{i}^{(j)}=\ell_{i} \vee x_{i}^{(j)}=u_{i}\right\} \quad$ and $\mathcal{B}_{h}=\left\{i \in \mathcal{N}: x_{i}^{(h)}=\ell_{i} \vee x_{i}^{(h)}=u_{i}\right\}$, they are called consistent if $\mathcal{B}_{j} \subseteq \mathcal{B}_{h}$ and $\left\{i: x_{i}^{(j)}=\ell_{i}\right\} \subseteq\left\{i: x_{i}^{(h)}=\ell_{i}\right\}$ and $\left\{i: x_{i}^{(j)}=u_{i}\right\} \subseteq\left\{i: x_{i}^{(h)}=u_{i}\right\}$.

Now, we observe that, for any $i=1, \ldots, n$, the new gradient components are given by

$$
\begin{align*}
g_{i}^{(k+1)} & =\sum_{j=1}^{n} a_{i j} x_{j}^{(k+1)}-b_{i}=\sum_{j \in \mathcal{F}_{k+1}} a_{i j}\left(x_{j}^{(k)}-\alpha_{k} g_{j}^{(k)}\right)+\sum_{j \in \mathcal{B}_{k+1}} a_{i j} \gamma_{j}^{(k+1)}-b_{i} \\
& =\sum_{j \in \mathcal{F}_{k+1}} a_{i j}\left(x_{j}^{(k)}-\alpha_{k} g_{j}^{(k)}\right)+\sum_{j \in \mathcal{B}_{k+1}} a_{i j} \gamma_{j}^{(k+1)}-b_{i}+\sum_{j \in \mathcal{B}_{k+1}} a_{i j} x_{j}^{(k)}-\sum_{j \in \mathcal{B}_{k+1}} a_{i j} x_{j}^{(k)} \\
& =g_{i}^{(k)}-\alpha_{k} \sum_{j \in \mathcal{F}_{k+1}} a_{i j} g_{j}^{(k)}+\sum_{j \in \mathcal{B}_{k+1}} a_{i j}\left(\gamma_{j}^{(k+1)}-x_{j}^{(k)}\right) \\
& =g_{i}^{(k)}-\alpha_{k} \sum_{j \in \mathcal{F}_{k+1}} a_{i j} g_{j}^{(k)}+\sum_{j \in \mathcal{B}_{k+1}} a_{i j} s_{j}^{(k)} \tag{22}
\end{align*}
$$

From equation (22) we can write

$$
A_{\mathcal{F}_{k+1}}, \mathcal{F}_{k+1} g_{\mathcal{F}_{k+1}}^{(k)}=\left[g_{\mathcal{F}_{k+1}}^{(k)}, g_{\mathcal{F}_{k+1}}^{(k+1)}\right]\left[\begin{array}{c}
\frac{1}{\alpha_{k}}  \tag{23}\\
-\frac{1}{\alpha_{k}}
\end{array}\right]+\frac{1}{\alpha_{k}} A_{\mathcal{F}_{k+1}, \mathcal{B}_{k+1}} s_{\mathcal{B}_{k+1}}^{(k)} .
$$

At the next iteration, using the same argument employed to obtain (23), we get

$$
A_{\mathcal{F}_{k+2}, \mathcal{F}_{k+2}} g_{\mathcal{F}_{k+2}}^{(k+1)}=\left[g_{\mathcal{F}_{k+2}}^{(k+1)}, g_{\mathcal{F}_{k+2}}^{(k+2)}\right]\left[\begin{array}{c}
\frac{1}{\alpha_{k+1}}  \tag{24}\\
-\frac{1}{\alpha_{k+1}}
\end{array}\right]+\frac{1}{\alpha_{k+1}} A_{\mathcal{F}_{k+2}, \mathcal{B}_{k+2}} s_{\mathcal{B}_{k+2}}^{(k+1)}
$$

with the obvious definitions for $\mathcal{F}_{k+2}$ and $\mathcal{B}_{k+2}$. At this point, we consider the following subsets of indices by taking into account all the possible cases that may occur

$$
\begin{aligned}
\mathcal{F}_{(k+1, k+2)} & :=\mathcal{F}_{k+1} \cap \mathcal{F}_{k+2}, \\
\mathcal{\mathcal { F }}_{(k+1, k+2)}^{k+1} & :=\mathcal{F}_{k+1} \backslash\left(\mathcal{F}_{k+1} \cap \mathcal{F}_{k+2}\right), \\
\mathcal{\mathcal { F }}_{(k+1, k+2)}^{k+2} & :=\mathcal{F}_{k+2} \backslash\left(\mathcal{F}_{k+1} \cap \mathcal{F}_{k+2}\right) .
\end{aligned}
$$

Assuming that $\mathcal{F}_{k+1} \cap \mathcal{F}_{k+2} \neq \emptyset$, our aim is to understand which conditions have to be satisfied in order to obtain a recurrence formula for the gradient vectors as in (12), but restricted to the set of indices $\mathcal{F}_{(k+1, k+2)}$. Indeed this set is the candidate on which the box-constrained generalization of the LM steplength rule can be restricted in the case $m=2$. However, to do so, a generalized recurrence formula for the gradient vectors must hold to guarantee that their components restricted to $\mathcal{F}_{(k+1, k+2)}$ belong to the space generated by the Krylov sequence $\left\{g_{\mathcal{F}_{(k+1, k+2)}}^{(k)}, A_{\mathcal{F}_{(k+1, k+2)}, \mathcal{F}_{(k+1, k+2)}} g_{\mathcal{F}_{(k+1, k+2)}^{(k)}}^{(23)}\right.$.

From (23) and (24), we may write

$$
\begin{align*}
& A_{\mathcal{F}_{(k+1, k+2)}, \mathcal{F}_{(k+1, k+2)}}\left[g_{\mathcal{F}_{(k+1, k+2)}^{(k)}}, g_{\mathcal{F}_{(k+1, k+2)}}^{(k+1)}\right]= \\
& =\left[g_{\mathcal{F}_{(k+1, k+2)}}^{(k)}, g_{\mathcal{F}_{(k+1, k+2)}}^{(k+1)}, g_{\mathcal{F}_{(k+1, k+2)}}^{(k+2)}\right]\left[\begin{array}{cc}
\frac{1}{\alpha_{k}} & 0 \\
-\frac{1}{\alpha_{k}} & \frac{1}{\alpha_{k+1}} \\
0 & -\frac{1}{\alpha_{k+1}}
\end{array}\right]+ \\
& +\left[A_{\mathcal{F}_{(k+1, k+2)}, \mathcal{B}_{k+1}} \frac{s_{B_{k+1}}^{(k)}}{\alpha_{k}}, A_{\mathcal{F}_{(k+1, k+2)}, \mathcal{B}_{k+2}}{ }_{s_{k+1}}^{s_{B_{k+2}}^{(k+1)}}\right]+ \\
& -\left[A_{\mathcal{F}_{(k+1, k+2)}, \bar{F}_{(k+1, k+2)}^{k+1}} g_{\overline{\mathcal{F}}_{(k+1, k+2)}^{k+1}}^{(k)}, A_{\mathcal{F}_{(k+1, k+2)}, \overline{\mathcal{F}}_{(k+1, k+2)}^{k+2}} g_{\overline{\mathcal{F}}_{(k+1, k+2)}^{k+2}}^{(k+1)}\right]=  \tag{25}\\
& =\left[g_{\mathcal{F}_{(k+1, k+2)}}^{(k)}, g_{\mathcal{F}_{(k+1, k+2)}}^{(k+1)}, g_{\mathcal{F}_{(k+1, k+2)}}^{(k+2)}\right]\left[\begin{array}{cc}
\frac{1}{\alpha_{k}} & 0 \\
-\frac{1}{\alpha_{k}} & \frac{1}{\alpha_{k+1}} \\
0 & -\frac{1}{\alpha_{k+1}}
\end{array}\right]+ \\
& +\left[A_{\mathcal{F}_{(k+1, k+2)}, \mathcal{B}_{k+1}} \frac{s_{B_{k+1}}^{(k)}}{\alpha_{k}}, A_{\mathcal{F}_{(k+1, k+2)}, \mathcal{B}_{k+2}} \frac{s_{B_{k+2}}^{(k+1)}}{\alpha_{k+1}}\right]+
\end{align*}
$$

Some comments to (25) are needed.
Remark 2 We observe that:
(a) if $\mathcal{F}_{k+2}=\cap_{s=k+1}^{k+2} \mathcal{F}_{s}$, namely $\mathcal{F}_{k+2} \subset \mathcal{F}_{k+1}$, then $\overline{\mathcal{F}}_{(k+1, k+2)}^{k+2}=\emptyset$, hence $s_{\overline{\mathcal{F}}_{(k+1, k+2)}^{(k+1)}}^{(k+2}$ does not give contribute to (25). Moreover, since $\mathcal{B}_{k+1} \subset \mathcal{B}_{k+2}$, if they are consistent then the subvector $s_{\mathcal{B}_{k+1}}^{(k+1)}$ of $s_{\mathcal{B}_{k+2}}^{(k+1)}$ is null;
(b) if $\mathcal{F}_{k+1}=\mathcal{F}_{k+2}$ (or, equivalently, $\mathcal{B}_{k+1}=\mathcal{B}_{k+2}$ ), then $\overline{\mathcal{F}}_{(k+1, k+2)}^{k+j}=\emptyset, j=1,2$,
 $\mathcal{B}_{k+2}$ are consistent, then $s_{\mathcal{B}_{k+2}}^{(k+1)}=0$;
(c) if $\mathcal{F}_{k}=\mathcal{F}_{k+1}=\mathcal{F}_{k+2}$ (or, equivalently, $\mathcal{B}_{k}=\mathcal{B}_{k+1}=\mathcal{B}_{k+2}$ ) and the sets $\mathcal{B}_{k}, \mathcal{B}_{k+1}$, $\mathcal{B}_{k+2}$ are consistent, then $s_{\overrightarrow{\mathcal{F}}_{(k+1, k+2)}^{(k+j-1)}}^{(k+-1}, j=1,2$, do not give contribute to (25) and $s_{\mathcal{B}_{k+2}}^{(k+1)}=0$, as in the case (b); furthermore, $s_{\mathcal{B}_{k+1}}^{(k)}=0$.

In other words, in the case (c), both the active and the inactive components of three iterates do not change and we are able to rewrite the original recurrence formula (12) restricted to the set $\mathcal{F}_{(k+1, k+2)}$. Actually, in this case, (25) reduces to

$$
\begin{align*}
& A_{\mathcal{F}_{(k+1, k+2)}, \mathcal{F}_{(k+1, k+2)}}\left[g_{\mathcal{F}_{(k+1, k+2)}^{(k)}}^{(k)}, g_{\mathcal{F}_{(k+1, k+2)}}^{(k+1)}\right]= \\
& =\left[g_{\mathcal{F}_{(k+1, k+2)}}^{(k)}, g_{\mathcal{F}_{(k+1, k+2)}}^{(k+1)}, g_{\mathcal{F}_{(k+1, k+2)}}^{(k+2)}\right]\left[\begin{array}{cc}
\frac{1}{\alpha_{k}} & 0 \\
-\frac{1}{\alpha_{k}} & \frac{1}{\alpha_{k+1}} \\
0 & -\frac{1}{\alpha_{k+1}}
\end{array}\right] \tag{26}
\end{align*}
$$

and this last equation is the basis for a limited memory steplength selection rule with respect to the set $\mathcal{F}_{(k+1, k+2)}$. Indeed, it is easy to generate a matrix $T_{k}$ as in (13) by only considering the indices in $\mathcal{F}_{(k+1, k+2)}$. In the case (b), the corresponding recurrence formula differs from (26) for the presence of $\frac{1}{\alpha_{k}} A_{\mathcal{F}_{(k+1, k+2)}, \mathcal{B}_{k+1}} s_{\mathcal{B}_{k+1}}^{(k)}$. By evaluating the contribution of this term, we can control how it influences the approximation of the eigenvalues of $A_{\mathcal{F}_{(k+1, k+2)}, \mathcal{F}_{(k+1, k+2)}}$. In the following (Remark 4) we discuss this scenario.

The arguments so far discussed can be generalized to a sweep of length $m$ starting from the iteration $k$. By defining $\mathcal{F}_{(k+1, k+m)}:=\cap_{s=k+1}^{k+m} \mathcal{F}_{s}$ and assuming $\mathcal{F}_{(k+1, k+m)} \neq \emptyset$, we have

$$
\begin{align*}
& A_{\left.\mathcal{F}_{(k+1, k+m)}\right), \mathcal{F}_{(k+1, k+m)}}\left[g_{\mathcal{F}_{(k+1, k+m)}^{(k)}}, \ldots, g_{\mathcal{F}_{(k+1, k+m)}^{(k+m-1)}}\right]= \\
& =\left[g_{\mathcal{F}_{(k+1, k+m)}^{(k)}}^{(k)}, \ldots, g_{\mathcal{F}_{(k+1, k+m)}^{(k+m-1)}} g_{\mathcal{F}_{(k+1, k+m)}}^{(k+m)}\right] J_{k}+ \\
& +\left[A_{\mathcal{F}_{(k+1, k+m)}, \mathcal{B}_{k+1}} \frac{s_{B_{k+1}}^{(k)}}{\alpha_{k}}, \ldots, A_{\mathcal{F}_{(k+1, k+m)}, \mathcal{B}_{k+m}} \frac{s_{k_{k+m}}^{(k+m-1)}}{\alpha_{k+m-1}}\right]+ \\
& -\left[A_{\mathcal{F}_{(k+1, k+m)}, \overline{\mathcal{F}}_{(k+1, k+m)}^{k+1}} g_{\overline{\mathcal{F}}_{(k+1, k+m)}^{k+1}}^{(k)}, \ldots, A_{\left.\mathcal{F}_{(k+1, k+m)}\right)} \overline{\mathcal{F}}_{(k+1, k+m)}^{k+m} g_{\overline{\mathcal{F}}_{(k+1, k+m)}^{(k+m-1)}}^{(k+m}\right]=  \tag{27}\\
& =\left[g_{\mathcal{F}_{(k+1, k+m)}}^{(k)}, \ldots, g_{\mathcal{F}_{(k+1, k+m)}}^{(k+m-1)}, g_{\mathcal{F}_{(k+1, k+m)}}^{(k+m)}\right] J_{k}+ \\
& +\left[A_{\mathcal{F}_{(k+1, k+m)}, \mathcal{B}_{k+1}} \frac{s_{B_{k+1}}^{(k)}}{\alpha_{k}}, \ldots, A_{\mathcal{F}_{(k+1, k+m)}, \mathcal{B}_{k+m}} \frac{s_{\mathcal{B}_{k+m}}^{(k+m-1)}}{\alpha_{k+m-1}}\right]+ \\
& +\left[A_{\mathcal{F}_{(k+1, k+m)}, \overline{\mathcal{F}}_{(k+1, k+m)}^{k+1}} \frac{s_{\mathcal{F}_{(k+1, k+m)}^{(k)}}^{\alpha_{k}}}{\alpha_{k}}, \ldots, A_{\mathcal{F}_{(k+1, k+m)}, \overline{\mathcal{F}}_{(k+1, k+m)}^{k+m}} \quad \begin{array}{c}
s_{\mathcal{F}_{(k+1, k+m)}^{(k+m-1)}}^{\alpha_{k+m-1}}
\end{array}\right]
\end{align*}
$$

where $\overline{\mathcal{F}}_{(k+1, k+m)}^{k+j}=\mathcal{F}_{k+j} \backslash \mathcal{F}_{(k+1, k+m)}, j=1, \ldots, m$. Similar considerations to those of Remark 2 can also be deduced for (27). We report them in Remark 3.

Remark 3 We observe that:
(a) if $\mathcal{F}_{k+m}=\cap_{s=k+1}^{k+m} \mathcal{F}_{s}$, then $\overline{\mathcal{F}}_{(k+1, k+m)}^{k+m}=\emptyset$, hence $s_{\overline{\mathcal{F}}_{(k+1, k+m)}^{(k+m-1)}}^{(k+m}$ does not give contribute to (27); moreover, since $\mathcal{B}_{k+j} \subset \mathcal{B}_{k+m}, j=1, \ldots, m-1$, if they are consistent, then the subvectors $s_{\mathcal{B}_{k+j}}^{(k+m-1)}$ of $s_{\mathcal{B}_{k+m}}^{(k+m-1)}, j=1, \ldots, m-1$, are null;
(b) if $\mathcal{F}_{k+1}=\cdots=\mathcal{F}_{k+m}$ (or, equivalently, $\mathcal{B}_{k+1}=\cdots=\mathcal{B}_{k+m}$ ), then $\overline{\mathcal{F}}_{(k+1, k+m)}^{k+j}=\emptyset$, $j=1, \ldots, m$, hence $s_{\mathcal{F}_{(k+1, k+m)}^{(k+j}}^{(k+j)}, j=1, \ldots, m$, do not give contribute to (27). Moreover, by assuming $\mathcal{B}_{k+j}, j=1, \ldots, m$ consistent, then $s_{\mathcal{B}_{k+j}}^{(k+j-1)}=0, j=2, \ldots, m$;
(c) if $\mathcal{F}_{k}=\cdots=\mathcal{F}_{k+m}$ (or, equivalently, $\mathcal{B}_{k}=\cdots=\mathcal{B}_{k+m}$ ) and the sets $\mathcal{B}_{k}, \ldots, \mathcal{B}_{k+m}$ are consistent, then, as in the case (b), $s_{\overrightarrow{\mathcal{F}}_{(k+1, k+m)}^{(k+j-1)}}^{(k+j}, j=1, \ldots, m$, do not give contribute to (27) and $s_{\mathcal{B}_{k+j}}^{(k+j-1)}=0, j=1, \ldots, m$.

In other words, as for $m=2$, only in the case (c), we reduce to the original limited memory steplength selection rule with respect to the set $\mathcal{F}_{(k+1, k+m)}$, namely the following considerations hold true.

1. By defining

$$
\begin{equation*}
G_{\mathcal{F}_{(k+1, k+m)}}=\left[g_{\mathcal{F}_{(k+1, k+m)}}^{(k)}, \ldots, g_{\mathcal{F}_{(k+1, k+m)}}^{(k+m-1)}\right], \tag{28}
\end{equation*}
$$

the equation (12) can be rewritten with respect to the indices in $\mathcal{F}_{(k+1, k+m)}$ as

$$
\begin{equation*}
A_{\mathcal{F}_{(k+1, k+m)}, \mathcal{F}_{(k+1, k+m)}} G_{\mathcal{F}_{(k+1, k+m)}}=\left[G_{\mathcal{F}_{(k+1, k+m)}}, g_{\mathcal{F}_{(k+1, k+m)}}^{(k+m)}\right] J_{k} . \tag{29}
\end{equation*}
$$

We assume that $G_{\mathcal{F}_{(k+1, k+m)}}$ is a full-column rank matrix.
2. The columns of $G_{\mathcal{F}_{(k+1, k+m)}}$ are in the space generated by the Krylov sequence

$$
\left\{g_{\mathcal{F}_{(k+1, k+m)}^{(k)}}^{( }, A_{\mathcal{F}_{(k+1, k+m)}, \mathcal{F}_{(k+1, k+m)}} g_{\mathcal{F}_{(k+1, k+m)}}^{(k)}, \ldots, A_{\mathcal{F}_{(k+1, k+m)}, \mathcal{F}_{(k+1, k+m)}}^{m-1} g_{\mathcal{F}_{(k+1, k+m)}}^{(k)}\right\} .
$$

3. Given the non-singular upper triangular $m \times m$ matrix $R_{\mathcal{F}_{(k+1, k+m)}}$ such that $R_{\mathcal{F}_{(k+1, k+m)}^{T}} R_{\mathcal{F}_{(k+1, k+m)}}=G_{\mathcal{F}_{(k+1, k+m)}^{T}} G_{\mathcal{F}_{(k+1, k+m)}}$ and the vector $r_{\mathcal{F}_{(k+1, k+m)}}$ as the solution of the linear system $R_{\mathcal{F}_{(k+1, k+m)}}^{T} r_{\mathcal{F}_{(k+1, k+m)}}=G_{\mathcal{F}_{(k+1, k+m)}}^{T} g_{\mathcal{F}_{(k+1, k+m)}}^{(k+m)}$, the eigenvalues of the tridiagonal matrix

$$
\begin{align*}
T_{\mathcal{F}_{(k+1, k+m)}} & =R_{\mathcal{F}_{(k+1, k+m)}}^{-T} G_{\mathcal{F}_{(k+1, k+m)}}^{T} A_{\mathcal{F}_{(k+1, k+m)}, \mathcal{F}_{(k+1, k+m)}} G_{\mathcal{F}_{(k+1, k+m)}} R_{\mathcal{F}_{(k+1, k+m)}}^{-1} \\
& =R_{\mathcal{F}_{(k+1, k+m)}}^{-T} G_{\mathcal{F}_{(k+1, k+m)}}^{T}\left[G_{\mathcal{F}_{(k+1, k+m)}}, g_{\mathcal{F}_{(k+1, k+m)}^{(k+m)}}\right] J_{k} R_{\mathcal{F}_{(k+1, k+m)}^{-1}}^{-1}  \tag{30}\\
& =\left[R_{\mathcal{F}_{(k+1, k+m)}}, r_{\mathcal{F}_{(k+1, k+m)}}\right] J_{k} R_{\mathcal{F}_{(k+1, k+m)}}^{-1}
\end{align*}
$$

can be considered approximations of $m$ eigenvalues of $A_{\mathcal{F}_{(k+1, k+m)}, \mathcal{F}_{(k+1, k+m)}}$.
As for $m=2$, the recurrence formula related to the case (b) differs from (29) for the presence of $A_{\mathcal{F}_{(k+1, k+m)}, \mathcal{B}_{k+1}} s_{\mathcal{B}_{k+1}}^{(k)}$. In Remark 4 we discuss how the approximation of the eigenvalues of $A_{\mathcal{F}_{(k+1, k+m)}, \mathcal{F}_{(k+1, k+m)}}$ depends on the contribution of this term.

### 3.2.1 Practical approximation of the eigenvalues of $\boldsymbol{A}_{\mathcal{F}_{(k+1, k+m)}, \mathcal{F}_{(k+1, k+m)}}$

In general, we can not ensure that for $m+1$ successive iterations the sets $\mathcal{F}_{k+j}$, $j=0,1, \ldots, m$ are all the same and hence, the matrix $T_{\mathcal{F}_{(k+1, k+m)}}$, whose eigenvalues are approximations of those of $A_{\mathcal{F}_{(k+1, k+m)}, \mathcal{F}_{(k+1, k+m)}}$, can not be simply written as in (30). Indeed, in view of (27), the matrix $T_{\mathcal{F}_{(k+1, k+m)}}$ has the following form

$$
\begin{align*}
T_{\mathcal{F}_{(k+1, k+m)}} & =R_{\mathcal{F}_{(k+1, k+m)}}^{-T} G_{\mathcal{F}_{(k+1, k+m)}}^{T} A_{\left.\mathcal{F}_{(k+1, k+m)}\right)} \mathcal{F}_{(k+1, k+m)} G_{\mathcal{F}_{(k+1, k+m)}} R_{\mathcal{F}_{(k+1, k+m)}}^{-1} \\
& =\left[\begin{array}{ll}
R_{\mathcal{F}_{(k+1, k+m)}}, & \left.r_{\mathcal{F}_{(k+1, k+m)}}\right] J R_{\mathcal{F}_{(k+1, k+m)}}^{-1}+E_{\mathcal{F}_{(k+1, k+m)}}
\end{array} .\right. \tag{31}
\end{align*}
$$

where

$$
\begin{aligned}
& E_{\mathcal{F}_{(k+1, k+m)}}=R_{\mathcal{F}_{(k+1, k+m)}}^{-T} G_{\mathcal{F}_{(k+1, k+m)}}^{T} \\
& \left(\left[A_{\mathcal{F}_{(k+1, k+m)}, \mathcal{B}_{k+1}} \frac{s_{B_{k+1}}^{(k)}}{\alpha_{k}}, \cdots, A_{\mathcal{F}_{(k+1, k+m)}, \mathcal{B}_{k+m}} \frac{s_{\mathcal{B}_{k+m}}^{(k+m-1)}}{\alpha_{k+m-1}}\right]+\right. \\
& \left.+\left[A_{\left.\mathcal{F}_{(k+1, k+m)}\right)} \overline{\mathcal{F}}_{(k+1, k+m)}^{k+1}, \begin{array}{cc}
s_{\bar{F}_{(k+1, k+m)}^{(k)}}^{\alpha_{k}}
\end{array}, \cdots, A_{\left.\mathcal{F}_{(k+1, k+m)}\right), \overline{\mathcal{F}}_{(k+1, k+m)}^{k+1}} \quad \begin{array}{c}
s_{\mathcal{F}_{(k+1, k+m)}^{(k+m-1)}}^{\alpha_{k+m-1}^{k+m}}
\end{array}\right]\right) \\
& R_{\mathcal{F}_{(k+1, k+m)}}^{-1}
\end{aligned}
$$

In practice, the computation of the matrix $E_{\mathcal{F}_{(k+1, k+m)}}$ is not affordable and, as a consequence, along the iterative procedure, it is only possible to approximate the eigenvalues of $T_{\mathcal{F}_{(k+1, k+m)}}$ and we now investigate how to achieve this goal. Two useful results are recalled.

Theorem 2 [37, Theorem 8.1.5] If $A$ and $A+E$ are $n \times n$ symmetric matrices then

$$
\lambda_{i}(A)+\lambda_{\min }(E) \leq \lambda_{i}(A+E) \leq \lambda_{i}(A)+\lambda_{\max }(E)
$$

for $i=1, \ldots, n$.
Corollary 1 [37, Corollay 8.1.6] If $A$ and $A+E$ are $n \times n$ symmetric matrices then

$$
\left|\lambda_{i}(A+E)-\lambda_{i}(A)\right| \leq\|E\|
$$

for $i=1, \ldots, n$.
Given the upper Hessenberg matrix

$$
\tilde{T}_{\mathcal{F}_{(k+1, k+m)}}=\left[\begin{array}{ll}
R_{\mathcal{F}_{(k+1, k+m)}}, & r_{\mathcal{F}_{(k+1, k+m)}} \tag{32}
\end{array}\right] J_{k} R_{\mathcal{F}_{(k+1, k+m)}}^{-1},
$$

the eigenvalues of $T_{\mathcal{F}_{(k+1, k+m)}}$ can be approximated by exploiting the following decomposition of $\tilde{T}_{\mathcal{F}_{(k+1, k+m)}}$

$$
\tilde{T}_{\mathcal{F}_{(k+1, k+m)}}=D_{\tilde{T}_{\mathcal{F}_{(k+1, k+m)}}}+L_{\tilde{T}_{\mathcal{F}_{(k+1, k+m)}}}+U_{\tilde{T}_{\left.\mathcal{F}_{(k+1, k+m)}\right)}}
$$

where $D_{\tilde{T}_{\mathcal{F}_{(k+1, k+m)}}}, L_{\tilde{T}_{F_{(k+1, k+m)}}}$ and $U_{\tilde{T}_{\mathcal{F}_{(k+1, k+m)}}}$ are the diagonal component, the strictly lower triangular component and the strictly upper triangular component of $\tilde{T}_{\mathcal{F}_{(k+1, k+m)}}$, respectively. In view of this decomposition, the matrix $T_{\mathcal{F}_{(k+1, k+m)}}$ can be written as

$$
\begin{aligned}
T_{\mathcal{F}_{(k+1, k+m)}}= & \tilde{T}_{\tilde{T}_{(k+1, k+m)}}+L_{\tilde{T}_{\mathcal{F}_{(k+1, k+m)}}}+U_{\tilde{T}_{\mathcal{F}_{(k+1, k+m)}}}+ \\
& +L_{\tilde{T}_{\mathcal{F}_{(k+1, k+m)}}}^{T}-L_{\tilde{T}_{\mathcal{F}_{(k+1, k+m)}}}^{T}+E_{\mathcal{F}_{(k+1, k+m)}}
\end{aligned}
$$

By setting

$$
\begin{align*}
& \hat{T}_{\mathcal{F}_{(k+1, k+m)}}=D_{\tilde{T}_{\mathcal{F}_{(k+1, k+m)}}}+L_{\tilde{T}_{\tilde{F}_{(k+1, k+m)}}}+L_{\tilde{T}_{\tilde{F}_{(k+1, k+m)}}}^{T}, \\
& \hat{E}_{\mathcal{F}_{(k+1, k+m)}}=L_{\tilde{T}_{\tilde{F}_{(k+1, k+m)}}^{T}}-U_{\tilde{T}_{\mathcal{F}_{(k+1, k+m)}}}-E_{\mathcal{F}_{(k+1, k+m)}} \tag{33}
\end{align*}
$$

we can write

$$
\begin{equation*}
\hat{T}_{\mathcal{F}_{(k+1, k+m)}}=T_{\mathcal{F}_{(k+1, k+m)}}+\hat{E}_{\mathcal{F}_{(k+1, k+m)}} \tag{34}
\end{equation*}
$$

Since by definition the matrices $T_{\mathcal{F}_{(k+1, k+m)}}$ and $\hat{T}_{\mathcal{F}_{(k+1, k+m)}}$ are symmetric, $\hat{E}_{\mathcal{F}_{(k+1, k+m)}}$ is also symmetric and we can apply Theorem 2 and Corollary 1 to (34). In particular, we obtain that

$$
\lambda_{i}\left(T_{\mathcal{F}_{(k+1, k+m)}}\right)+\lambda_{\min }\left(\hat{E}_{\mathcal{F}_{(k+1, k+m)}}\right) \leq \lambda_{i}\left(\hat{T}_{\mathcal{F}_{(k+1, k+m)}}\right) \leq \lambda_{i}\left(T_{\left.\mathcal{F}_{(k+1, k+m)}\right)}\right)+\lambda_{\max }\left(\hat{E}_{\mathcal{F}_{(k+1, k+m)}}\right)
$$

Then the computation of the eigenvalues of $\hat{T}_{\mathcal{F}_{(k+1, k+m)}}$ instead of the ones of $T_{\mathcal{F}_{(k+1, k+m)}}$ provides an error bounded as follows

$$
\left|\lambda_{i}\left(\hat{T}_{\mathcal{F}_{(k+1, k+m)}}\right)-\lambda_{i}\left(T_{\left.\mathcal{F}_{(k+1, k+m)}\right)}\right)\right| \leq\left\|\hat{E}_{\mathcal{F}_{(k+1, k+m)}}\right\|
$$

In more detail, the following inequalities hold

$$
\begin{aligned}
& \left\|\hat{E}_{\mathcal{F}_{(k+1, k+m)}}\right\| \leq\left\|L_{\tilde{T}_{\mathcal{F}_{(k+1, k+m)}}^{T}}-U_{\tilde{T}_{\mathcal{F}_{(k+1, k+m)}}}\right\|+ \\
& +\left\|R_{\mathcal{F}_{(k+1, k+m)}^{-T}}^{T} G_{\mathcal{F}_{(k+1, k+m)}}^{T}\right\| \|\left[A_{\mathcal{F}_{(k+1, k+m)}, \mathcal{B}_{k+1}} \frac{s_{k+1}^{(k)}}{\alpha_{k}}, \cdots, A_{\mathcal{F}_{(k+1, k+m)}, \mathcal{B}_{k+m}} \frac{s_{B_{k+m}}^{(k+m-1)}}{\alpha_{k+m-1}}\right]+
\end{aligned}
$$

Since $\left\|R_{\mathcal{F}_{(k+1, k+m)}}^{-T} G_{\mathcal{F}_{(k+1, k+m)}}^{T}\right\|=1$, we can rewrite

$$
\begin{aligned}
& \left\|\hat{E}_{\mathcal{F}_{(k+1, k+m)}}\right\|_{2} \leq\left\|L_{\tilde{T}_{\tilde{F}_{(k+1, k+m)}}^{T}}-U_{\tilde{T}_{F_{(k+1, k+m)}}}\right\|_{2}+ \\
& +\| \frac{1}{\alpha_{k}} A_{\mathcal{F}_{(k+1, k+m)}, \mathcal{B}_{k+1} \overline{\mathcal{F}}}^{(k+1, k+m)} s_{\mathcal{B}_{k+1} \cup \overline{\mathcal{F}}_{(k+1, k+m)}^{k+1}}^{(k)}, \ldots,
\end{aligned}
$$

$$
\begin{aligned}
& \leq\left\|L_{\tilde{T}_{\tilde{F}_{(k+1, k+m)}}^{T}}-U_{\tilde{T}_{F_{(k+1, k+m)}}}\right\|+
\end{aligned}
$$

$$
\begin{aligned}
& \cdot\left\|R_{\mathcal{F}_{(k+1, k+m)}}^{-1}\right\| .
\end{aligned}
$$

We observe that

$$
\begin{aligned}
& \left\|A_{\mathcal{F}_{(k+1, k+m)}, \mathcal{B}_{k+1} \cup \overline{\mathcal{F}}_{(k+1, k+m)}^{k+1}}, \ldots, A_{\mathcal{F}_{(k+1, k+m)}, \mathcal{B}_{k+m} \cup \overline{\mathcal{F}}_{(k+1, k+m)}^{k+m}}\right\| \\
& \quad \leq \sqrt{\sharp \mathcal{F}_{(k+1, k+m)}}\left\|A_{\mathcal{F}_{(k+1, k+m)}, \mathcal{B}_{k+1} \cup \overline{\mathcal{F}}_{(k+1, k+m)}^{k+1}, \cdots, A_{\mathcal{F}_{(k+1, k+m)}, \mathcal{K}_{k+m}} \overline{\mathcal{F}}_{(k+1, k+m)}^{k+m}}\right\|_{\infty} \\
& \quad=\sqrt{\sharp \mathcal{F}_{(k+1, k+m)}} \max _{j=1, \ldots, m}\left\|A_{\mathcal{F}_{(k+1, k+m)}, \mathcal{B}_{k+j} \cup \overline{\mathcal{F}}_{(k+1, k+m)}^{k+m}}\right\|_{\infty} \leq \sqrt{\sharp \mathcal{F}_{(k+1, k+m)}}\|A\|_{\infty}
\end{aligned}
$$

Then, by recalling that for a generic matrix $B$ we have $\|B\| \leq\|B\|_{F}$, we can write

$$
\begin{aligned}
& \left\|\hat{E}_{\mathcal{F}_{(k+1, k+m)}}\right\| \leq\left\|L_{\tilde{T}_{F_{(k+1, k+m)}}^{T}}-U_{\tilde{T}_{\mathcal{F}_{(k+1, k+m)}}}\right\|_{F}+
\end{aligned}
$$

$$
\begin{align*}
& \leq\left\|L_{\tilde{T}_{\tilde{F}_{(k+1, k+m)}}^{T}}-U_{\tilde{T}_{\mathcal{F}_{(k+1, k+m)}}}\right\|_{F}+  \tag{35}\\
& +\frac{1}{\alpha_{k, k+m-1}}\left\|R_{\mathcal{F}_{(k+1, k+m)}^{-1}}\right\| \sqrt{\sharp \mathcal{F}_{(k+1, k+m)}}\|A\|_{\infty}\left\|w^{(k)}\right\|
\end{align*}
$$

where $\alpha_{k, k+m-1}=\min _{i=k, \ldots, k+m-1} \alpha_{i}$ and $w^{(k)}$ is the vector

$$
\left(\begin{array}{lll}
s_{\mathcal{B}_{k+1} \cup \overline{\mathcal{F}}_{(k+1, k+m)}^{k+1}}^{(k)}, \cdots, s_{\mathcal{B}_{k+m} \cup \overline{\mathcal{F}}_{(k+1, k+m)}^{k+m}}^{(k+m-1)} \tag{36}
\end{array}\right)^{T}
$$

From the last inequalities, we can conclude that if $\left\|L_{\tilde{T}_{F_{(k+1, k+m)}}^{T}}-U_{\tilde{T}_{\mathcal{F}_{(k+1, k+m)}}}\right\|_{F}$ and $\left\|w^{(k)}\right\|$ are small, then the eigenvalues of $\hat{T}_{\mathcal{F}_{(k+1, k+m)}}$ can be used as approximations of the eigenvalues of $T_{\mathcal{F}_{(k+1, k+m)}}$.

Remark 4 We also stress that in the case (c) of Remark 3, $\hat{E}_{\mathcal{F}_{(k+1, k+m)}}=0$. Furthermore, in the case (b) of Remark 3, $s_{\overline{\mathcal{F}}_{(k+1, k+m)}^{(k+j-1)}}^{(k+j)}=0, j=1, \ldots, m, s_{\mathcal{B}_{k+j}}^{(k+j-1)}=0, j=2, \ldots, m$, and only the subvector $s_{\mathcal{B}_{k+1}}^{(k)}$ can be different from zero. Then we can control the maximum error performed by computing the eigenvalues of $\hat{T}_{\mathcal{F}_{(k+1, k+m)}}$ instead of the eigenvalues of $T_{\mathcal{F}_{(k+1, k+m)}}$; indeed, given $\epsilon>0$, if $\epsilon>\phi_{k} \equiv\left\|L_{\tilde{T}_{\mathcal{F}_{(k+1, k+m)}}^{T}}-U_{\tilde{T}_{\mathcal{F}_{(k+1, k+m)}}}\right\|_{F}$ and $\delta$ is an estimate of $\|A\|_{\infty}$, then, this error is at most equal to $\epsilon$ if

$$
\frac{1}{\alpha_{k}}\left\|s_{\mathcal{B}_{k+1}}^{(k)}\right\| \leq \frac{\epsilon-\phi_{k}}{\delta \sqrt{\sharp \mathcal{F}_{(k+1, k+m)}}\left\|R_{\mathcal{F}_{(k+1, k+m)}}^{-1}\right\|} .
$$

To summarize, a generalized LM steplength selection rule for the GP scheme (2)-(3) is fruitful when both the active set and the inactive set related to $m+1$ successive iterates are fixed. As stated in [10, 12], this situation certainly occurs when $k$ is sufficiently large to guarantee that the scheme generates iterates whose active components are all and the only active components at the solution. If this is not the case, the above error estimate can be exploited to decide when the generalized LM steplength rule is convenient within the GP scheme.

### 3.3 Possible implementations of the generalized LM steplength strategy

This section is devoted to explain how to exploit in practice the considerations drawn in the previous section. Essentially, instead of collecting all the components of the gradient vectors and calculating the eigenvalues of (13) as in the orginal LM scheme for the unconstrained case, our implementation of the LM steplength rule for the constrained case is based on the collection of $m$ past gradient vectors restricted to the set of indices $\mathcal{F}_{(k+1, k+m)}$, as in (28), and then on the computation of the eigenvalues of the matrix $\hat{T}_{\mathcal{F}_{(k+1, k+m)}}$, defined in (33). However, as detailed before, the validity of (29) is not ensured at the beginning of the iterative process; hence the
eigenvalues of the matrix $\hat{T}_{\mathcal{F}_{(k+1, k+m)}}$ could not be good estimations of the eigenvalues of the matrix $T_{\mathcal{F}_{(k+1, k+m)}}$ in (31) which instead approximate those of the matrix $A_{\mathcal{F}_{(k+1, k+m)}, \mathcal{F}_{(k+1, k+m)}}$. For this reason, we propose to interrupt a sweep and to restart the collection of new restricted gradient vectors when some convenient conditions are not satisfied, by developing a technique which adaptively controls the length $\tilde{m}$ of the sweep, up to the given maximum value $m$. More in detail, we consider two different conditions which allow to arrest a sweep: the second one is stronger than the first one, but it requires a few more computations.
(i) In the first case, given a sweep starting from the iteration $k$, if there exists an index $j$, from $k+1$ to at most $k+m$, such that

$$
\begin{equation*}
\mathcal{F}_{j} \nsubseteq \mathrm{O}_{s=1}^{j-k} \mathcal{F}_{k+s} \tag{37}
\end{equation*}
$$

the sweep is stopped and all the already stored restricted gradient vectors are removed from the stack. The next steplength is selected in according to rule (18), as if $\tilde{m}=1$. If instead

$$
\begin{equation*}
\mathcal{F}_{j} \subseteq \mathrm{O}_{s=1}^{j-k} \mathcal{F}_{k+s}, \quad j=k+1, \ldots, k+\tilde{m} \tag{38}
\end{equation*}
$$

with $\tilde{m} \leq m$, i.e., $\mathcal{F}_{k+\tilde{m}} \subseteq \mathcal{F}_{k+\tilde{m}-1} \subseteq \cdots \subseteq \mathcal{F}_{k+1}$, then we compute the eigenvalues of the matrix $\hat{T}_{\mathcal{F}_{(k+1, k+\pi \bar{m})}}$ and we employ them as the reciprocals of the steplength values for the next $\tilde{m}$ iterations. If conditions (38) are satisfied, then it is true that, at the end of a sweep of $\tilde{m}$ steps, $\mathcal{F}_{k+\tilde{m}}=\cap_{s=k+1}^{k+\tilde{m}} \mathcal{F}_{s}$, namely the condition of the case (a) of Remark 3 is guaranteed. Moreover, the requirements in (38) imply that $\mathcal{B}_{k+1} \subseteq \mathcal{B}_{k+2} \subseteq \cdots \subseteq \mathcal{B}_{k+\tilde{m}}$. If, in addition, these sets are consistent, then the subvectors $s_{\mathcal{B}_{k+j}}^{(k+j)}$ of $s_{\mathcal{B}_{k+j+1}}^{(k+j)}$ are null for $j=1, \ldots, m-1$.
(ii) In the second case, given a sweep starting from the iteration $k$, the sweep is stopped and all the already stored restricted gradient vectors are removed from the stack if there exists an index $j$, from $k+1$ to at most $k+m$, such that either (37) holds or

$$
\begin{equation*}
\sqrt{\sum_{i=1}^{j-k}\left\|\frac{s_{\mathcal{B}_{k+i} \mathcal{U}}^{(k+i-1)} \overline{\mathcal{F}}_{(k+1, k+i)}}{\alpha_{k+i-1}}\right\|^{2}}>\omega \sqrt{\sum_{i=1}^{j-k}\left\|\frac{s^{(k+i-1)}}{\alpha_{k+i-1}}\right\|^{2}} \tag{39}
\end{equation*}
$$

where $\omega$ is a positive prefixed tolerance. In this case, the next steplength is selected in according to rule (18) when $\left\|s_{B_{k+1}}^{(k)}\right\| \leq \omega\left\|s^{(k)}\right\|$, otherwise by
employing the standard BB1 rule. If instead, conditions (38) are fulfilled and, moreover, for any $j=k+1, \ldots, k+\tilde{m}$,

$$
\begin{equation*}
\sqrt{\sum_{i=1}^{j-k} \| \frac{s^{(k+i-1)}}{\mathcal{B}_{k+i} \cup \overline{\mathcal{F}}_{(k+1, k+i)}^{k+i}}}{\alpha_{k+i-1}}_{\|^{2}}^{2} \leq \omega \sqrt{\sum_{i=1}^{j-k}\left\|\frac{s^{(k+i-1)}}{\alpha_{k+i-1}}\right\|^{2}} \tag{40}
\end{equation*}
$$

we exploit the inverses of the eigenvalues of the matrix $\hat{T}_{\mathcal{F}_{(k+1, k+k)}}$ as steplengths for the next $\tilde{m}$ iterations. Inequality (40) controls that the norm of the vector $w^{(k)}$ defined in (36) does not become too large along the sweep.
Both conditions (i) and (ii) try to reduce the error made in computing the eigenvalues of $\hat{T}_{\mathcal{F}_{(k+1, k+\tilde{m})}}$ instead of the ones of $T_{\mathcal{F}_{(k+1, k+\dot{m})}}$, i.e., to recover the recurrence formula (29) which ensures the correct generalization of the LM steplength rule restricted to the set of indices $\mathcal{F}_{(k+1, k+\tilde{m})}$. In the following, we refer to LMGP1 and LMGP2 as the GP method along the arc (2)-(3) equipped with the generalized LM steplength rule implemented by means of the criteria (i) and (ii), respectively.

We point out that, even if the analysis reported so far has been developed for quadratic objective function, the procedure described in this section to implement generalized LM steplength strategies can be employed in the non-quadratic case also. In this case, the Hessian matrix of the objective function changes along the iterative process; however, the technique described above to approximate the eigenvalues of $A_{\mathcal{F}_{(k+1, k+m)}, \mathcal{F}_{(k+1, k+m)}}$ can be employed to capture at each iteration the spectrum of the submatrix (whose rows and columns are indexed in $\mathcal{F}_{(k+1, k+m)}$ ) of a proper average matrix depending on the Hessian matrix.

## 4 A novel hybrid steplength selection rule

The previous section highlights that a LM steplength selection rule for the GP methods in the framework of box-constrained optimization can be effective when the active set corresponding to the nondegenerate stationary point has been well approximated or, at least, when the indices corresponding to both the active and the inactive components are fixed for a sufficient number of iterations. Driven by this analysis, in this section we propose a novel hybrid steplength strategy aimed at employing a LM technique only when it is really fruitful. We report in Algorithm 1 the realization of this hybrid rule within the general GP method along the arc for box-constrained optimization problems.

Some observations may be useful to explain the statements of Algorithm 1.

- With Steps 1-3, a new iterate is updated according to the GP scheme along the arc (2)-(3). Moreover, the indices related to the inactive components of $x^{(k+1)}$ are stored in $\mathcal{F}_{k+1}$.
- The Step 4 is devoted to check that both the active and the inactive components of two successive iterates correspond. In this case we collect the gradient vector $g^{(k)}$ restricted to the set $\mathcal{F}_{k+1}$ and the reciprocal of the steplength $\alpha_{k}$ employed to update $x^{(k+1)}$. The counter $L$ allows to control if the conditions on the active and inactive components are valid for $m$ successive iterations. If the corresponding inactive sets are not equal or the corresponding active sets are not consistent for a couple of successive iterates, we remove from the stack the already collected restricted gradient vectors and the reciprocals of the steplengths.
- The update of the steplength is made in STEP 5. In particular, if the conditions of STEP 4 are not verified for $m$ successive iterations, the steplength is computed by means of a proper alternation of the Barzilai-Borwein rules proposed in [25] to account for the box constraints, switching between $\alpha_{k+1}^{\mathrm{BB} 1}$ and $\alpha_{k+1}^{\mathrm{BOX}-\mathrm{BB} 2}$ defined in (5) and (9), respectively, in accordance with the following criterion:

$$
\alpha_{k+1}^{\mathrm{BOX}^{\mathrm{ABB}}{ }_{\text {min }}}=\left\{\begin{array}{ll}
\min \left\{\alpha_{j}^{\mathrm{BOX}-\mathrm{BB} 2}: j=\max \left\{1, k+1-m_{a}\right\}, \ldots, k+1\right\} & \text { if } \frac{\alpha_{k+1}^{\mathrm{BOX}-\mathrm{BB} 2}}{\alpha_{k+1}^{\mathrm{BB1}}}<\tau_{k+1},  \tag{41}\\
\alpha_{k+1}^{\mathrm{BB} 1} & \text { otherwise },
\end{array},\right.
$$

where $\tau_{k+1}$ is updated as in [38]

$$
\tau_{k+1}= \begin{cases}\tau_{k} / \zeta & \text { if } \frac{\alpha_{k}^{\mathrm{Box}-\mathrm{BB} 2}}{\alpha_{k}^{\mathrm{BBI}}}<\tau_{k},  \tag{42}\\ \tau_{k} \cdot \zeta & \text { otherwise },\end{cases}
$$

with $\zeta>1$. When this updating rule comes into play after a sequence of LM iterations, the selection for $\alpha_{k+1}^{\mathrm{BOX}-\mathrm{ABB}_{\text {min }}}$ is performed between $\alpha_{k+1}^{\mathrm{BB1}}$ and $\alpha_{k+1}^{\mathrm{BOX}-\mathrm{BB} 2}$, restarting from scratch the alternation.

If instead, $\mathcal{F}_{k}=\cdots=\mathcal{F}_{k+m}$ and the corresponding $\mathcal{B}_{k}=\cdots=\mathcal{B}_{k+m}$ are consistent, then a LM steplength selection rule can be employed to select the steplength in the next (at most) $m$ iterations. Indeed in this case the original LM steplength rule proposed in [18] can be recovered with respect to the indices in the set $\mathcal{F}_{(k+1, k+m)}$ (as explained in Section 3) and the eigenvalues of the matrix $T_{\mathcal{F}_{(k+1, k+m)}}$ defined in (30) approximate $m$ eigenvalues of the Hessian submatrix restricted to the intersection of rows and columns with indices in $\mathcal{F}_{(k+1, k+m)}$.

From now on we refer to Algorithm 1 as Hyb-LMGP.

```
Algorithm 1 Hybrid limited memory GP method along the arc
```

Choose $0<s_{\text {min }}<s_{\text {max }}, s_{\text {min }}<\alpha_{0}<s_{\text {max }}, 0<\sigma, \beta<1, M \geq 1, m_{a} \geq 1, \tau>0$ and $m \geq 1$. Set $\mathcal{F}_{0}=\left\{i: \ell_{i}<x_{i}^{(0)}<u_{i}\right\}, L=0$ and $v=\left[1 / \alpha_{0}\right]$.

For $k=0,1,2, \ldots$ UNTIL convergence
While $v \neq \emptyset$
STEP 1. Set $\alpha_{k}$ as the reciprocal of the last element in $v$ and
$x^{+}=P_{\Omega}\left(x^{(k)}-\alpha_{k} g^{(k)}\right)$
Step 2. If

$$
\max _{0 \leq j \leq \min \{k, M-1\}} f\left(x^{(k-j)}\right)-f\left(x^{+}\right)<\sigma g^{(k)^{T}}\left(x^{(k)}-x^{+}\right)
$$

go to Step 3.
Else set

$$
\alpha_{k}=\beta \alpha_{k}
$$

update the last element of $v$ with $1 / \alpha_{k}$ and go to Step 1.
STEP 3. Set $x^{(k+1)}=x^{+}$and $\mathcal{F}_{k+1}=\left\{i: \ell_{i}<x_{i}^{(k+1)}<u_{i}\right\}$.
STEP 4. If $\mathcal{F}_{k}=\mathcal{F}_{k+1}$ and $\mathcal{B}_{k}, \mathcal{B}_{k+1}$ are consistent,
$-\operatorname{collect} g_{\mathcal{F}_{k+1}}^{(k)}$ and $1 / \alpha_{k}$,

- increase $L=L+1$
else
- remove from the stack the gradient vectors and the reciprocals of the collected steplengths
- set $L=0$


## End While

Step 5. If $L<m$,

- compute $\alpha_{k+1}$ as $\alpha_{k+1}^{\mathrm{BOX}^{\mathrm{BO}} \mathrm{ABB}_{\text {min }}}$ in (41).
else
- employ a LM steplength selection rule based on

$$
G_{\mathcal{F}_{(k+1, k+m)}}=\left[g_{\mathcal{F}_{(k+1, k+m)}}^{(k)} \cdots g_{\mathcal{F}_{(k+1, k+m)}}^{(k+m-1)}\right]
$$

and the eigenvalues of

$$
T_{\mathcal{F}_{(k+1, k+m)}}=\left[R_{\mathcal{F}_{(k+1, k+m)}} r_{\mathcal{F}_{(k+1, k+m)}}\right] J_{k} R_{\mathcal{F}_{(k+1, k+m)}}^{-1}
$$

to compute up to $m$ values to assign to $1 / \alpha_{j}, j=k+1, \ldots, k+m$

- Store these values in $v$ in ascending order.

Go to Step 1.

Finally we remark that, instead of considering all the $m$ eigenvalues of $T_{\mathcal{F}_{(k+1, k+m)}}$ to set the next $m$ steplength as in the standard LM steplength rule, we also take into account the possibility of properly exploiting only one of them as suggested in [21, Algorithm 1] and, as a consequence, of selecting only the value for $\alpha_{k+1}$. These technique, called MLM and developed in [21] for unconstrained optimization problems, is still based on the recurrence formula (12); hence, a possible generalization to the box-constrained framework is really effective if this recurrence formula can be rewritten with respect to the set $\mathcal{F}_{(k+1, k+m)}$ as in (29). For this reason, in the hybrid scheme, we can apply the MLM approach only when $L=m$. Hereafter, we denote by Hyb-MLMGP the Algorithm 1 in which at the Step 5 (case $L=m$ ) the MLM steplength strategy is applied instead of the LM one.

In order to clarify the behaviour of Hyb-LMGP, we consider three very small quadratic problems subject to lower bounds. These problems are the corresponding versions for $n=100$ of test problems QP1, QP2 and QP3 examined in Section 5.1; for each problem, the number $n_{\text {act }}$ of active constraints at the solution is about $0.8 n$ and the eigenvalue distribution of the positive definite Hessian of the objective function is prefixed. The condition number of $A$ is approximately equal to $10^{3}$. Figures 1, 2 and 3 show the spectral behaviours of both the Hyb-LMGP method and a GP scheme, for the three problems. In particular, we considered the GP iteration (2)-(3) where the steplength is updated by means of the alternating BB strategy reported at Step 5 of Algorithm 1 with $\tau$ defined as in (42). We refer to this latter approach as ABBGP. Each figure plots, at any iteration $k$, the inverse of the current steplength, $1 / \alpha_{k}$, within the distribution of the eigenvalues of the current Hessian sub-matrix $A\left(x^{(k)}\right)$, given by the intersection of the rows and columns corresponding to the entries of $x^{(k)}$ strictly greater than the lower bounds. For any fixed $k, k \geq 1$, the black dots are the eigenvalues of $A\left(x^{(k)}\right)$ and the symbol ' $\times$ ' is $1 / \alpha_{k}$; the red lines represent the minimum and the maximum eigenvalues of $A\left(x^{(k)}\right)$ whereas the green lines are at the minimum and the maximum eigenvalues of $A$. The blue circles at the right of any plot are the eigenvalues of the restricted Hessian at the solution, i.e., $A\left(x^{*}\right)$, and the red circles are the maximum and the minimum bounds for the spectrum of this sub-matrix. In all the cases, we fix


Fig. 1 Test problem QP1 with $n=100$ and $n_{\text {act }}=80$ : spectral behaviour of ABBGP and Hyb-LMGP methods (left and right panels respectively); here $m=3$


Fig. 2 Test problem QP2 with $n=100$ and $n_{\text {act }}=80$ : spectral behaviour of ABBGP and Hyb-LMGP methods (left and right panels respectively); here $m=3$


Fig. 3 Test problem QP3 with $n=100$ and $n_{\text {act }}=76$ : spectral behaviour of ABBGP and Hyb-LMGP methods (left and right panels respectively); here $m=3$
$m=3$ in Hyb-LMGP method. Furthermore, the symbol ' $\times$ ' in magenta indicates that the current steplength is defined by the generalized Ritz procedure while a blue symbol denotes the use of a BB rule. In Figs. 1 and 3, the Hyb-LMGP method exhibits the same behaviour of ABBGP up to the iteration $\bar{k}$ in which the indices of the inactive components are fixed; next, we observe that after the collections of three gradient at iterations $\bar{k}, \bar{k}+1, \bar{k}+2(m=3)$, the Ritz procedure can start, enabling to determine values for the steplength which cyclically sweep the spectrum of the submatrix and lead to a faster convergence than that obtained with ABBGP. The switching within the two strategies of the hybrid method arises earlier in QP3 with respect to QP1, due to the faster identification of the active constraints. The behaviour of Hyb-LMGP is different for problem QP2. Indeed, in this case, we observe that the switching between the two strategies occurs several times; after the first iterations, there are several cycles of iterations where the indices of inactive entries of the current iterate are fixed, enabling the Ritz procedure to start; nevertheless, when the scenario changes, i.e., the indices of the inactive entries change, the ABBGP method is restarted from scratch; in the last iterations, the method behaves as for QP1 and QP3.

## 5 Numerical experiments

This section is devoted to the analysis of the numerical performance of the GP method (2)-(3) equipped with both the generalized LM steplength strategies suggested in Sect. 3.3 and the hybrid techniques proposed in Sect. 4. The resulting algorithms LMGP1, LMGP2, Hyb-LMGP and Hyb-MLMGP will be compared with different state-of-the-art GP methods.In the quadratic case, they will be further compared with the active-set method proposed in [33]. The numerical experiments of Sects. 5.1 and 5.2 were carried out on a workstation equipped with Intel Xeon Quad Core E5620 processor at 2.40 GHz and 18 GB of RAM, in the MATLAB R2019a environment, while those reported in Sect. 5.3 were obtained on an Intel Core i7-10510U processor at 1.80 GHz and 16 GB of RAM, in the MATLAB R2020a environment.

### 5.1 Quadratic test problems

In this subsection, we study the numerical behaviour of the proposed strategies on randomly generated quadratic test problems subject to lower bounds, in which the solution, the number $n_{a c t}$ of active constraints at the solution and the eigenvalues distribution of the dense symmetric positive definite Hessian of the objective function is prefixed. For these experiments, we built three test problems of size $n=10000$, having the following features:

- QP1: the eigenvalues of the Hessian matrix are generated by using the Matlab function logspace( $1, l e 4, n$ ), i.e., they are logarithmically distributed bewtween 1 and $10^{4}$;
- QP2: the eigenvalues of the restricted Hessian matrix at the solution are logarithmically distributed bewtween 10 and $10^{4}$ i.e., they are generated using the Matlab function logspace, while $\lambda_{\text {min }}(A) \approx 10^{-4}, \lambda_{\max }(A) \approx 10^{9}$;
- QP3: the eigenvalues of the Hessian matrix are given by $10^{4 \frac{i-1}{n-1}}, i=1, \ldots, n$, as in [31].

We compared LMGP1, LMGP2, Hyb-LMGP and Hyb-MLMGP with the GP scheme described in Algorithm 2.1 of [39], here referred to as BB1GP, and with the above mentioned ABBGP method (see the previous section). In order to evaluate the hybrid strategy, we selected quadratic problems in which the ABBGP strategy, while being more efficient than BB1GP, employs a significant number of iterations. All the compared algorithms employed the non-monotone version of Armijo line search with $M=10, \beta=0.4, \sigma=10^{-4}$. The initial steplength was set as $s_{0}=\frac{g^{(0) T} g^{(0)}}{g^{(0)^{T}} A g^{(0)}}$; furthermore, for LMGP2 we set $\omega=0.1$, and for Hyb-LMGP, Hyb-MLMGP we set $\tau_{1}=0.5, m_{a}=2$ and $\zeta=1.1$. The methods were stopped when $\left\|x^{(k+1)}-x^{(k)}\right\| \leq 10^{-8}$ or the maximum number of 10000 iterations occurred. Number of iterations (It.), execution time (Time), number of backtracking steps (Backtr.) and absolute error on the objective function $\left|f\left(x^{(k)}\right)-f\left(x^{*}\right)\right|$ obtained by the considered methods on

Table 1 QP1

|  | It. | Time (s) | Backtr. | $\left\|f\left(x^{(k)}\right)-f\left(x^{*}\right)\right\|$ |
| :---: | :---: | :---: | :---: | :---: |
| $n_{\text {act }}=0.2 n$ |  |  |  |  |
| BB1GP | 3341 | 227.80 | 1210 | $1.19 \mathrm{e}-07$ |
| ABBGP | 1431 | 77.32 | 92 | $8.05 \mathrm{e}-07$ |
| LMGP1 $(m=3)$ | 2036 | 121.42 | 433 | $8.05 \mathrm{e}-07$ |
| LMGP1 $(m=5)$ | 1916 | 100.61 | 306 | $1.07 \mathrm{e}-06$ |
| LMGP2 $(m=3)$ | 2353 | 133.79 | 643 | $6.85 \mathrm{e}-07$ |
| LMGP2 $(m=5)$ | 2498 | 138.22 | 596 | $2.65 \mathrm{e}-06$ |
| Hyb-LMGP ( $m=3$ ) | 1356 (46) | 69.04 | 77 | $3.58 \mathrm{e}-07$ |
| Hyb-LMGP ( $m=5$ ) | 1513 (24) | 79.24 | 85 | $9.83 \mathrm{e}-07$ |
| Hyb-MLMGP ( $m=3$ ) | 1394 (109) | 75.18 | 103 | $3.87 \mathrm{e}-07$ |
| Hyb-MLMGP ( $m=5$ ) | 1389 (63) | 78.89 | 104 | $1.79 \mathrm{e}-07$ |
| $n_{\text {act }}=0.5 n$ |  |  |  |  |
| BB1GP | 1196 | 72.94 | 364 | $1.49 \mathrm{e}-08$ |
| ABBGP | 704 | 36.21 | 29 | $2.98 \mathrm{e}-08$ |
| LMGP1 $(m=3)$ | 1025 | 57.24 | 167 | $1.49 \mathrm{e}-08$ |
| LMGP1 $(m=3)$ | 1013 | 51.38 | 155 | $1.49 \mathrm{e}-08$ |
| LMGP2 $(m=3)$ | 1258 | 72.60 | 338 | $1.49 \mathrm{e}-08$ |
| LMGP2 ( $m=5$ ) | 1146 | 67.85 | 316 | $4.47 \mathrm{e}-08$ |
| Hyb-LMGP ( $m=3$ ) | 697 (9) | 35.76 | 30 | $1.49 \mathrm{e}-08$ |
| Hyb-LMGP ( $m=5$ ) | 719 (4) | 37.1712 | 35 | $4.47 \mathrm{e}-08$ |
| Hyb-MLMGP ( $m=3$ ) | 700 (22) | 37.72 | 33 | $2.98 \mathrm{e}-08$ |
| Hyb-MLMGP ( $m=5$ ) | 742 (20) | 40.18 | 84 | $1.49 \mathrm{e}-08$ |
| $n_{\text {act }}=0.8 n$ |  |  |  |  |
| BB1GP | 233 | 13.17 | 40 | $3.73 \mathrm{e}-09$ |
| ABBGP | 201 | 9.08 | 1 | $3.73 \mathrm{e}-09$ |
| LMGP1 $(m=3)$ | 281 | 15.24 | 48 | $3.73 \mathrm{e}-09$ |
| LMGP1 $(m=5)$ | 279 | 14.46 | 43 | $3.73 \mathrm{e}-09$ |
| LMGP2 $(m=3)$ | 333 | 18.95 | 71 | $3.73 \mathrm{e}-09$ |
| LMGP2 $(m=5)$ | 335 | 19.37 | 71 | $3.73 \mathrm{e}-09$ |
| Hyb-LMGP ( $m=3$ ) | 201 (3) | 9.85 | 1 | $3.73 \mathrm{e}-09$ |
| Hyb-LMGP ( $m=5$ ) | 203 (2) | 9.15 | 1 | $3.73 \mathrm{e}-09$ |
| Hyb-MLMGP ( $m=3$ ) | 204 (4) | 9.63 | 1 | $3.73 \mathrm{e}-09$ |
| Hyb-MLMGP ( $m=5$ ) | 206 (7) | 10.32 | 4 | $3.73 \mathrm{e}-09$ |

each test problems are shown in Tables 1, 2 and 3. We observe that for all the schemes, the number of matrix-vector products actually corresponds to the total number of gradient evaluations performed, and it can be deduced from tables by summing iteration numbers and number of backtracking steps. Moreover, in view of the small value of $m$, the computational cost of matrix-vector products involved in the Ritz procedure is negligible with respect to the matrix-vector products of type $A x$. For LMGP1, LMGP2, Hyb-LMGP and Hyb-MLMGP the results for $m=3,5$

Table 2 QP2

|  | It. | Time (s) | Backtr. | $\left\|f\left(x^{(k)}\right)-f\left(x^{*}\right)\right\|$ |
| :---: | :---: | :---: | :---: | :---: |
| $n_{\text {act }}=0.2 n$ |  |  |  |  |
| BB1GP | 446 | 28.30 | 129 | 1.69-08 |
| ABBGP | 474 | 26.37 | 41 | $8.85 \mathrm{e}-09$ |
| LMGP1 ( $m=3$ ) | 557 | 36.28 | 164 | $3.44 \mathrm{e}-07$ |
| LMGP1 $(m=5)$ | 725 | 52.93 | 370 | 1.82e-08 |
| LMGP2 $(m=3)$ | 528 | 33.44 | 144 | $7.57 \mathrm{e}-07$ |
| LMGP2 ( $m=5$ ) | 380 | 21.30 | 80 | $7.22 \mathrm{e}-08$ |
| Hyb-LMGP ( $m=3$ ) | 471 (112) | 26.65 | 79 | $8.15 \mathrm{e}-09$ |
| Hyb-LMGP ( $m=5$ ) | 431 (54) | 23.44 | 49 | $1.72 \mathrm{e}-08$ |
| Hyb-MLMGP ( $m=3$ ) | 424 (282) | 25.06 | 60 | $1.15 \mathrm{e}-07$ |
| Hyb-MLMGP ( $m=5$ ) | 426 (181) | 24.17 | 54 | $1.01 \mathrm{e}-07$ |
| $n_{\text {act }}=0.5 n$ |  |  |  |  |
| BB1GP | 512 | 32.38 | 170 | 3.91e-08 |
| ABBGP | 437 | 23.16 | 33 | $7.08 \mathrm{e}-08$ |
| LMGP1 ( $m=3$ ) | 552 | 34.89 | 181 | 4.66e-07 |
| LMGP1 $(m=5)$ | 426 | 25.72 | 99 | $1.15 \mathrm{e}-07$ |
| LMGP2 $(m=3)$ | 560 | 31.98 | 164 | 1.86e-08 |
| LMGP2 ( $m=5$ ) | 677 | 40.11 | 189 | 1.86e-09 |
| Hyb-LMGP ( $m=3$ ) | 478 (114) | 27.70 | 82 | $2.46 \mathrm{e}-07$ |
| Hyb-LMGP ( $m=5$ ) | 440 (57) | 26.72 | 57 | 5.59e-09 |
| Hyb-MLMGP ( $m=3$ ) | 402 (256) | 23.40 | 59 | 7.08e-08 |
| Hyb-MLMGP ( $m=5$ ) | 431 (229) | 24.10 | 62 | $3.73 \mathrm{e}-09$ |
| $n_{\text {act }}=0.8 n$ |  |  |  |  |
| BB1GP | 613 | 38.06 | 203 | 1.16e-08 |
| ABBGP | 407 | 20.91 | 37 | 3.26e-08 |
| LMGP1 $(m=3)$ | 443 | 24.59 | 112 | $2.14 \mathrm{e}-08$ |
| LMGP1 ( $m=5$ ) | 513 | 28.97 | 129 | $1.07 \mathrm{e}-07$ |
| LMGP2 $(m=3)$ | 501 | 28.61 | 131 | $2.33 \mathrm{e}-09$ |
| LMGP2 ( $m=5$ ) | 528 | 30.10 | 129 | $3.03 \mathrm{e}-08$ |
| Hyb-LMGP ( $m=3$ ) | 457 (113) | 24.34 | 81 | $1.91 \mathrm{e}-08$ |
| Hyb-LMGP ( $m=5$ ) | 387 (50) | 20.17 | 53 | $2.23 \mathrm{e}-07$ |
| Hyb-MLMGP ( $m=3$ ) | 375 (248) | 20.54 | 51 | $9.31 \mathrm{e}-09$ |
| Hyb-MLMGP ( $m=5$ ) | 412 (194) | 20.26 | 42 | 3.68e-08 |

are reported. For Hyb-LMGP and Hyb-MLMGP the number of iterations in which the LM strategy was actually employed is reported in brackets. When comparing efficiency, we can observe that LMGP1 and LMGP2 are generally not competitive with ABBGP and the hybrid strategies, while in some cases they outperformed BB1GP. The results of Hyb-LMGP and Hyb-MLMGP are comparable with those obtained by ABBGP, with a slight improvements of the performance achieved by hybrid strategies when the number of active constraints is larger.

Table 3 QP3

|  | It. | Time (s) | Backtr. | $\left\|f\left(x^{(k)}\right)-f\left(x^{*}\right)\right\|$ |
| :---: | :---: | :---: | :---: | :---: |
| $n_{\text {act }}=0.2 n$ |  |  |  |  |
| BB1GP | 1925 | 137.67 | 744 | $5.73 \mathrm{e}-08$ |
| ABBGP | 976 | 55.96 | 104 | 4.66e-09 |
| LMGP1 $(m=3)$ | 1544 | 108.05 | 594 | $7.82 \mathrm{e}-08$ |
| LMGP1 $(m=3)$ | 1221 | 82.73 | 413 | 5.12e-09 |
| LMGP2 $(m=3)$ | 2176 | 155.67 | 889 | $7.45 \mathrm{e}-08$ |
| LMGP2 ( $m=5$ ) | 1368 | 90.80 | 454 | $2.24 \mathrm{e}-08$ |
| Hyb-LMGP ( $m=3$ ) | 1983 (413) | 123.68 | 470 | $6.43 \mathrm{e}-08$ |
| Hyb-LMGP ( $m=5$ ) | 1307 (135) | 79.68 | 232 | 7.87e-08 |
| Hyb-MLMGP ( $m=3$ ) | 1132 (642) | 71.03 | 219 | $1.32 \mathrm{e}-07$ |
| Hyb-MLMGP ( $m=5$ ) | 1014 (469) | 62.71 | 197 | 3.26e-09 |
| $n_{\text {act }}=0.5 n$ |  |  |  |  |
| BB1GP | 1429 | 96.46 | 535 | $8.80 \mathrm{e}-08$ |
| ABBGP | 822 | 47.67 | 94 | $1.21 \mathrm{e}-08$ |
| LMGP1 $(m=3)$ | 2233 | 159.08 | 885 | $6.15 \mathrm{e}-08$ |
| LMGP1 $(m=5)$ | 1250 | 85.53 | 424 | $4.66 \mathrm{e}-10$ |
| LMGP2 $(m=3)$ | 1888 | 134.54 | 778 | $4.98 \mathrm{e}-08$ |
| LMGP2 $(m=5)$ | 1196 | 82.22 | 429 | 5.31e-08 |
| Hyb-LMGP ( $m=3$ ) | 1897 (420) | 116.63 | 478 | $5.54 \mathrm{e}-08$ |
| Hyb-LMGP ( $m=5$ ) | 1112 (126) | 68.06 | 213 | $4.89 \mathrm{e}-08$ |
| Hyb-MLMGP ( $m=3$ ) | 905 (499) | 51.07 | 143 | $2.28 \mathrm{e}-08$ |
| Hyb-MLMGP $(m=5)$ | 797 (373) | 48.56 | 162 | $5.87 \mathrm{e}-08$ |
| $n_{\text {act }}=0.8 n$ |  |  |  |  |
| BB1GP | 1742 | 123.25 | 663 | $2.33 \mathrm{e}-08$ |
| ABBGP | 777 | 45.45 | 97 | $3.73 \mathrm{e}-08$ |
| LMGP1 $(m=3)$ | 1720 | 127.64 | 691 | $3.07 \mathrm{e}-08$ |
| LMGP1 $(m=5)$ | 1400 | 98.45 | 504 | $2.33 \mathrm{e}-08$ |
| LMGP2 $(m=3)$ | 1679 | 123.17 | 698 | 1.86e-08 |
| LMGP2 $(m=5)$ | 1047 | 73.26 | 353 | 6.52e-09 |
| Hyb-LMGP ( $m=3$ ) | 1826 (406) | 110.48 | 433 | $1.58 \mathrm{e}-08$ |
| Hyb-LMGP ( $m=5$ ) | 1189 (142) | 72.43 | 224 | $1.77 \mathrm{e}-08$ |
| Hyb-MLMGP ( $m=3$ ) | 862 (514) | 51.97 | 175 | $1.21 \mathrm{e}-08$ |
| Hyb-MLMGP ( $m=5$ ) | 793 (413) | 49.52 | 132 | $2.33 \mathrm{e}-08$ |

Finally, we compared the hybrid strategy Hyb-LMGP with the active-set method MPRGPp proposed in [33]. For a fair comparison both the algorithms were stopped when

$$
\begin{equation*}
\left\|\varphi\left(x^{(k)}\right)\right\| \leq 10^{-8}\left\|g\left(x^{(0)}\right)\right\| \tag{43}
\end{equation*}
$$

where the vector $\varphi\left(x^{(k)}\right)$ is defined component-wise as follows:

$$
\varphi_{i}^{(k)}= \begin{cases}g_{i}^{(k)} & \text { for } \ell_{i}<x_{i}^{(k)}<u_{i}  \tag{44}\\ \max \left\{0, g_{i}^{(k)}\right\} & \text { for } x_{i}^{(k)}=u_{i}, \\ \min \left\{0, g_{i}^{(k)}\right\} & \text { for } x_{i}^{(k)}=\ell_{i}\end{cases}
$$

The maximum number of iterations was set to 10000 . The parameter setting of HybLMGP is the same of the previous experiments, while for MPRGPp we considered the parameter assignment reported in ([40], Section 4.1). Table 4 reports the execution time (Time), the number of matrix-vector multiplications $((\overline{\mathbf{n}}))$ and the relative error on the computed solution $\frac{\left\|x^{(k)}-x^{*}\right\|}{\left\|x^{*}\right\|}$, obtained by $\operatorname{Hyb}-L M G P(m=3,5)$ and MPRGPp on the quadratic test problems QP1, QP2, QP3. We can observe that HybLMGP shows, on average, the best time and lower number of matrix-vector products than MPRGPp; however, as still observed in [40] for any GP method, it can achieve solutions of medium accuracy while MRPGPp algorithm can converge to higher accuracy.

### 5.2 General non-quadratic test problems

The practical efficiency of the considered methods has been assessed also on several box-constrained non-quadratic problems,
generated like in [25] using the technique devised by Facchinei et al. [41]. The resulting optimization problems are of the form

Table 4 Hyb-LMGP method versus MPRGPp method on quadratic test problems

|  | QP1 |  |  | QP2 |  |  | QP3 |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Time (s) | $\bar{\square}$ | $\frac{\left\\|X^{(k)}-X^{*}\right\\|}{\left\\|X^{*}\right\\|}$ | Time (s) | $\bar{n}$ | $\frac{\left\\|X^{(k)}-X^{*}\right\\|}{\left\\|X^{*}\right\\|}$ | Time (s) | $\bar{\square}$ | $\frac{\left\\|X^{(k)}-X^{*}\right\\|}{\left\\|X^{*}\right\\|}$ |
| $n_{\text {act }}=0.2 n$ |  |  |  |  |  |  |  |  |  |
| $\begin{aligned} & \text { Hyb-LMGP } \\ & \quad(m=3) \end{aligned}$ | 61.59 | 1274 | $1.18 \mathrm{e}-05$ | 15.42 | 311 | $2.45 \mathrm{e}-01$ | 105.27 | 2132 | $2.00 \mathrm{e}-05$ |
| $\begin{aligned} & \text { Hyb-LMGP } \\ & (m=5) \end{aligned}$ | 74.96 | 1463 | $2.15 \mathrm{e}-05$ | 10.60 | 219 | $2.21 \mathrm{e}-01$ | 73.12 | 1441 | $1.73 \mathrm{e}-05$ |
| MPRGPp | 104.12 | 2066 | 4.74e-06 | 17.11 | 350 | $9.95 \mathrm{e}-02$ | 54.47 | 1094 | $1.73 \mathrm{e}-06$ |
| $n_{\text {act }}=0.5 n$ |  |  |  |  |  |  |  |  |  |
| $\begin{aligned} & \text { Hyb-LMGP } \\ & (m=3) \end{aligned}$ | 34.34 | 700 | $6.45 \mathrm{e}-07$ | 12.10 | 228 | $2.22 \mathrm{e}-01$ | 100.00 | 1989 | $1.50 \mathrm{e}-05$ |
| $\begin{aligned} & \text { Hyb-LMGP } \\ & (m=5) \end{aligned}$ | 35.00 | 695 | $2.15 \mathrm{e}-06$ | 10.05 | 189 | 3.59e-01 | 57.73 | 1158 | $1.60 \mathrm{e}-05$ |
| MPRGPp | 50.42 | 1018 | $3.83 \mathrm{e}-07$ | 14.61 | 294 | $2.00 \mathrm{e}-01$ | 64.25 | 1281 | $1.29 \mathrm{e}-06$ |
| $n_{\text {act }}=0.8 n$ |  |  |  |  |  |  |  |  |  |
| $\begin{aligned} & \text { Hyb-LMGP } \\ & (m=3) \end{aligned}$ | 9.43 | 195 | $1.84 \mathrm{e}-07$ | 13.33 | 251 | $1.51 \mathrm{e}-01$ | 112.07 | 2282 | $1.36 \mathrm{e}-05$ |
| $\begin{aligned} & \text { Hyb-LMGP } \\ & (m=5) \end{aligned}$ | 9.36 | 195 | $8.55 \mathrm{e}-08$ | 8.47 | 160 | 3.02e-01 | 59.12 | 1175 | $1.50 \mathrm{e}-05$ |
| MPRGPp | 31.58 | 653 | 4.51e-08 | 16.48 | 318 | $1.27 \mathrm{e}-01$ | 60.10 | 1221 | $1.29 \mathrm{e}-06$ |

$$
\begin{equation*}
\min _{\ell \leq x \leq u} f(x)=g(x)+\sum_{i \in L} h_{i}\left(x_{i}\right)-\sum_{i \in U} h_{i}\left(x_{i}\right), \tag{45}
\end{equation*}
$$

where $g: \mathbb{R}^{n} \rightarrow \mathbb{R}$ is a twice continuously differentiable function, $L$ and $U$ denotes, respectively, the subsets of indices related to the components of the solution that are active at the lower bound and at the upper bound, $h_{i}: \mathbb{R} \rightarrow \mathbb{R}, i \in L \cup U$, are twice continuously differentiable non-decreasing functions whose expressions may change in accordance with the following choices:
(1) $\beta_{i}\left(x_{i}-x_{i}^{*}\right)$,
(2) $\alpha_{i}\left(x_{i}-x_{i}^{*}\right)^{3}+\beta_{i}\left(x_{i}-x_{i}^{*}\right)$,
(3) $\alpha_{i}\left(x_{i}-x_{i}^{*}\right)^{7 / 3}+\beta_{i}\left(x_{i}-x_{i}^{*}\right)$;
here, $\alpha_{i}$ are random numbers in $(0.001,0.011)$ and $\beta_{i}=10^{-\eta_{i} \text { ndeg }}$, where $\eta_{i}$ is randomly generated in $(0,1)$ and $n d e g=1,4,10$. We remark that problem (45) is built as a corresponding box-constrained version of the unconstrained minimization problem

$$
\min _{x \in \mathbb{R}^{n}} g(x),
$$

having a known solution point $x^{*}$ that is still a solution of problem (45). We chose as $g(x)$ the following benchmark functions: Trigonometric function [42], Griewank function from http://www-optima.amp.i.kyoto-u.ac.jp/member/student/hedar/ Hedar_files/TestGO_files/Page1905.htm and three test functions available at https:// people.sc.fsu.edu/~jburkardt/f_src/test_opt/test_opt.html, namely, Extended Rosenbrock parabolic valley function, Extended Powell function, and Hilbert function. When using the Hilbert function we only considered the non-quadratic instances of formulation (45). For each test problem, the total number $n_{\text {act }}$ of active constraints at the solution takes three different values, i.e. $n_{\text {act }} \approx 0.1 \cdot n, 0.5 \cdot n, 0.9 \cdot n$, and was determined in order that the number of lower active constraints was equal to the number of upper active constraints. The resulting dataset is composed of 123 nonconvex box-constrained test problems. Problem sizes are set equal to 5000, except for Trigonometric function and Extended Rosenbrock function ( $n=1000$ ). The starting vectors are defined as follows:

- $x^{(0)}=P_{\Omega}\left(x^{*}+0.3 r\right)$, where $r \in \mathbb{R}^{n}$ has random entries from a uniform distribution in $[-1,1]$ (Trigonometric test problem);
- $x^{(0)}=P_{\Omega}\left(x^{*}+0.2 r\right)$, where $r \in \mathbb{R}^{n}$ has random entries from a standard normal distribution of mean 1 (Extended Rosenbrock test problem);
- $x^{(0)}=\frac{\ell+u}{2}$ (Griewank, Extended Powell, and Hilbert test problems).

Parameters setting of the algorithms is the same as previous experiments. We analyse the behaviour of the GP schemes by means of the performance profiles proposed in [43]. In particular, we evaluated the execution time required by each scheme to satisfy the following stopping criterion

$$
\left|f\left(x^{(k)}\right)-f\left(x^{*}\right)\right| \leq 10^{-6},
$$

within the maximum number of 10000 iterations. Runtime performance profiles curves are reported in Figs. 4, 5 and 6. Left panel in Fig. 4 shows the comparison between LMGP1 and LMGP2 with the maximum value $m$ of the length of the sweep set to $m=5$ : from this plot we can observe that LMGP1 is faster than LMGP2 on about $72 \%$ of problems, whereas the performances of both the limited memory procedures were dominated by Hyb-LMGP on $67 \%$ of test problems (right panel). For a fair comparison between Hyb-LMGP versus Hyb-MLMGP, Hyb-LMGP versus


Fig. 4 Runtime performance profiles comparing LMGP1 versus LMGP2 (left panel), LMGP1, LMGP2 and Hyb-LMGP (right panel) on non-quadratic test problems


Fig. 5 Runtime performance profiles comparing Hyb-LMGP versus Hyb-MLMGP (left panel), HybLMGP versus ABBGP (middle panel), ABBGP versus Hyb-MLMGP (right panel) on the 105 problem instances in which the hybrid strategies did not coincide with ABBGP


Fig. 6 Non-quadratic test problems. Runtime performance profiles comparing Hyb-LMGP vs ABBGP on the subsets of test problems generated by setting $n_{\text {act }}=0.1 \cdot n$ (left panel), $n_{\text {act }}=0.5 \cdot n$ (middle panel), $n_{a c t}=0.9 \cdot n$ (right panel) in which the hybrid strategies did not coincide with ABBGP

ABBGP and Hyb-MLMGP versus ABBGP (Fig. 5), we removed from the performance profiles plots 18 problem instances in which the hybrid strategies did not activate during the procedure. Indeed, if the limited memory strategy is not enabled at Step 5 of Algorithm 1, then the hybrid methods coincide with ABBGP, since they only perform the alternating BB steplength. We may observe that Hyb-MLMGP shows comparable results with respect to ABBGP (Fig. 5, right panel), while it proves to be less efficient than Hyb-LMGP on about $56 \%$ of the problems (Fig. 5, left panel). Finally, Hyb-LMGP method looks faster than ABBGP (Fig. 5, middle panel), although its performance can be affected by the number of active constraints at the solution as shown in Fig. 6.

### 5.3 Imaging problems

Given a corrupted image, Bayesian approaches to the imaging inverse problem suggest to recover the unknown true object by minimizing a functional which can be written as the sum of a discrepancy function and a regularization term. When the noise affecting the data is of Poisson type, the discrepancy function is the generalized Kullback-Leibler (KL) divergence defined as

$$
\mathrm{KL}(x)=\sum_{i=1}^{n}\left\{b_{i} \ln \frac{b_{i}}{(A x+b g)_{i}}+(A x+b g)_{i}-b_{i}\right\},
$$

where $A \in \mathbb{R}^{n \times n}$ is a linear operator modeling the distortion due to the image acquisition system, $b \in \mathbb{R}^{n}$ represents the data and $b g \in \mathbb{R}^{n}$ is a known positive background radiation constant. The matrix-vector products $A x$ or $A^{T} x$ have been performed by employing the Fast Fourier Transform (FFT) [44]. As for the regularization term, we consider a smooth discrete version of the total variation, also known in the literature as hypersurface potential (HS), that, for a square $m \times m$ image with $m^{2}=n$, is defined as

$$
\mathrm{HS}(x)=\sum_{i, j=1}^{m} \sqrt{\left((\mathcal{D} x)_{i, j}\right)_{1}^{2}+\left((\mathcal{D} x)_{i, j}\right)_{2}^{2}+\delta^{2}}
$$

where $\mathcal{D}: \mathbb{R}^{m^{2}} \longrightarrow \mathbb{R}^{2 m^{2}}$ is the discrete gradient operator with periodic boundary conditions

$$
(\mathcal{D} x)_{i, j}=\binom{\left((\mathcal{D} x)_{i, j}\right)_{1}}{\left((\mathcal{D} x)_{i, j}\right)_{2}}=\binom{x_{i+1, j}-x_{i, j}}{x_{i, j+1}-x_{i, j}}, \quad x_{n+1, j}=x_{1, j}, \quad x_{i, n+1}=x_{i, 1} .
$$

We are interested in solving the following minimization problem

$$
\begin{equation*}
\min _{x \geq 0} \mathrm{KL}(x)+\mu \mathrm{HS}(x), \tag{46}
\end{equation*}
$$

where $\mu$ is a positive regularization parameter controlling the role of the HS functional. It is evident that problem (46) is a non-quadratic problem belongs to the class (1).

We consider two different datasets. The original images are reported in Fig. 7. The value of the regularization parameter has been fixed equal to 0.0045 for the Cameraman test problem and equal to $10^{-5}$ for the Spacecraft one. The value of $\delta$ in the definition of the HS functional has been chosen as 0.1 for both the datasets.

All the compared algorithms employ the non-monotone version of the Armijo line search with $M=10, \beta=0.4, \sigma=10^{-4}$. Moreover, for LMGP2 we set $\omega=0.1$ and for Hyb-LMGP, Hyb-MLMGP and ABBGP we set $\tau_{1}=0.5, m_{a}=2$ and $\zeta=$ 1.1. Finally, for LMGP1, LMGP2 Hyb-LMGP and Hyb-MLMGP we report the results for different values of $m$, specified in brackets in the figures and in the tables reporting the results.

Let $f^{*}$ be the optimal value of the objective function obtained as the lowest value among those provided by all the methods after a maximum prefixed number of iterations (6000 and 15000 for the Cameraman and Spacecraft datasets, respectively). In Figs. 8 and 9 we report the following relative error on the objective function values

$$
\begin{equation*}
\frac{\left|f\left(x^{(k)}\right)-f^{*}\right|}{\left|f^{*}\right|} \tag{47}
\end{equation*}
$$

generated by the considered methods with respect to the iterations and the computational time for the Cameraman and the Spacecraft datasets, respectively. In Tables 5 and 6 we report the number of iterations and the computational time needed by each algorithm to make the relative distance defined in (47) between the objective function values and the optimal value below prefixed thresholds. The corresponding number of matrix-vector multiplications ( $\bar{n}$ ) performed and the corresponding relative reconstruction error (RRE), namely the relative Euclidean errors between the $k$-th iterate and the true object, are also reported. We remark that, when a regularization term is present in the objective function, the optimization algorithms can be compared only with respect to their efficiency, since the quality of the reconstruction
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Fig. 7 Original images for the imaging problems


Fig. 8 Decrease of the relative distance between the objective function values and the optimal value with respect to iterations (left panel) and computational time (right panel) for the Cameraman dataset


Fig. 9 Decrease of the relative distance between the objective function values and the optimal value with respect to iterations (left panel) and computational time (right panel) for the Spacecraft dataset

Table 5 Cameraman dataset: number of iterations and computational time (in seconds) to make the relative distance between the objective function values and the optimal value below given thresholds. The corresponding number of $\bar{n}$ and the RRE are also reported

| Method | tol $=10^{-2}$ |  |  |  | tol $=10^{-4}$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | It. | RRE | Time | $\bar{n}$ | It. | RRE | Time | $\bar{n}$ |
| ABBGP | 298 | 0.089 | 1.87 | 598 | 1875 | 0.087 | 16.01 | 3778 |
| LMGP1 (m=5) | 301 | 0.089 | 2.06 | 613 | 1617 | 0.087 | 14.50 | 3468 |
| LMGP1 (m=7) | 301 | 0.089 | 1.92 | 613 | 1505 | 0.087 | 15.19 | 3139 |
| LMGP2 (m=5) | 263 | 0.089 | 1.93 | 535 | 1460 | 0.087 | 12.18 | 3073 |
| LMGP2 ( $\mathrm{m}=7$ ) | 263 | 0.089 | 1.97 | 535 | 1436 | 0.087 | 14.14 | 3027 |
| Hyb-LMGP (m=3) | 121 | 0.089 | 0.75 | 245 | 1067 | 0.087 | 9.22 | 2236 |
| Hyb-LMGP (m=5) | 185 | 0.089 | 1.19 | 376 | 1302 | 0.087 | 11.97 | 2665 |
| Hyb-MLMGP ( $\mathrm{m}=3$ ) | 117 | 0.089 | 0.71 | 236 | 1028 | 0.087 | 12.11 | 2105 |
| Hyb-MLMGP (m=5) | 172 | 0.088 | 1.06 | 348 | 1159 | 0.087 | 12.38 | 2393 |

Table 6 Spacecraft dataset: number of iterations and computational time (in seconds) to make the relative distance between the objective function values and the optimal value below given thresholds. The corresponding number of $\bar{n}$ and the RRE are also reported

| Method | tol $=10^{-2}$ |  |  |  | tol $=10^{-3}$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | It. | RRE | Time | $\bar{n}$ | It. | RRE | Time | $\bar{n}$ |
| ABBGP | 625 | 0.285 | 3.52 | 1303 | 4876 | 0.260 | 29.68 | 10246 |
| LMGP1 (m=5) | 753 | 0.291 | 5.64 | 1727 | 4998 | 0.260 | 44.94 | 11579 |
| LMGP1 (m=7) | 697 | 0.292 | 5.32 | 1595 | 4868 | 0.260 | 43.50 | 11186 |
| LMGP2 (m=5) | 1271 | 0.293 | 10.88 | 2945 | 5540 | 0.260 | 49.90 | 12546 |
| LMGP2 (m=7) | 1271 | 0.293 | 10.90 | 2943 | 5540 | 0.260 | 51.10 | 12546 |
| Hyb-LMGP (m=3) | 652 | 0.293 | 3.95 | 1371 | 3214 | 0.260 | 24.46 | 6761 |
| Hyb-LMGP ( $\mathrm{m}=5$ ) | 652 | 0.293 | 3.90 | 1371 | 4012 | 0.260 | 30.15 | 8394 |
| Hyb-MLMGP (m=3) | 625 | 0.285 | 3.73 | 1303 | 2568 | 0.260 | 19.36 | 5415 |
| Hyb-MLMGP (m=5) | 625 | 0.285 | 3.66 | 1303 | 3510 | 0.260 | 25.89 | 7282 |

depends on the selected regularization term and the choice of the regularization parameter. However, the information on the RRE is provided for sake of completeness. Where the entries of Table 6 are blank, the relative algorithm does not succeed in making the distance (47) below the prefixed threshold in the prefixed maximum number of iterations.

From the results presented in Figs. 8 and 9 and Tables 5 and 6, the following comments can be drawn.

- Both the Hyb-LMGP and the Hyb-MLMGP approaches outperform the other algorithms considered in terms of number of iterations and computational time. Particularly, it is quite evident from Figs. 8 and 9 how, until the active components of the solution are not identified, the decrease of the objective function values provided by Hyb-LMGP and Hyb-MLMGP is the same as that achieved by ABBGP. However, from a certain $k$ onwards, the behaviour of Hyb-LMGP and Hyb-MLMGP becomes significantly different from that of ABBGP since the LM or the MLM strategy kicks in and proves to be more efficient than the BB alternating steplength rule.
- For the Spacecraft dataset, whose solution has many more active components than the one of the Cameraman dataset, both Hyb-LMGP and Hyb-MLMGP differ from ABBGP later with respect to that happens for the Cameraman test problem, as evident from the columns related to tol $=10^{-2}$ in Tables 5 and 6. This is due to the fact that, for the Cameraman dataset, the algorithms need more iterations to well approximate the active set corresponding to the solution.
- In general, the LMGP1 and the LMGP2 methods present the worst performance especially for the Spacecraft test problem whose solution presents many active components.
- The behaviour of the compared methods confirms how a limited memory steplength selection rule can be really effective only if it is employed when both
the active and the inactive components of the iterates are stable for a sufficient number of successive iterations.


## 6 Conclusions

In this paper we consider gradient projection methods for the solution of box-constrained optimization problems. It is well known that the performance of these algorithms strongly depends on an effective strategy to select the steplength parameter. For this reason, we propose a steplength selection technique that automatically alternate standard Barzilai-Borwein like rules and limited memory ones based on a suitable approximation of the optimal active set. Several numerical experiments show the benefits of applying the suggested steplength rule with respect to state-of-the-art GP schemes in terms of number of iterations and computational time, especially in the case of non-quadratic box-constrained problems. Furthermore, in some quadratic experiments, the proposed algorithm showed its advantage with respect to an active set scheme, when medium accuracy solutions are required.

Acknowledgements We thank the anonymous reviewers for their careful reading of our manuscript and their useful comments and suggestions. This work has been partially supported by the INDAM research group GNCS.

Funding Open access funding provided by Università degli Studi della Campania Luigi Vanvitelli within the CRUI-CARE Agreement.

Open Access This article is licensed under a Creative Commons Attribution 4.0 International License, which permits use, sharing, adaptation, distribution and reproduction in any medium or format, as long as you give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons licence, and indicate if changes were made. The images or other third party material in this article are included in the article's Creative Commons licence, unless indicated otherwise in a credit line to the material. If material is not included in the article's Creative Commons licence and your intended use is not permitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from the copyright holder. To view a copy of this licence, visit http://creativecommons.org/licen ses/by/4.0/.

## References

1. Bertero, M., Boccacci, P.: Introduction to Inverse Problems in Imaging. Institute of Physics Pub, Philadelphia, PA (1998)
2. Bertero, M., Boccacci, P., Ruggiero, V.: Inverse imaging with Poisson data. IOP Publishing (2018)
3. Dostál, Z., Kozubek, T., Sadowská, M., Vondrák, V.: Scalable Algorithms for Contact Problems. Advances in Mechanics and Mathematics. Springer, New York (2017)
4. Figueiredo, M.A.T., Nowak, R.D., Wright, S.J.: Gradient projection for sparse reconstruction: application to compressed sensing and other inverse problems. IEEE J. Sel. Top. Signal Process. 1(4), 586-597 (2008)
5. Pardalos, P.M., B., R.J.: Constrained Global Optimization: Algorithms and Applications. Springer, New York, NY, USA (1987)
6. Sra, S., Nowozin, S., Wright, S.J.: Optimization for Machine Learning. Neural information processing series, MIT Press, Cambridge (2012)
7. Bertsekas, D.P.: Nonlinear Programming, 2nd edn. Athena Scientific, Belmont, Massachusetts (1999)
8. Grippo, L., Lampariello, F., Lucidi, S.: A nonmonotone line-search technique for Newton's method. SIAM J. Numer. Anal. 23(4), 707-716 (1986)
9. Iusem, A.N.: On the convergence properties of the projected gradient method for convex optimization. Comput. Appl. Math. 22(1), 37-52 (2003)
10. Wang, C., Liu, Q., Yang, X.: Convergence properties of nonmonotone spectral projected gradient methods. J. Comput. Appl. Math. 182, 51-66 (2005)
11. Crisci, S., Porta, F., Ruggiero, V., Zanni, L.: On the convergence properties of scaled gradient projection methods with non-monotone Armijo-like line searches. Ann. Univ. Ferrara. (2022). https:// doi.org/10.1007/s11565-022-00437-2
12. Calamai, P.H., Moré, J.J.: Projected gradient methods for linearly constrained problems. Math. Program. 39, 93-116 (1987)
13. Barzilai, J., Borwein, J.M.: Two-point step size gradient methods. IMA J. Numer. Anal. 8, 141-148 (1988)
14. Curtis, F., Guo, W.: Handling nonpositive curvature in a limited memory steepest descent method. IMA J. Numer. Anal. 36, 717-742 (2016)
15. Dai, Y.H., Hager, W.H., Schittkowski, K., Zhang, H.: The cyclic Barzilai-Borwein method for unconstrained optimization. IMA J. Numer. Anal. 26, 604-627 (2006)
16. De Asmundis, R., di Serafino, D., Hager, H., Toraldo, G., Zhang, H.: An efficient gradient method using the Yuan steplength. Comput. Optim. Appl. 59(3), 541-563 (2014)
17. di Serafino, D., Ruggiero, V., Toraldo, G., Zanni, L.: On the steplength selection in gradient methods for unconstrained optimization. Appl. Math. Comput. 318, 176-195 (2018)
18. Fletcher, R.: A limited memory steepest descent method. Math. Program., Ser A 135, 413-436 (2012)
19. Frassoldati, G., Zanghirati, G., Zanni, L.: New adaptive stepsize selections in gradient methods. J. Ind. Manag. Optim. 4(2), 299-312 (2008)
20. Friedlander, A., Martínez, J.M., Molina, B., Raydan, M.: Gradient method with retards and generalizations. SIAM J. Numer. Anal. 36, 275-289 (1999)
21. Gu, R., Du, Q.: A modified limited memory steepest descent method motivated by an inexact superlinear convergence rate analysis. IMA J. Numer. Anal. 00, 1-24 (2020)
22. Zhou, B., Gao, L., Dai, Y.H.: Gradient methods with adaptive step-sizes. Comput. Optim. Appl. 35(1), 69-86 (2006)
23. Bonettini, S., Porta, F., Prato, M., Rebegoldi, S., Ruggiero, V., Zanni, L.: Recent advances in variable metric first-order methods. In: Donatelli, M., Serra-Capizzano, S. (Eds.) Computational Methods for Inverse Problems in Imaging. Springer INdAM Series, vol. 36. Springer, Cham (2019). https://doi.org/10.1007/978-3-030-32882-5_1
24. Crisci, S., Porta, F., Ruggiero, V., Zanni, L.: Spectral properties of Barzilai-Borwein rules in solving singly linearly constrained optimization problems subject to lower and upper bounds. SIAM J. Optim. 30(2), 1300-1326 (2020)
25. Crisci, S., Ruggiero, V., Zanni, L.: Steplength selection in gradient projection methods for box-constrained quadratic programs. Appl. Math. Comput. 356, 312-327 (2018)
26. Huang, Y., Dai, Y.H., Liu, X.W.: Equipping Barzilai-Borwein method with two dimensional quadratic termination property. arXiv:2010.12130 (2020)
27. Huang, Y., Dai, Y.H., Liu, X.W., Zhang, H.: On the acceleration of the Barzilai-Borwein method. arXiv:2001. 02335 (2020)
28. Porta, F., Prato, M., Zanni, L.: A new steplength selection for scaled gradient methods with application to image deblurring. J. Sci. Comp. 65, 895-919 (2015)
29. Porta, F., Zanella, R., Zanghirati, G., Zanni, L.: Limited-memory scaled gradient projection methods for real-time image deconvolution in microscopy. Commun. Nonlinear Sci. Numer. Simul. 21, 112-127 (2015)
30. Crisci, S., Porta, F., Ruggiero, V., Zanni, L.: A limited memory gradient projection method for box-constrained quadratic optimization problems. In: LNCS Proceedings, vol. 11973, pp. 161-176 (2020)
31. di Serafino, D., Toraldo, G., Viola, M., Barlow, J.L.: A two-phase gradient method for quadratic programming problems with a single linear constraint and bounds on the variables. SIAM J. Optim. 28(4), 2809-2838 (2018)
32. Hager, W.W., Zhang, H.: A new active set algorithm for box constrained optimization. SIAM J. Optim. 17(2), 526-557 (2006)
33. Kružík, J., Horák, D., Čermák, M., Pospíšil, L., Pecha, M.: Active set expansion strategies in MPRGP algorithm. Adv. Eng. Softw. 149, 102895 (2020). https://doi.org/10.1016/j.advengsoft. 2020.102895
34. Fletcher, R.: Low storage methods for unconstrained optimization. Lect. Appl. Math. 26, 165-179 (1990)
35. De Asmundis, A., di Serafino, D., Riccio, F., Toraldo, G.: On spectral properties of steepest descent methods. IMA J. Numer. Anal. 33, 1416-1435 (2013)
36. Fletcher, R.: On the Barzilai-Borwein method. In: Qi, L., Teo, K., Yang, X., Pardalos, P.M., Hearn, D. (eds.) Optimization and Control with Applications. Applied optimization, vol. 96, pp. 235-256. Springer, Boston, MA (2005)
37. Golub, G.H., van Loan, C.F.: Matrix Computations. John Hopkins University Press, Baltimore (1996)
38. Bonettini, S., Zanella, R., Zanni, L.: A scaled gradient projection method for constrained image deblurring. Inverse Probl. 25(1), 015002-23 (2009)
39. Birgin, E.G., Martinez, J.M., Raydan, M.: Non-monotone spectral projected gradient methods on convex sets. SIAM J. Optim. 10(4), 1196-1211 (2000)
40. Crisci, S., Kružík, J., Pecha, M., Horák, D.: Comparison of active-set and gradient projection-based algorithms for box-constrained quadratic programming. Soft Comput. 24(23), 17761-17770 (2020). https://doi.org/10.1007/s00500-020-05304-w
41. Facchinei, F., Judice, J., Soares, J.: Generating box-constrained optimization problems. ACM Trans. Math. Softw. 23(3), 443-447 (1997)
42. Fletcher, R., Powell, M.J.D.: A rapidly convergent descent method for minimization. Comput. J. 6, 163-168 (1963)
43. Dolan, E.D., Moré, J.J.: Benchmarking optimization software with performance profiles. Math. Program. 91(2), 201-213 (2002)
44. Davis, P.J.: Circulant Matrices. John Wiley \& Sons, New York (1979)

Publisher's Note Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.

## Authors and Affiliations

[^2]
[^0]:    Serena Crisci, Federica Porta, Valeria Ruggiero and Luca Zanni have contributed equally to this study.

[^1]:    Serena Crisci
    serena.crisci@unicampania.it
    Extended author information available on the last page of the article

[^2]:    Serena Crisci ${ }^{1,4}$ © $\cdot$ Federica Porta ${ }^{2,4} \cdot$ Valeria Ruggiero $^{3,4} \cdot$ Luca Zanni $^{2,4}$
    Federica Porta
    federica.porta@unimore.it
    Valeria Ruggiero
    valeria.ruggiero@unife.it
    Luca Zanni
    luca.zanni@unimore.it
    1 Department of Mathematics and Physics, University of Campania "L. Vanvitelli", Viale Lincoln 5, 81100 Caserta, Italy
    2 Department of Physics, Informatics and Mathematics, University of Modena and Reggio Emilia, Via Campi 213/B, 41125 Modena, Italy

    3 Department of Mathematics and Computer Science, University of Ferrara, Via Machiavelli 30, 44121 Ferrara, Italy
    4 Member of the INdAM-GNCS Research group, Rome, Italy

